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[lpegucnosue

MbI HamMCcaIu 3Ty KHUTY /ISt fata-uHxeHepoB (data engineers) u yueHBIX 10 TaHHBIM
(data scientists), KOTOPBIM XOTeJIOCH GBI H3BJIEYb MAKCUMAJIBHYIO TI0JIb3Y 13 (hpeiiMBOpP-
ka Spark. Ecaiu BbI pabotaete co Spark u BAoKUIN B €10 OCBOEHNE HEMATIO YCUITHA, HO
HOTPSI3JIM B OIMUOKAX TMaMATH U 3araJlOYHbIX, epeMeKaNXcst cO0sIX, Hallla KHUTa
1uist Bac. Ecoin BbI ipuMensiin Spark B kakoii-mm60 UCcIe0BaTeIbCKOM A TeIbHOCTH
WJIN 9KCIIEPUMEHTUPOBAJIN C HUM, He UCIOJIb3YSI JJIs1 KOHKPETHBIX TPOU3BOICTBEHHBIX
3aj1a4, ¥ 3ayCTUTH (PeMBOPK B paboTy MelIaeT HeJIoCTaTOYHAs YBEPEHHOCTh B YPOBHE
€ro OCBOEHUS, TO ATO U3JIaHKE MOKET TIOMOUb. Eciin Bbl sHTY3MacT Spark, Ho He cymesu
TOOUTHCS OT HETO OKMIAAEMOTO TIOBBITIEHYIST TIPOU3BOAUTETBHOCTH, TO MBI HA/IEEMCSI, UTO
BBI Hali/leTe 3/1eCh OTBETHI HA CBOW BOTMPOCHL. KHUTA TIpe/lHa3HaveHa JI7IST TeX, KTO yiKe
MOJIb30BaJICsT Spark, 1 MOKET 0Ka3aThCs He BITOJIHE TOHSATHON TEM, KTO JI0 CUX ITOP MaJio
pabotal ¢ 3TuM (PPeiMBOPKOM UJIH € PACTIPEIETIEHHBIMU BEIYUCIEHUSIME JTHGO BOOOIIE
He uMeJT ¢ HuMU Jieqia. B pasnesne «BemomorarenbHasg auteparypa u MaTepUaibly 9y Th
HUZKE MOXKHO HAWTH PEKOMEH/IAIMY 110 KHUTAM [IJIs1 HAYMHATIOTIUX.

MpbI mipe/inosiaraeM, 9to MaTeprasl OKaKeTCsT Haubouiee TIoJIe3eH TeM, KOMY BasKHa OTITH-
MU3AIHS YaCTO TTOBTOPSIEMBIX 3aIIPOCOB B 9KCILTyaTAIIMOHHOM cpefie, a He TeM, KTO 3a-
HUMAeTCsI B OCHOBHOM HAyYHOI paboToil. XOTsI HAUCAHKE BHICOKOTIPOM3BOIUTENLHBIX
3aMPOCOB BasKHEE BCETO [IJISI IaTa-MHKEHEPOB, CO3/IaHIe 3alIPOCOB ¢ MOMOIIbI0 Spark
(B orume ot Apyrux GpeiiMBopKoB) Tpedyer riyOOoKMX 3HAHUI JaHHBIX, IIPUCYIIUX
cKopee ydeHbM 1o ganibiM. CreioBarebHo, M3Manne OyaeT Toe3Hee Ui TeX JaTa-
WHXEHEPOB, KOTOPHIE B BOMIPOCAX MPOU3BOJUTEILHOCTA MEHEee CKIOHHBI PACCYKIATh
KPUTUYECKU OTHOCUTEIBHO CTATUCTUUECKOM MTPUPOJIBI, pacipesiesieHus u (hopMaTupo-
BaHUsI TAHHBIX. MBI HaJleeMCst, YTO KHUTA TIOMOKET BaM GoJiee KPUTUYHO OTHOCUTHCST
K CBOVIM JIAHHBIM ITPU BBOJIE KOHBeliepoB (pipelines) B MPOMBIIIIEHHYIO 9KCILIYaTAIUIO.
Xoresoch 6bI, UTOOBI BbI 3aj1aBaii cebe Takue BOmpockr: «Kak pacnpe/iesieHb MOu JaH-
HbIe?», «AcuMMeTpuunbl i oHu?», «Kakos auanason snadenuii cronbna?» u «Kak
TPYIIIIUPYETCS AaHHAs BEIMIMHA?», I B 3aBUCUMOCTH OT OTBETOB HA HIX (hOPMHUPOBAIN
JIOTUKY cBouX Spark-3ampocos.
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Bripouem, naske TeM yueHBIM 10 IAHHBIM, KTO UCTIOIB3YeT 3TOT (PPEHMBOPK B OCHOBHOM
JUISL ICCIeI0BATEIbCKOI IesITeIbHOCTH, KHUTa CIIOCOOHA [aTh IIPEJCTaBIeHUE O TOM,
KaK IUCaTh IPOU3BOAUTENbHBIE 3anpockl HA Spark. Tak 4To 110 Mepe Hen36eKHOro
pocra MaciiTaba HccaeJoBaHIil BbI CMOKETE ¢ TIEPBOTO JKe pasa JoOUThCs TPeGyeMbIX
pe3yabTaToB. MBI HajieeMcsI yKa3aTh BEPHYIO JIOPOTY CIEIUAINCTaM 110 HayKe O IAaHHbBIX
(maxke TeM, KTO y’Ke IIPUBBIK K pPacipe/ieIeHHOMY MPeJCTaBJIeHUIO TaHHBIX U yMeeT
KPUTHYECKHU OI[EHUBATH CBOU IIPOTPAMMBI ), TOMOYb UM UCCJIE0BATH CBOM JJAHHbBIE HoJiee
IIOJIHO 1 OBICTPO, a Takke 9(PHEKTUBHO B3aUMOAENHCTBOBATH € APYTUME yYACTHUKAMU
BBOJIA IPOTPAMM B 9KCILIyaTaIHIO.

HesaBucumo ot Bamieii 10JKHOCTH €CTh BEPOSTHOCTD, YTO 00bEM JaHHbBIX, C KOTOPHIMU
MIPUXOIUTCST MIMETD JIEJI0, PACTET OUeHb OBICTPO. VICII0Ib30BaBIINECST M3HAYAIBHO TIPO-
rpaMMHbIe PelIeHis MOTYT IoTpeboBaTh MacIITabuPOBAHNs, a CTapble METOAbI — 00-
HOBJIEHMsI, YTOOBI MOKHO ObLIO paboTaTh HaJ HOBBIMU ITpoekTamit. Hazeemcs, aTa kKHura
IIOMOJKET BaM NPUMeHATh GpeiiMBopk Apache Spark, uto6sl periaTh HOBbIE 3ajaun
mporiie, a crapbie — 3 dekTuBHEE.

[puMeYaHnsa K NepBOMY U3AAHMIO

Bol unaere niepsoe usnanue kauru High Performance Spark («3ddexrusnbrii Sparks),
U MbI GJarojiapHbl 3a 310! B cirydae o6HApysKeHUsT OMUOOK, OTIEUATOK WU TTOSIBIEHIIST
uzei, CllocOOGHBIX YAYUIIUTh KHUTY, TI0KAJIYHCTa, HAUIIUTE HaM 110 ajapecy high-
performance-spark@googlegroups.com. Eciiii ipu aTOM BBI XOTUTE, YTOOBI MBI YIIOMSTHYJTH
Bac B pasziesie 6aarogapHocTeil Gy yux U3aHui STOI KHUTH, TIOKATYHCTa, yKaKUTE
WML, TIO/T KOTOPBIM BBI XOTEJN ObI (hUTYPUPOBATD.

BcnomoraTenbHas nutepaTtypa U MaTepuarbl

BeskosiermHoe BBOAHOE PYKOBOACTBO' JIJIsSI HCCIeI0BaTe el TaHHBIX U Pa3pabOTIMKOB,
elrfe He 3HAKOMBIX co Spark, — Learning Spark Marest 3axapua (Matei Zaharia), XoJe-
na Kapay (Holden Karau), 9upu Kousuncku (Andy Konwinski), ITarpuka Benmesia
(Patrick Wendell)? (http://shop.oreilly.com/product/0636920028512.do). 3ameuaresbHast
KHUIa 111 MCCleloBaTeIeil TaHHbIX, uHTepecyiommxcs Spark, — Advanced Analytics with
Spark Connu Pusa (Sandy Ryza), ¥Ypu Jlesepcona (Uri Laserson), [lTona OyaHa (Sean
Owen) u [Ixxomnra Yusuica (Josh Wills)? (http://shop.oreilly.com/product/0636920035091.do).

){OTH7 BO3MOJKHO, B J/TaHHOM CJiy4dae Mbl IPUCTPACTHDI.

Vzyuaem Spark. MosauenocHbiii ananus gantbix / Xosnedn Kapay, Ouan Konsuncku, Ila-
tpuk Bengesn, Mareit 3axapust. — M.: IMK TIpecc, 2015. — 304 c.

Spark st podeccronanos: cOBpeMeHHbIe TaTTepHbl 06paboTk 6obinx gaHHbx / C. Pusa,
V. Jlesepcon, I11. Oyan, /1. Yusuc. — CII6.: Tlurtep, 2017. — 272 c.
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It Tex, Koro 6oJibllie MHTEpeCcyeT IOTOKOBas 06paboTKa, MOKET OKA3aThCs [TOJIE€3HOIM
kuura Learning Spark Streaming, nanucannas @pancya Fapuibo (Francois Garillot)
(http://shop.oreilly.com/product/0636920047568.do), IulaHUpyeMast K BBIXOAY B OJmsKaiiiiee
BpEMsL.

IToMUMO KHHUT, IOCTYIIHO MHOKECTBO 00YYaIONIIX MaTePHAJIOB 110 ppeiiMBopKy Spark.
Jlist Tex, kTo npeanoynTaer Bueo, Ilako Haran (Paco Nathan) cosuan Bemkosien-
HYIO CEepUIO BUICOYPOKOB [IJId HAUMHAIONIUX Ha caiiTe O’Reilly (http://shop.oreilly.com/
product/0636920036807.do). Databricks (https://databricks.com/training) u Cloudera (https://
www.cloudera.com/more/training/courses/spark-training.html), a Takske Jpyrue mocTaBIu-
ku Hadoop/Spark npegnaraior o6ydars pabore ¢ ¢GpeiiMBOPKOM Ha ILIATHOU OC-
Hose. Ha cTpanune nokymeHTanuu 110 a3biky Spark ot kopnopanuu Apache (http://
spark.apache.org/documentation.html) BbLIOKeHbI 3alMcK y4eOHbIX CeMHHAPOB 10 Spark
U MHOTO JIPYTUX 3aMeYaTesbHbIX MAaTEPUAJIOB.

Ecom BB etie He paboTasii ¢ I36IKOM ITporpaMMupoBanus Scala, To B riase 1 Mbl mocTa-
paeMcst yOeIUTh BaC TPUMEHSITD €T0. A €CIIN XOTeJTH ObI €T0 U3YUUTh, TO PEKOMEH/IYEM OT-
JIAYHBII BBOIHBII Kype Programming Scala, 2nd Edition [Jona Yomiuiepa (Dean Wampler)
u Asekca Iaiina (Alex Payne)! (http://shop.oreilly.com/product/0636920033073.do).

YcnoBHble 0603HaYeHUs

B saHHOI KHUTE MCTIOIB3YIOTCS CEAYIONINE YCAOBHBIE 0003HAUCHUSI.
Kypcus

KprI/IBOM Bbl/IeJIEHbI HOBbIE TEPMWHDI.

MOHOWWPUHHBIA WPNUPT

ITpuMeHsieTCst /I IMCTUHTOB [TPOTPAaMM, a TaKsKe BHYTpH ab3aleB, 4ToObl 00paTuThCsI
K 9JIeMEHTaM [IPOrpaMMBbl, TAKUM KaK IiepeMeHHbIe I MMeHa (DYHKIMI, 6asbl JaHHbIX,
nepeMeHHbIe OKPYsKEHNsI, ONIEPAaTOPBI U KJTI0UEBbIe cJI0Ba. VIM TakKe BbIIeJICHB MMEHA
1 pacirupeHus pamios.

MoNYXMUPHBIA MOHOWMPUHHBIA WPUHT

ITokasbiBaeT KOMaH/IbI WK IPYTOU TEKCT, KOTOPBIH MOIH30BATEb TOKEH BBECTH CaMO-
CTOSTEJILHO.

KypcuBHbili MOHOWUPUHHBIU wpugm

ITokasbiBaer TEKCT, KOTOprL/,I JLOJIZKEH OBITh 3aMEHEH 3HaUYCHUAMM, BBE€/ICHHBIMU I10JIb-
30BareJieM, NI 3HAYEHUAMMU, OIIPEAETAEMbIMU KOHTEKCTOM.

! XoTs He TTIoMeniaeT OTMETUTD, YTO HEKOTOPLIE U3 TIpe/ijlaracMbIX B ATON KHUTE IIPAKTHUK HE AB-

JISTIOTCST OOMIENPUHATHIMU 1715t Scala
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LpndT 6e3 3acevek

Hcnonbayercs aiust obosnauernss URL, agpecoB a/1eKTPOHHOM HOYTHI.

OTOT PUCYHOK YKa3bIBAET Ha COBET WM NPeasIoKeHue.

DTOT PUCYHOK YKa3bIBAET Ha obLuee 3aMeyaHme.

DTOT PUCYHOK YKa3bIBAET Ha NpeaynpexaeHue.

MpuMepsbl, KOTOpblE NpeaBapsieT STOT PUCYHOK, B 3HAYUTENLHOW CTENEHN 3aB-

\ CST OT BHYTPEHHEro YCTPOWCTBa (hperiMBopka Apache Spark v, BeposiTHO, nepe-
CTaHyT paboTaTb B CrieayoLwwmx Xe MAaflmnx Bepcusx BbinyckoB Apache Spark.
Mbl Bac npegfynpeaunu, Ho NIerko NoMMeM, eciiv Bbl HE CTaHeTe YAENsTb STOMY
0c060ro BHUMaHus1, kaK, BNPOYeM, 1 Mbl.

\cnonb3oBaHue nNpuMepoB Koaa

JlomnosHuTebHbIE MaTEPUAJIBI (ITPUMEPDI KOJA, YITPAKHEHUS 1 T. I1.) IOCTYITHBI /IS CKa-
yuBanug u3 GitHub-penosuropus k gannoii kaure (https://github.com/high-performance-
spark/high-performance-spark-examples), a yacTh TecToBOro Koza Haxoxurcs B GitHub-
penosutopun «TecroBas 6aza Sparks (https://github.com/holdenk/spark-testing-base)
u perioguropuu Spark Validator (https://github.com/holdenk/spark-validator). CtpykTypupo-
BaHHBIE IPUMEPBI TOTOKOBOTO MAITMHHOTO 00y4YeHUst, 00bIYHO OTHOCAIIMECS K KATETOPUH,
0003HaYeHHOU n300paskeHeM CKOPIHOHA (00CYKIABITUMCS B pasjiesie «Y CJIOBHbIE
obo3HaueHusI» BbILIE), JOCTYIIHBI Ha https://github.com/holdenk/spark-structured-streaming-ml.

ITa KHUTA CO3/laHa, 4TOOBI TOMOUb BaM B paboTe. B 11eJioM NprBe/IeHHbIE 3/16Ch TIPUMEPBI
KOJIa BBl MOKETE PUMEHSATH B CBOMX ITPOrpaMMax u gokyMeHTaruu, O6pamarbest K Ham
3a paspelieHreM HeT He0OXOAUMOCTH, €CJIU TOJBKO BbI HE KOIUPYETEe 3HAYUTETbHYIO
4acTh Kojia. Tak, HalMcaHue IPOrpaMMBbI C UCIIOJIb30BAHUEM HECKOJIBKUX (hparMeHTOB
KOJIa U3 KHUTHU He TpeOyeT OT/IeIbHOTO paspetienust. JIJist Ipoaku WU PACIIPOCTpaHe-
HUSL KOMIIAKT-AucKa ¢ npumepamu 13 kaur O’Reilly ono, koneuno, neo6xoaumo. OTser
Ha BOTIPOC MyTEM IIUTUPOBAHKS ATOI KHUTH U TIPUMEPOB Kozla He TpeOyeT paspelieHusl.
Koz raxse mocrynen moj auiersueii Apache 2. BrioyeHue 3HaunTEIbHOIO KOJIMYe-
CTBa MPUMEPOB KOJ[A U3 ATOTO U3/IAHUS B IOKYMEHTAIIUIO K BallleMy MPOAYKTY MOXKET
oTpebOBaTh Pa3PEIleHIsL.
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Mpl 1[eHUM, XOTSI U He TpeOyeM, CChLIKU Ha TIePBOUCTOUHUK. TaKast CChIIKA BKJIIO-
yaeT Ha3BaHMe, aBTopa, uanareabctso u ISBN. Hanpuwmep: «Kapay Xoaden, Yoppen
Petiuen. dddextupnbiii Spark. Macmrabuposanue u ontumusaius. — O’ Peiinu,
2018. — 978-1-491-94320-5».

Ecau Bam kaskeTcst, 4TO Bbl BBIXOIUTE 32 PAMKHU TIPABOMEPHOTO UCIIOJIb30BaHUS TIPU-
MEpPOB K0/Ia, CBI3bIBAITECHh C HAMM 110 aj[pecy permissions@oreilly.com.

Kak cBs3aTbCA C aBTOpaMm

3aMeuaHus U MPEJJIOKEHHUs 110 KHUTE Bbl MOKETE HAIIPABJISITD 110 9JIEKTPOHHOM 11OYTE:
high-performance-spark@googlegroups.com. YTo0b! 104UTATh BCSKUE TIYIIOCTH, KOTOPbIE
MBI IIUIIEeM, MHOrAa 1 HacueT Spark, Moskere moanucarbest Ha Hac B Twitter:

Q XoazmeH — http://twitter.com/holdenkarau;
Q Peituen — https://twitter.com/warre_n_peace.

bnarogapHoctu

MpI xoTesu Gbl HOOIATOAPUTH BCEX, KTO TIOMOTaJ HAM 3aMEUaHUSMU U TIPEJIOKEH UM
1o yeproBukaM kuuru. Oraenphblie Oarogaproctu Ane Baiina (Anya Bida), [Ixeiikoby
Onepcku (Jakob Odersky) u Karpun Kupuan (Katharine Kearnan) 3a oT3bIBbI 0 11pei-
BapUTEILHBIX HAOPOCKaX U pucyHkax. Mbl xotesu 65l BBIpa3uTh GiarogapHocts Max-
myny Xanadu (Mahmoud Hanafy) 3a 0630p 1 ycoBepilieHCTBOBaHNE KO/Ia IPUMEPOB,
PaBHO KaK ¥ YePHOBUKOB KHUTU. MBI X0Te 1 Obl TaksKe mobmarogaputb Maiikia Apm-
6pacra (Michael Armbrust) sa oT3bIBEL M 3aMeUaHUS IO IIPEABAPUTENBHON BEPCHH
rJ1aBbl, nocesienHoit SQL. OnHuM u3 HanboJee aKTUBHBIX YNTATEIE IIepBOHAYAIbHOIL
Bepenu usganus 611 [Ikactit [Tudorn (Justin Pihony), npeaoskuBimii ucrpas/ieH st
B KHHTE BO BCeX acieKTax (s3bIK, (hOpMaTUPOBAHUE U T. J1.).

Cracubo BceM Y4UTATENSIM TIPEBAPUTETHHOTO U3IAHUsT KHUTH, TIPUCIABIITMM CBOU 3a-
MeYaHus 0 pasiuuHbIX onrOkax. OraesnbHas GaarogapHocts Kanak Kmrerpu (Kanak
Kshetri) u Py6eny Bepenryasio (Rubén Berenguel).

Haxonern, criacibo Halmm yBaskaeMbIM paboToaresisam 3a monnmatune. OcobeHno Jloy-
peticy Crpakauny (Lawrence Spracklen), KOTOpPBIi HACTOSLT HA TOM, YTOOBI MBI €T0 TYT
YIOMSHYJIH :P.



BBeaeHue B 3hPpeKTUBHBIN
Spark

B nanHoOI ritaBe mpuBeieH 0030p BCETO, UTO BbI, HAZEEMCs, CMOKETe Y3HATh U3 Halllel
kHurK. MBI TocTapaemcst yOeauTh Bac BBIYYHTH sI3bIK TiporpaMmupoBanist Scala. Crio-
KOWHO TIepexo/iuTe cpasy K IyaBe 2, ecyid 3HaeTe, YTO BaM HYKHO, U YiKe UCIIOIb3yeTe
Scala (v TBEpIO PEIIUIIN MTHCATD Ha IPYTOM SI3BIKE TIPOTPAMMHUPOBAHUS ).

YT0 Takoe Spark n nouemy
NPON3BOANTENBHOCTb TaK BaXXHa

OpeiimBopk Apache Spark — BbicOKOTIpOU3BOIMTEIBHAST YHUBEPCATIbHAST PACTIPE/Ie-
JIeHHasl CUCTeMa BBIUMCIIEHHUH, caMast aKTUBHAS YaCTh TIPOEKTA ¢ OTKPHITBIM UCXOHBIM
konoM Apache Gosee yem ¢ 1000 yuactHukos!. Spark obecriednBaer BO3MOKHOCTb 00-
paboTKM GOJMBITMX MACCHBOB JAHHBIX, IOMHUMO TEX, YTO MOTYT YMECTUTHCST HA OJHOM
MalimHe, ¢ TTOMOIIBIO BBICOKOYPOBHEBOTO, OTHOCUTEIBHO IIPOCTOTO B UCTIOJIb30BAHUY
API. Spark — oaHa U3 caMbIX GBICTPBIX CHCTEM CPEU aHAJIOTOB, €r0 aPXUTEKTypa
u uHTepdEiic yHUKATBHBI. DTO €IMHCTBEHHASI CHCTEMa, KOTOPast TIO3BOJISIET OMUCHIBATh
JIOTMKY npeoOpa3oBaHuii JaHHBIX ¥ aJTOPUTMOB MAIlMHHOTO 00YY4eHHs TaK, 4TOObI
HE 3aBUCETh OT CUCTEMBI, HO COXPAHUTh BO3MOMKHOCTD MapaJIeTbHOTO BBITIOJHEHUS.
[ToaTtomy manubrit GpeliMBOPK 3a4aCTYIO UCIIOJIB3YIOT JIJIsI HAITMCAHUS BbIYUCTIEHUIH,
KoTOpbie OyyT paboTaTh GBICTPO B PACIPECTEHHBIX CHCTEMAX XPAHEHUST PA3TMYHbIX
BUJIOB U Pa3MEPOB.

OnHaKo, HECMOTPSI Ha MHOKECTBO IIPEUMYILECTB Spark u myMuxy BOKpYT HETO, IIpo-
cTeifle peaaus3anud MHOTHX PACIPOCTPAHEHHBIX CTAHAAPTHBIX OTlepaliii HAyKK
O 1aHHBIX Ha Spark 6y[[yT pa6OTaTb MeaJIieHHEee 1 MeHee Ha/leKHO, YEM OIITUMaJIbHbIE
Bepcuu. A B CUJIy TOTO, YTO MHTEPECYIOIINE HAC BBIYUCIEHUS KacaloTcst 06paboTKu
JaHHBIX B OTPOMHOM MaC]_HTa6e, BbBITO/IbI OT TOHKOU HaCTpOI;,IKI/I MMPpOU3BOUTEIIBHOCTN

' C caiira http://spark.apache.org/
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KOJIa MOTYT OBITh KOJIOCCATTbHBIMU. [IPOU3BOUTEIHHOCTD — 3TO HE TOJBKO ObICTPast
pabora, B mogo6HOM MaciiTabe 3a4acTyio pedb UAET O TOM, 4ToOBI BooOIe paboTaTh
XOTb Kak-T0. MOKHO co3/1aTh 3armpoc Spark, KoTopbiit He Gy/IeT BLIMTOTHATLCS MTPH TH-
rabaiiTHbIX 06beMax TaHHBIX, HO MTOCIe pehaKTOPHHTA U BHECEHUST TTOMTPABOK B CTPYK-
TYPy KOHKPETHBIX JAHHBIX U TPeOOBAHUS KIacTepa TpeKpacHo 3apaboTaer B TOil ke
cucreMe ¢ TepabaiiTaMu TaHHBIX. Mbl BCTPEUAINCh B HAIEH PAKTUKE HATTMCAHUSI
MPOMBIIILIEHHOTO Kozla Spark ¢ TeM, 4To OJfHU ¥ Te Ke 3a/[aul HA TEX JKe KJIacTepax
paboTasi B COTHY pa3 OBICTPee TOCTIe OTUCAHHBIX 3[IeCh ONTUMHU3AH. [0BOPSI S3bI-
KOM 00pabOTKHU JaHHBIX, BpeMsl — JCHBI'HM, U Mbl HajJleeMcCsl, 9Ta KHUTA OKYIHUT ceOst
CHIKEHMEM CTOMMOCTH HHGMOPMATIMOHHOM HHGPACTPYKTYPBI 1 9KOHOMUEH BpeMeHH
PaspaboTUUKOB.

Jlaneko He Bce U3 9THX METOAMK IIPUMEHMMBI s KasKJI0TO ClleHapusl UCII0JIb30Ba-
nus. Spark aBigerca ypessblyaiiHo rHOKUM 1 G0Jlee BICOKOYPOBHEBDBIM, YEM APYTHUE
CpaBHUMBIE TI0O BO3MOKHOCTSIM BBIUYMCAUTENbHBIE (hpeiiMBOpKU. VIMEHHO 9TO 1103BO-
JISIET U3BJIEYb KOJIOCCANBHYIO BBITOY MTPOCTO 13 HoJiee TOUHON MTOATOHKHU 10 (hopMy
U CTPYKTYPY AaHHBIX. HekoTOpbIe N3 MeTo0B OyAyT X0ponio paboTarh ¢ ONpeeTeH-
HBIMU 00'beMaMU JAaHHBIX WJIHM Jaske TIPU OTPEAEICHHBIX PACIPEIeTeHUSIX KIUeH,
Ho me Bce. IIpocTeilmuil npuMep: BO MHOTUX 3aJadyax UCIOJAb30Banue (yHKINK
groupByKey B Spark MOKeT ¢ JIETKOCTBIO IIPUBECTH K Y/KACAIOIIMM HCKIIOYHTENbHBIM
CUTyallusAM HM3-3a HEXBATKHU IMaMATH. Ho B oTHOMIIEHUN JAaHHbIX C HE3HAYUTECJIbHbBIM
nybupoBanyeM ata onepaius Oyzer paboTaTh CTOJb ke ObICTPO, KaK U ee ajbTepHa-
THBbI, C KOTOPBIMI MBI BAC MO3HAKOMUM. [7Ty60KO€E IIOHMMaHne KOHKPETHOTO CIieHa-
pus IpUMEHEHUST ¥ CUCTEMbI, a TakKe B3auMozeicTBrue ¢ numu ¢gpeiiMpopka Spark
COBEPIIEHHO HEOOXOAMMBI I/ PEUIEHHS C €r0 IIOMOLIBIO HanboJiee CI0KHBIX 3a1a4
HAyKH O JIAHHBIX.

YTO AacT 3Ta KHUra

Mpbi HajieeMcst, 4TO, MOCJIe TOTO KaK Bbl TIPOUYTETE KHUTY, Balu Spark-zampocs! cranyT
ObicTpee, cMoryT oOpabarbiBaTth Gosbinre 00BEMBI JAHHBIX U OyAyT HOTPebIITh
MeHbIIe pecypcoB. V3anue oXBaTbiBaeT MUPOKUI UANIA30H YTUIUT U CIIEHAPUEB.
BosMoskHO, BBI HalijleTe 371eCh METOIUKH, HETPUMEHNMBbIE K BAIlIMM TEKYTITUM 3a/[a4aM,
HO CTIOCOOHBIE TPUTOUTHCS 7T PETITEHNS 3a/1a9 OYIYIIIX, a TAK/KE PACTITUPSIONIIE BAITe
noHuManue peiiMBopka Spark. TiiaBel 9Toi KHUTM colepskaT A0CTAaTOYHO MaTepHala,
4TOOBI €€ MOXKHO OBLIO UCMOJIB30BATh KaK CpaBouHuK. OJHAKO CTPYKTypa U3/aHUsT
HeCcJyJaiiHa: YMTast TJIaBbI 10 MOPSIIKY, BBl CMOJKETE B LIEJIOM TIOHTH CYTh (hpeliMBOpPKa
Apache Spark u y3naere, kak 3actaBuTh €ro paboTaTh MI0-HACTOSIIEMY.

B paBHoii cTenenn Ba;KHO OTMETUTH TO, UeTO 9Ta KHUTA, BEPOsTHEE BCETO, HE /acT.
OHa He 3ayMbIBasach Kak BBefeHue B Spark wium Scala; 11 HaunHAOMNX €CTh
HECKOJbKO JAPYTUX KHUT U cepuil BUAEeOyPOKOB. BO3M0OKHO, MBI HECKOJIBKO TTPH-
CTpPacTHBI B JaHHOM BOIIPOCE, HO KHUTa Learning Spark, kKak n BeJIMKOJIEIIHAST CEPUsI
BUICOYPOKOB st HaunHaommx [lako Harana (Paco Nathan) (http://shop.oreilly.com/
product/0636920036807.do), — OTJIMYHbBIE BADUAHTDI JIJIsI HAUMHAIONIUX U3ydaTh Spark.
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XOTs MBI COCPE/IOTOUNMCSI Ha TTPOU3BOIUTEIBHOCTH, KHUTA He TTpeiHa3HaYeHa JIJIst
06CTyKUBAIOTIETO TTEPCOHAA, TOITOMY TaKHe BOMPOCHI, KaK HACTPOIiKa KJaacTepa
" MYJIbTHAPEHHOCTD, He PAaCCMaTPUBAINCH. MBI TIpe/rosaraeM, YTo BbI yiKe 3HaeTe,
KaK MCIoJb30BaTh Spark B Baleii cucreMe, BCJAEICTBUE YETO HE MPEATIOKUM 0c000it
TTOMOIIIM B BOTIPOCE MTPUHSITHUS BBICOKOYPOBHEBBIX aPXUTEKTYPHBIX pernerunit. [lmann-
PYIOTCSI K BBIXO/LY KHUTH JIPYTUX aBTOPOB, MOCBAIIEHHBIE 00CTYyKUBAHUIO (hPEHMBOPKA
Spark, koTopbie TOTKHBI yiKe BBIUTH K MOMEHTY YTEHVsI BAMHU Harrell KHUTH. Ecim BbI
KaK pa3 3aHNMaeTech 00CIYKUBAHIEM WUJIH B Balllell OPraHu3aIiy HeT BBIETEHHOTO
repcoHaJsia /IJsl JaHHOH 11eJTu, Ha/[eeMCsl, YTO 3TU KHUTH IIOMOTYT.

Bepcun Spark

Spark mpuzepskuBaeTcs ceMaHTHKI KOHTPOJIS BEPCHii Buja [crapinas Bepcus . [ Miaimmast
Bepcusi|.[o6HOBEHME | € coxpaneneM HenameHHOCTH APT /1151 0611eT0CTYITHBIX, He 9KC-
MePUMEHTATIbHBIX U He MPeIHA3HAYEeHHBIX JiJis paspabotunkoB API B mipesiesiax crapiix
" MJIQIIUX Bepcnit. MHOTHE sKcIeprMeHTabHble KOMITOHEHTHI, BKJIfodas Datasets —
HOBBIU CTPYKTYPHUPOBAHHBINA U CUJIBHO TUITU3UPOBAHHBIN cJioil abcTpakimu Spark st
SQL, — camble nHTEpECHBIE C TOYKU 3PEHUS TIPOU3BOANTETBHOCTH. DpeiiMBOPK TaK:Ke
crapaercst 1o0uThest GuHapHoit copmectumoctr APT Bepenti ¢ momorisio MiMa'; moatomy
[PY UCTIOJTb30BaHuN cTabusibHOro API /yist BBITIONIHEHUS 3a/1aHust B HOBOM Bepcuu Spark
MOBTOPHAST KOMITAJISITINS 0OBIIHO TPEGYETCsT pa3Be uTo MPU CMeHe CTaPIIeil BEPCH.

Mpu HanMcaHWM AaHHOM KHUMM ucnonb3oBancst API Spark 2.0.1, Ho 60s1bluas YacTb
Kopaa byaet paboTaTh M € 6onee paHHUMKU BepcusiMi chpeiMBopka. Mbl cTapanunch
OTMeYaTb TE€ MeCTa, B KOTOPbIX 3TO HE TaK.

Noyemy Scala

B aroii knure mbr cocpeporounmes Ha API Scala ¢peiimBopka Spark u npeanonaraem,
YTO Bbl HEMHOTO 3HAeTe ATOT A3bIK. HACTUUHO TaKOe pPelieHune MPUHITO B HEeJIIX KO-
HOMUM BPEMEHHU ¥ MECTa; Mbl BEPUM, UTO YHTATE/IH, JKeJIalolue UCIoIb3oBaTh Spark
C IPYTUM SI3BIKOM MPOTPAMMUPOBAHUSI, CMOTYT ITOHSTH IIPUMEHEHHbIE B ATON KHUTE
KOHLIENIUY, He npuderas K mepesoy npumMepos Ha Java u Python. Ho Baxkuee To, uto
ABTOPBI BEPSIT: <HACTOSIIYI0» 3(HEKTUBHYIO pa3paboTKy Ha Spark sierue Bcero mposo-
JIUTh Ha sI3bIKE TIporpaMMupoBanust Scala.

Jlug sicHOCTH: ONMcCaHHble TPUYUHBI OTHOCSTCS UCKJIIOYUTENBHO K UCIIOJIb30BAHUIO
Spark co Scala, cymectsyer MHOKeCTBO GoJiee 0OMIMX TOBOAOB 3a (M IIPOTUB) IPUIIO-
sKeHuil Ha Scala B Ipyrux KOHTEKCTAX.

! MiMa — nporpamma yrpasyenusi murpaiueii (Migration Manager) st si3bika IpoTrpaMMu-
posanus Scala, orcekuBaronast OMHapHble HECOBMECTUMOCTH Pa3HBIX BEPCHI.
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YT0obbl CTaTb cneumanncToM no Spark, Bce paBHO HY>XXHO
XOTb HEMHOro pas3bupaTbcs B Scala

Xors g3blku nporpammupoBanus Python u Java Gosiee pactipocTpaHeHsl, I sKe-
JIAFOTIIMX TTOOJIVIKE TIO3HAKOMUTBCS ¢ pa3paboTkoil Ha Spark usyuenue Scala Brosxe
orpa/ibiBaet cebst. B okymenTanuu (hpeiiMBopKa MOTYT ObITh HETOUHOCTH. B TO ke
BpeMs1 ya000unTaeMocTh Ga3bl KOJa O4eHb BbICOKA. BeposATHO, ri1yboKoe MOHUMAaHNe
KO/0BOII Gasbl Spark BajkHee Il TIPOABUHYTOTO MOJIb30BaTess Spark, ueM B ciydae
Apyrux (GpeiiMmBopkoB. A mockosbKy Spark wamucan wa Scala, GyzeT HermpocTo B3a-
MMOJIEIICTBOBATH C €r0 MCXOAHBIM KOZOM 6e3 cliocOOHOCTH 10 KpailHell Mepe 4uTaTh
KoJ Ha asbike Scala. Bosee Toro, merons kinacca Resilient Distributed Datasets (RDD,
OTKa30yCTOWYMBBIE PaclIpeeseHHble HaOOPhl JAaHHBIX) OUeHb HAIOMUHAIOT METO/bI
API komnexnumii si3bika Scala. Cnenudukarun ¢yrakinuit RDD, Hanpumep map, filter,
flatMap, reduce u fold, MpaKTUYECKU WJEHTUYHDI UX SKBUBAJIEHTAM A3bIKa Scala!.
ITo cymectBy, Spark — (yHKIMOHANBHBII GPERMBOPK, B 3HAUUTENbHON CTEIeHH
OCHOBaHHBIN Ha TAKMX KOHIIEIIINSX, KAaK HEU3MEHSIeMOCTb U JIIMO/Ia-BbIPasKeHUs, 110~
3TOMY HEKOTOPbIe 3HaHNs (DYHKITMOHAIBHOTO MTPOTPAMMUPOBAHNS MOTYT 3HAUNTEITHHO
obseruntsh rcnosbp3oBanue APT Spark.

API dpenmBopka Spark ans si3bika Scala nerue
ncnonb3oBaTb, YeM API a3bika Java

Paszob6pasiich co Scala, BbI GbICTPO 0OHAPYIKUTE, UTO MUCATh HA HEM TPUJIOKECHUSI
Spark mamuoTO yrobHee, ueM Ha si3bike Java. Bo-TiepBbIX, HATUCAHWE TAKUX MTPUIO-
sKeHuit Ha Scala TpeGyeT HAMHOTO MEHBIIIETO KOJIMYECTBA KOJIA, YeM Ha Java, TIOCKOJIbKY
Spark B 3HauMTENLHON CTEMeHN MOJTaraeTCsA HA BCTPOEHHBIE OTPE/eeHus HYyHKITNI
1 TsIMG1a-BBIPAJKEH ST, KOTOPBIE TOPa3o GoJiee eCTECTBEHHO MOIIEPKIMBATOTCST B SI3BIKE
Scala (ocobeHHO cripaBemInBO 3TO OBLIO /10 BBIXOza Java 8). Bo-BTOPbBIX, KOMaHIHAS
06os10uKa Spark — MOIIHBII HHCTPYMEHT OTJIAIKU 1 pa3paboTKU, a OHA IOCTYITHA TOJBKO
B SI3bIKAX, 111 KoTOpbIX cymiecTByior REPL (Scala, Python u R).

A3blk Scala npousBoauTensHee, 4em Python

MoskeT moKa3aThCsl 3aMaHYMBBIM CO3/IaBaTh MpuIoskenust Spark na sispike Python,
IIOCKOJIBKY OH IIPOCT B U3YYEHUH, [THCATH KO/ HA HEM JIETKO, 9TO HHTEPIPETHPYEMBbIil
SI3BIK MTPOTPAMMUPOBAHUs. KpoMe TOTO, [Js1 HETO CYIMECTBYET OGMUPHBIT HaOOP
UHCTPYMEHTAPUS UL HAyKU O Hannbix. OMHako Hamrmcannbiil Ha st3pike Python ko
Spark wacto paboraer Me/ienee, YeM 9KBUBATEHTHBIIT KOJI, HATUCAHHBIN 1151 JVM,
OCKOJIBKY Scala — sI3bIK IIPOrpaMMHUPOBAHIS CO CTATUYECKOI THIIM3AIHEN, a 3aTpa-
THI Ha B3anmosericTre ¢ JVM (mexay Python u Scala) moryT 651Th 0OueHD BBICOKH.
Haxoner, 00b14H0 KOMIIOHEHTBI Spark cravasia muinyTes Ha Scala, a TOJIbKO Ho31HEe

! ){OTHy KaK MbI O6Hapy)KI/IM B I[aHHOfI KHUTE, UX BJIMAHUE Ha IIPOU3BOUTE/IBHOCTD U CEMAaHTUKA

BBIYNCJIEHUI CUJIBHO OTJINYAOTCS.



Mouemy Scala 23

Tpancaupyiores #Ha Python, tak 4To s ucnonb3oBanust HanboJiee TEePEIOBbIX BO3-
mokHocTell Spark Heo6xoanma JVM; B 4acTHOCTH, 0COGEHHO OTCTAET TOANEPKKA
MLIib u Spark Streaming.

NoyeMy He Scala

Cy1iecTByeT HeCKOIBKO MIPIYUH U JJIs TOTO, YTOOBI BeCTH Pa3paboTKy mpusokenuii Spark
Ha IPYTHX A3bIKAX MporpammupoBanist. Ofia 13 Hanbosiee BAKHBIX — MPETTOUTEHHSI Pas-
paborunka min KoMau bl CyIecTBYOIIIiT KOJI, KaK BHYTPEHHHUIL, TaK U OHOJTHOTEUHBI,
MOJKET TaKKe OKa3aThCs CEPhE3HBIM IOBOJIOM B ITOJIb3Y TPUMEHEHUS IPYTOTO SA3bIKA TIPO-
rpamMupoBanust. Python — ot 13 Jrydiiie BCero mojiiepKuBacMbIX S3bIKOB Ha CETOIHSIIII-
HUH [eHb. XOTsI KOl Ha sI3bIKe Java MOKeT GBITh HEMHOTO TPOMO3IKIM U WHOT/IA CJTETKA
otctaet B cmbicsie API, mponsBoanTeIbHOCTD TIPU HANIMCAHUM Ha PYTOM sI3bike JVM
CTPAJIAET COBCEM HE3HAYUTENILHO (B OCHOBHOM 3a CUeT IpeobpasoBatiist 00beKToB) .

XOoTsi ANst UTOroOBOMO M3AaHUS 3TOWM KHUMM BCe MpUMepbl NpeacTaseHbl Ha Scala,
Mbl MOCTapaeMcs nepeHecTn MHorne obpasubl co Scala Ha Java u Python B Tex
CNyyasx, Koraa pasnunyms B peanusaumm cyllectBeHHbl. Co BpeMeHeM oHu byayT
BblIOXKEHbI B HaweM GitHub-penosutopun (https://github.com/high-performance-
spark/high-performance-spark-examples). Ecnu Bbl xoTenu 6bl nepeHoca KOHKpEeT-
HOro MpuMepa, TO, MOXanyWcTa, HaMUWKUTE HaM COOBLLEHUE MO 3IEKTPOHHOM
rouyTe WM 3aperncTpUpynTe COOTBETCTBYIOLLLYIO NpobrieMy B perno3uTopum GitHub.

Spark SQL 3HaunTEIBHO YMEHbIIAET PA3JUYUS B IPOU3BOAUTEIHHOCTH IIPU UCIIOJIH30-
BaHuu He-JVM-s3bik0B. B riiaBe 7 Mbl pacCMOTPUM BapraHThl 9(GeKTUBHON PabOThI
co Spark Ha moz00HBIX sI3bIKaX, BKJIOYAsH MojAep;KkuBaeMbie Spark sispiku Python u R.
Kpowme toro, B aTOM pasiesie npuBe/ieHbl pekomenaiuu 1o npumerernio FORTRAN,
C u kojia, opreHTUPOBAaHHOTO HA KOHKpeTHble GPU, B 11eJ151X 1a/ibHENTIIero MoBbIIeHNs
npousBoauTeabuoctu. Jlaxke mpu paspaborke Gobineit vactu Spark-mpunrosxkeHus Ha
s3bike Scala Mbl He 06s13aHbBI BCe [IeJIaTh TOJBKO Ha HEM, TOCKOJIbKY CIEIHAT3UPO-
BaHHbIE OMOJIMOTEKN Ha JIPYTUX SI3bIKAX MPOrPAMMHUPOBAHUST BIIOJHE MOTYT OKYIIUTh
HaKJIQIHble PACXO/Ibl HA BBIXO/ 32 Iipeziedibl JV M.

N3yyeHne Scala

Ecimn Ham Bee ke yaanoch yoeauTh Bac UCIOAb30BaTh Scala, To 17151 ero u3yueHus ecTb
HECKOJIbKO 3aMeyaTe/IbHbIX BosMoxkHocTeil. Spark 1.6 ocnosan na Scala 2.10 u kpoce-
KoMIIMpoBat ¢ nomortbio Scala 2.11, a Spark 2.0 ocnosan Ha Scala 2.11 1, BO3MOKHO,
KPOCCKOMITMJIMPOBAH ¢ ucioab3oBanuem Scala 2.10; kpome TOTO, OH, BEPOSTHO,

Komeumo, Kora pednb WAeT O TPOU3BOAUTEIHLHOCTH, M3 KasKIOTO MPABUIA €CTh UCKIIOUEHNS.
IIpoussoauTenbHOCTL MpeoOpasoBanms mapPartitions B Spark 1.6 u 6osee panHUx Bepeusax
BeChbMa OrPAaHUYEHA, O UM MbI [IOTOBOPUM B pasjielie «BpinosiHenue npeobpasosanuii “ure-
parop — urtepatop” ¢ nomotbio dhyHkir mapPartitionss na c. 121.
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MOJIBEPTHETCST ITAHHOU oTiepaiiuu ¢ npuMeHeHueM 2.12 B Gyaymiem. B saBucumoctu ot
TOT0, HACKOJIbKO HaM yIaJI0Ch YOeAUTh Bac U3yunTh Scala, u OT Bamx BO3MOKHOCTEI,
CYIIECTBYET MHOKECTBO PA3JIMYHBIX BAPUAHTOB, HAYMHAS C KHUT 1 MACCOBBIX OTKPBITHIX
KyPCOB AUCTaHIIMOHHOr0 0Oydenus (massive open online course, MOOC) u 3akaHunBast
KypcaMu mpodeCcCHOHATbHOTO 00yUeHNSL.

Y0 KacaeTcst KHWT, OTJIMYHO rofoiiaer Programming Scala, 2nd Edition (http://shop.oreil-
ly.com/product/0636920033073.d0), XOTS MHOTHE U3 IPUBEJICHHBIX B HEW CUCTEMHBIX CCBI-
JIOK akTOpOB 1pu pabore B Spark He rogsitest. Crincok kuur 1m0 Scala npuseen u Ha
caiire, mocssiieHHoM Scala (http://www.scala-lang.org/documentation/learn.html).

[ToMuMO KHUT, OnMUCHIBAIOMIX Scala, CylecTByIOT OHIAHH-KYPCHI IS U3yd4atouX
aToT g3bik. Ha moprase Coursera pasmerien kype Functional Programming Principles
in Scala («ITpuHumIIbl GYHKIMOHAIBHOTO IIPOTPaMMUpoBanus Ha Scala») (https://
www.coursera.org/learn/progfunl), rpenozaBaeMblii ero coznatesieM Maprunom Ozpepeku
(Martin Ordersky), a na nopraie edX — kypc Introduction to Functional Programming
(«BBesienne B dhynkimonaibHoe mporpaMmmupoBanues ) (https://www.edx.org/course/
introduction-functional-programming-delftx-fp101x-0). Kpome TOro, HeCKOJIBKO Pa3IUIHbIX
KOMITaHWIT TOKE TPEJIaraloT BUCOKYPChI MO sI3bIKYy Scala, HO MbI JIMYHO HE CITyTIam
HU OJINH U3 HUX, TaK 4YTO PEKOMEH/I0BATh X HE MOXKEM.

Jlnst mpemounTaronmx 6oJiee HHTEPAKTUBHbII TTOAX0/ MHOKECTBO PasHbIX KOMITAHUII,
sriouyas Lightbend (6wiBmras Typesafe), npeanaraor Kypebl IpoheccroHaTbHOTO
O6y‘-IeHI/IH (https://www.lightbend.com/services/training). XoTs1 MbI caMU He TTOJIb30BAINCH
STUMHM KyPCaMHU, OHH MTOJIYYUIN HEMAJIO TIOJIOKHUTEIBHBIX OT3bIBOB M U3BECTHbI JKEJIAHN-
eM TIOMOYb KOMaH/[aM MHKEHEPOB WJIN IPYIIIe I BOWTH B Kypc paspadoTku Ha Scala
UMEHHO 151 paboThl co Spark.

Pe3iome

XoTst MAKCHMATEHON TIPOU3BOIUTELHOCTH Spark MOJKHO I0GUTBCST TOJBKO MPH YCIOBUH
XOpoIIero moHnManus si3bika Scala, pabora na Spark e Tpebyer 3HAHUS ITOTO A3bI-
ka. Ecim g Banmmx 3azay stydiie MOAXOJAT APyrye sI3bIKUM IPOrpaMMUPOBAHUS NN
HHCTPYMEHTBI, TO 06PaTUTECH K TJIaBe 7, TI€ OMMCAHBI METOIMKHI PabOThI ¢ APYTUME
SI3BIKaMM. JTa KHUTA OPUEHTHPOBAHA Ha TeX PazpaboTUYNKOB, KOTOPBIE YiKe BIAAEIOT
ocroBamu Spark, u MbI 6J1aroIapHbl BaM 32 TO, YTO YIIIyOUTH CBOYM 3HAHUS BbI PEIITHIIH
€ IIOMOII[BIO Halllero u3jianus. B ciezylolell riaBe Mbl [Ipe/ICTaBUM OCHOBBI apXUTEK-
Typbl Spark n 6a3oBbie TPUHITUINBI BEIYUCACHUH, HEOOXOMMBbIE 17151 3(h(HEKTUBHOTO
HCI0JIb30BaHUA 3TOro (hpeiiMBOpKa.



Kak paboTaeTt
Spark

ITa riraBa MO3HAKOMUT Bac ¢ 001Iell apxuTekTypoil (hpeiimBopka Spark, a tak:xke ero
MECTOM B 9KocHcTeMe GoTbInmX AaHHbix. OH 4acTo paccMaTpUBAETCA KaK albTepHATHBA
Apache MapReduce, mockosbky Spark MosKHO HCTIOIB30BATh JIJIST pacIipeieIeHHO 06-
pabotku panubix ¢ omorpio Hadoop!. Kak Mbl yBUIMM B TaHHOW TJ1aBe, OCHOBHBIMU
KOHCTPYKTHUBHBIMU 0cobOeHHOCTsIMU Spark cusibHo otmuaercst ot MapReduce. B or-
smane or Hadoop MapReduce, Spark #e gossken paborars B Tanzeme ¢ Apache Hadoop,
XOTSI OHM 9aCTO M UCTIONB3YIOTCs coBMeCTHO. Spark yHacmeosan vacts AP, apxurekTy-
Py u nnoagaepKnuBacMbie (bOpMaTbI APYTUX CYIECTBYIOMINX BbIYMUCINTEIbHDBIX H]IaTCI)OpM,
B uactaoctr Dryad LINQ?. Oxrako BHyTpeHHee yeTpoiictBo Spark, ocobernto obpaboTka
UM OMOOK, OTINYAETCS OT MHOIMX TpagulimoHHbIX crucreM. CriocobHocts Spark pea-
JIM30BATh OTJIOKEHHBIE BRIMUCICHNS B OTEPATUBHON mamsaT yHukaibua. Cozaarenn

MapReduce — napajurma nporpaMMupOBaHist, OLIUCHIBAOLIAS TIPOrPAMMbI Ha SI3bIKE TIPOLELYD
orobpaskeHust (Map), CIyRaUMX 1ist GUIBTPAIIUI ¥ COPTHPOBKU JIAHHBIX Ha y3JIaX paciipe/ie-
JIEHHOI cucTeMbl, 1 Tipotie/ryp cBepTku (reduce), arperupyonmx JaHHble Ha y3J1aX 0ToOpasKe-
nust. CymtectByior peanusaiu MapReduce Ha MHOKeCTBe SI3BIKOB, HO 9TO Ha3BaHHe 0OBIYHO
MCTIOJB3YIOT JIst TomyJisipHoii peasmsanun Hadoop MapReduce (http://hadoop.apache.org/),
WyIIeH B OZIHOM TIaKeTe ¢ pactpeneeHnoi daitroBoii cucremoit Apache Hadoop Distributed
File System.

Dryad LINQ — ucciieoBateibeKuii ipoekT komianuu Microsoft, peanusyomuii paboty si3bi-
ka unTerprpoBatnHbix 3aipocoB NET (Language Integrated Query, LINQ) noBepx MexaHusMa
pacupenenernnoro Boinosaenust Dryad. [logo6Ho Spark, B API Dryad LINQ onucsiBaercs
00BEKT, CUMBOJIM3UPYIOIIHI PACTIPEeJIeHHbINA HAO0P JAHHBIX, [OCJIE YET0 [PEIOCTABIISIIOTCS
ynkuu 1peo6pasoBaHust JAHHBIX B BUJIE ONPEIEJEHHBIX Ha 00bEKTE 3TOr0 Habopa TaHHbIX
Metoz10B. Dryad LINQ peasusyer OT/I0KeHHbIE BBIYUCIEHNUS, & €r0 IIAHUPOBIIUK aHAIOTU-
yeH maanuposumky Spark. Oxnaxo Dryad LINQ we ucHosib3yeT XpaHUIUIIE JaHHBIX B OIe-
paTuBHOI amsTH. Bosiee moxapobHyo HHGOPMAIMIO BBl MOXKETE HAUTH B JOKYMEHTAI[HH
mo DryadLINQ (https://www.microsoft.com/en-us/research/project/dryadlinq/?from=
http%3A%2F%2Fresearch.microsoft.com%2Fen-us%2Fprojects%2Fdryadling).
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(hpeiiIMBOpKa CYMTAIM €r0 IePBLIM BEICOKOYPOBHEBBIM S3bIKOM IIPOrPAMMHIPOBAHUST
JUIst OBICTPOI paciipe/iesieHHO 00paboTKY JaHHbIX .

Yr00bI H3BJIEYD MAKCUMYM BBITO/IBI 13 Spark, BaskHO MOHUMATh HEKOTOPBIE TIPIHITUIIBI
€ro apXUTEKTYPHI 1 XOTs GBI Ha TOBEPXHOCTHOM YPOBHE TO, KaK BBITIOIHSIIOTCS TIPOTPaM-
MBI peiiMBopKa. B aT0ii riiase mpuBoMTCs IMPOKIIT 0630P MOZIEJN PACIIPE/IETEHHBIX
BbrurceHuit Spark u mogpoOHoe ornncanue paboThI €0 TIAHUPOBIINKA U MEXAHU3MA
BBITIOTHEH ST, MBI Gy/IEM CCHITATLCS Ha M3JM0KEHHBIE 3/1eCh KOHTIETIINH BO BCEH KHITE.
Kpome Toro, HajieeMcst, 9TO 9TH TIOSICHEHMsT oOectiedaT HoJee YeTKOe TOHMMAHIE KaKIX-
60 TEPMUHOB, KOTOPBIE BbI MOTJIU CJIBIIIATH OT JAPYTUX TOJb30oBareneit Spark wan
BCTPEYATh B IOKYMEHTAIMH 110 (DPEUMBOPKY.

MecTo Spark B akocucteme 60nbLUMX AAHHbIX

Apache Spark — ¢ppeliMBOPK ¢ OTKPBITHIM MCXOAHBIM KOZOM, IIPEAOCTABJIAIONINNA 0006-
IaeMbIe METOBI [JIs1 ITAPaJLIENbHOI 00pabOTKY JAHHBIX; OLHH 1 T€ e BHICOKOYPOBHE-
Bble (QYHKIMN Spark MOKHO TIPUMEHSTD JIJIsI BBITIOJIHEHSI HECOTTOCTABUMBIX 10 PasMepy
3aa4 06pabOTKHU JaHHBIX PasMIHOrO 00beMa 1 cTpyKTyphl. Cam 1o cebe hpeiiMBOPK
Spark He npeaHasHaueH I XpaHeHUS JaHHbBIX, IPOBOANMbIE MM BbIYKC/IeHUA Ha JVM
Spark (BUpTYya/bHBIX MAIIMHAX Java) COXPAHAIOTCS TOJbKO Ha BPEMS KU3HU [IPUIIOIKE-
Hust Spark. DpeiiMBOpK MOsKeT paboTaTh JIOKAJIBHO Ha OT/IEJIBHON MalinHe ¢ oaHoi JVM
(Tak Ha3bIBAEMBbIH JIOKAIBbHBIN pesknM ). Ho vaitiie on mctosib3yercs B coueTaHuM ¢ pac-
npeieaeHHoll cucreMoil Xxpanenus ganubix (Hanpumep, HDFS, Cassandra niau S3)
U IMCIIETYEPOM KJlacTepa JJisi KOOPAUHALMK PacipeieeHus npuioxennii Spark 1mo
kiacrepy. B Hactosmumii MoMeHT Spark moiepskiBaeT Tp BUja AUCIIETYEPOB KITacTe-
pa: aBronomubiii, Apache Mesos u Hadoop YARN (puc. 2.1). ABTOHOMHbII iuciieTyep
KJjacTepa — yacTh (peiimBopka Spark, Ho ero ucnosbzobatie Tpedyer ycraHoBKu Spark
BO BCEX y3J1aX KJacTepa.

Komnounenrst Spark. DpeliMBOPK TIPe0CTABIISIET BBICOKOYPOBHEBDIIT SI3bIK 3AIIPOCOB
1ist o6paboTku naHubix. Y Spark Core, ocHOBHOTO (hpeiiMBOpKa 00pabOTKH JTaHHBIX
B aKocucreme Spark, umetorcst API Ha Scala, Java, Python u R. dapom Spark sieiistercst
abCcTpakius JaHHbIX moJ HasBanueM Resilient Distributed Datasets (RDD, oTkaso-
ycTOiunBbIe pactpesiesertbie Habopbl ganubix ). Habop RDD — npescrasienue craTu-
YeCKU TUTTU3UPOBAHHBIX, PACTIPEACICHHBIX KOJIJIEKITUN € OTIOKEHHBIM BBIYUCICHUEM.
¥V takux HaOOPOB MMEETCsT HECKOJIBKO MTPEAONPEAETIEHHBIX BHICOKOYPOBHEBBIX MPE00-
pasoBaHuil (IPUMEHSIEMbBIX KO BCeMy HaOopy AaHHbBIX (DYHKI[HIT), HapUMep map, join
u reduce, TIPeIHA3HAYEHHBIX [T MAHUTTYJIATIAN PACTPECTCHHBIMUA HAOOpaMK JAHHBIX,
a Tarke (DYHKIIMW BBOJIA,/BBIBOJIA [T UTEHWS U 3ATTMCH IAHHBIX MEXK/Y PacTipeieleHHON
crcTeMoi XpaHeHus U pasinaabiMu JVM Spark.

Cwm. iepByio crarbio o Spark (http://people.csail.mit.edu/matei/papers/2012/nsdi_spark.pdf)
u ipyrue nocssuennsie emy mMarepualisi (http://spark.apache.org/research.html).
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Spark

JAucneTyep knacrtepa
(YARN, Mesos, Standalone)

- 1 1 )

PacnpepneneHHoe xpaHunuuie
(Cassandra, S3, HDFS)

D G G S

Puc. 2.1. CxeMa 3kocucTeMbl 06paboTku AaHHbIX, BKIoYatoLwen Spark

XoTs Spark n noaaepxunBaeT A3bik R, B HacTosllee BpeMs RDD-uHTepdeiic ans
3TOro sA3blKa OTCYTCTBYET. Mbl paCCMOTPUM HIOAHChI MCMONb30BaHuMs Java, Python,
R v gpyrux s3bikoB nogpobHee B rnase 7.

ITomumo Spark Core sxocucrema Spark comepsKUT HECKOIBKO APYTUX KOMIIOHEHTOB OT
Apache, Briouast Spark SQL, Spark MLIib, Spark Streaming u GraphX!, o6ecnieunpa-
o1ux GoJiee clienraIn3ipoBaHHble cpencTBa 0OpaboTky HanHbix. HekoTopbie ns Hux
o6beaunstior co Spark Core otam 1 Te ske 0COOEHHOCTH B 00JIaCTH TIPOU3BOANTETHHOCTH.
Bubnorexka MLIib, k npuMepy, HarucaHa mouT# neankom Ha ociose Spark API. Opna-
KO HEKOTOPbIE U3 KOMIIOHEHTOB BhIOMBatOTCsI 13 9TOr0 psizia. Y Spark SQL, Hanpumep,
HE TaKO# ONTUMHU3ATOP 3aMpocoB, kak y Spark Core.

Spark SQL — KOMIIOHEHT, KOTOPbII MOKHO HCIIOJIb30BaTh coBMecTHO co Spark Core,
y #ero ecth API mma si3pikoB Scala, Java, Python m R u ocroBrbrx SQL-3ampocos.
Spark SQL omucsiBaet nuTepdeiic 11T YACTHYHO CTPYKTYPHUPOBAHHOTO THTIA TAHHBIX
DataFrames 1, 10 coctostamio Ha Spark 1.6, 4acTHYHO CTPYKTYPUPOBAHHYIO TUTTH3UPO-
BanHyto Bepcuio RDD — kiace Dataset?. Spark SQL nmeer 3HaueHue 1151 TPOUBBOLIU-
TesbHOCTH Spark, 1 MHOTOE U3 BBIOJTHSAEMOTO ¢ Tomotbio Spark Core MoKHO cieaTh
u 6aarozaps Spark SQL. Ml paccMOTPUM IIOCAeAHNIN HoAPOOHEe B ryiaBe 3 U CpaBHUM
IIPOUBBOANUTENBHOCTD coequnennii B Spark SQL u Spark Core B riase 4.

! B macrosiiee Bpemsi pazpaborka komronenta GraphX Bezercst He CIUIIKOM aKTHBHO, BEPO-
STHO, OH Oyzer 3ameneH GraphFrames uin ueM-To eMy HOZ0GHBIM.

> Tuns ganubix Dataset u DataFrames Gbuin o0beantens 8 Bepcun Spark 2.0. Datasets — a1o
DataFrames 06bekT0oB Tria ROW, K KOTOPBIM MOKHO 06PAIaThCst 10 HOMEPY MOJIS.



28 naBa 2 e Kak pabotaet Spark

B ¢peiimBopke Spark ects aBa nakera mamuuuoro ooyuyenust: ML u MLIb. Bropoii —
MaKeT AJITOPUTMOB JIJISI MAITHHHOTO OOYUYEHUS U CTATUCTUKY, HAITMCAHHBII C TOMOIIILIO
Spark. Spark ML Bce eme HaxoauTCs Ha paHHel craguy pazpabOTKH, CYIECTBYET
HaunHast co Spark 1.2 u npegocrasister Gosee Boicokoyposresoe API, uem MLIib, mo-
3BOJISTIONIEE TTOJIB30BATENSIM YIIPOCTUTH CO3/IAHNE PEATbHBIX KOHBEEPOB MAITITHHOTO
obyuenus. Spark MLIib 6oJbieit vacThio ocHoBbIBaeTcs Ha Habopax RDD u sazeii-
cryet dyuxiyr u3 Spark Core, B To Bpems Kak B ocHoBe ML jiesxut kiace DataFrame!
Spark SQL. CoobiectBo paspaboTunkos Spark miaHUpyeT MOCTEIIeHHO IePEeNTH K Uc-
noJsbzoBaruio ML 1 orkasarbest ot MLIib. CoobpakeHust 110 IPOM3BOAUTENbHOCTH
kak Spark ML, tak u MLIib otsmuatorcest ot Takosbix miist Spark Core u Spark SQL, mbr
obcyium ¥x B TiiaBe 9.

Spark Streaming ucnonbsyer mwianuposuuk Spark Core g HIOTOKOBON aHATUTUKN
U MUHH-IIAKeTOB AaHHbIX. s Spark Streaming pesieBaHTHBI HEKOTOPBIE crieruuye-
CKHe cOOOPaKeH s, HATPUMEP OTHOCHUTEIBHO PasMEPOB OKOH JIJIs TaKeToB. MbI IpuBe-
JIeM HEKOTOPBIE COBETHI II0 UCIOIb3oBaHuIo Spark Streaming B pasuene «Opranusaius
MOTOKOBOH 06paboTKy ¢ TIoMoIbio Spark» Ha c. 282.

GraphX — ¢dpeiiMBopk st paboThl ¢ rpadamur, 0CHOBAHHBIN Ha Spark u BKJroUatonumii
API ayis Borumcsiennii Ha rpacax. GraphX — ofnH U3 HauMeHee «3peJbIX» KOMIIOHEH-
TOB Spark, Tak 4TO MBI He CTaHEM PACCMATPUBATh €TI0 CJAUIIKOM JAeTaJbHO. B Oymymmx
Bepcusix Spark MOJKHBI MOSIBUTHCST MEXAHU3MBI ISt PAaGOTHI ¢ TUIMTH3UPOBAHHBIMHE
rpacdamu moepx API Dataset. Ml BkpaTite noznakomumcs ¢ GraphX B oJHOUMEHHOM
pasjedie riaser 10.

B ar0i1 KHiure MBI COCPENOTOYNMCST HA ONTUMU3AIMHI TPOrPAMM, HAIUCAHHBIX C TI0-
moribio Spark Core u Spark SQL. Oxnako, mockosibky MLIb u apyrue dpeiimopku
Harcanbl ¢ mpumenenremM Spark API, Mbl paccMOTPUM HHCTPYMEHTBI, HEOOXOIMMBIE
st ux 6osiee apPEKTUBHOTO UCIIONB30BaHUsA. BO3MOXKHO, K KOHILY UTEHMsI KHUTH BbI
yske GyJieTe TOTOBBI HauaTh CO3/1aBaTh coOCTBeHHbIE (hyHKImu st MLIib u ML

IToMuMO 3TUX KOMIOHEHTOB 0T Apache, coobmectBoM paspaborunkos Spark 6bL1o
CO3/IaHO HECKOJIBKO GUOIHOTEK, MIPEIOCTABISIONINX AOTIOTHUTEIbHBIE BO3MOKHOCTH,
HaTpUMep s TECTUPOBAHKA WJIM CUHTaKcudeckoro pasbopa CSV-daiiios, a Takxke
YTUJIUTBI [IJIs1 TOJKJIIOUEHMS K Pa3IMYHbIM UCTOUHNKAM nanubix. Ha caiite http://spark-
packages.org TepeunciIeH0 MHOKECTBO OMOINOTEK, KOTOPbIE MOKHO THHAMIUYECKU MO/
KJII0OYaTh BO BPEMSI BBIIIOJIHEHU C IIOMOIIbIO KOMaH/[ spark-submit niau spark-shell
1 100aBJISATh B KAUECTBE 3aBUCUMOCTEH TIPH KOMIIOHOBKE K IIPOEKTaM maven WJIH sbt.
CHauajia MbI BOCIIOJIb3yeMCsT TTakeTaMu Spark J17is1 BKITFOUeHUsT TTO/IEPIKKHU JTaHHBIX
B popmate CSV B nynkre «/lonosmurenbabie popMathl» Ha ¢. 80, a 3ateM moapobHee
PacCMOTPHM BTOT BOTIPOC B pasjesie «Vcnonb3oBanme makeToB u GUGIMOTEK, CO3aHHBIX
co0011ecTBOM pa3paboTYMKOB»> Ha c. 297.

1 Cwm. mokymenraruio o akery MLIb (http://spark.apache.org/docs/latest /mllib-guide.html).
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Moaenb napannienbHbiX BbIYUCIIEHNI
dbpenmBopka Spark: Habopbl RDD

Spark mossoJisieT 1moJjib30BaTeIsAM IIKHCATh IPOTPAMMBI /IS TAK HA3bIBAEMOTO dpaiisepa
(BemyIIero ysia) KIacTepHOIl BBIYUCIUTENBHON CUCTEMBI, KOTOPask CIIOCOOHA COBEP-
HIaTh olepaiyuy HaJ AaHHBIMU Iapajieibio. Spark npezacrasiser 6obiine HaOOPbI
JNaHHbIX B Buge HabopoB RDD — HensMeHsIeMbIX, PACIPeIeJeHHbIX KOJIEKIH 00b-
€KTOB, — XPaHUMBIX B ucnoinumersx (BegoMbix ysiax). Cocrasisioniie HabOpbl
00BEKTHI HA3bIBAIOTCST CEKIMSAMK U MOTYT BBIYHCISATHCS (XOTST U He 00513aTe/IbHO) Ha
PasIMYHBIX y3JIaX pacipeeseHHoil cucreMbl. Jucierdyep kiaacrepa Spark sanyckaer
U pacipejeser UCIOJIHUTENeil Spark o pacnpeneseHHoll cucTeMe B COOTBETCTBIM
¢ mapameTpaMi KOH(pUTYPAIIH, 3aJaBaeMbIMI TPUIoKeHeM Spark. MexaHu3M Bbi-
nosineHust Spark cam pacrpejessier faHHbIe 110 UCIIOJHUTE/ISIM JIJIs COBEPIIEHKS BbI-
qucaeHuit (cM. puc. 2.4 HUKe).

BMecTo BbIUUCIEHUST KasKI0TO TIPEOOPa3OBAHUS CPasy JKe TOCJIe TOTO, KaK €ro 3a/1acT
npaiiBeprast mporpamma, Spark serancisier RDD otsioskeHHbBIM 06pa3soM, paccyuThIBast
pesyJbrar npeodpasoBaHuii Habopa TOJIBKO B MOMEHT, KOT/Ia CTAHOBSITCSI HEOOXOANMBI
utorosbie fanabie RDD (3auacTyto 1715 3ammicu B XpaHUINIIE WK OTIIPABKU arperupo-
BaHHBIX JaHHBIX ApaiiBepy). Spark ymeer xpanuts RDD B oniepatuBHOI IaMsITH y3J10B-
HCIIOJTHUTEJIEH BO BPEMS BCErO BPEMEHU JKU3HU TIPHJIOKEHUsT Spark paau yeKopeHst
JIOCTYIA TIPU TOBTOPSIEMBIX BbruucaeHusax. Habopsr RDD peanuzosanbt B Spark kax
HeusMeHsieMble, Tak uTo Tpeobpazosanue o6bexTa RDD Bosspalaer HOBbINH 0OBEKT,
a He yKe cylecTByonuil. Kak Mbl YBUAUM B 5TOil ryiaBe, MoA0GHAs TTapajiurMa OTJI0-
JKEHHOTO BBIYMCJICHUS, XPAHEHUS JIAHHDBIX B OTICPATUBHOM MaMSATH, a TaK)Ke HEM3MEHSI-
emocTu fiesiaet Spark yao6HbIM B HCTIOIB30BAHIM, OTKa30yCTONYMBBIM, MacIITabupye-
MBIM 1 3(PHEeKTUBHBIM.

OTNoXXeHHble BblYMUC/IEHUS

B ocHOBe MHOKECTBA JIPYTUX CUCTEM, XPAHSIINX JIaHHbIE B OIIEPATUBHON AMATH, JIeKaT
«METTKO3EPHUCTBIE OOHOBIEHNS M3MEHIEMBIX 00BEKTOB, TO €CTh OOPAIEeHNsT K KOH-
KPETHOU stueiike TaGJIUIIbI LTSI COXPAHEHUST TIPOMEKYTOUHBIX Pe3yJIbTaToB. HarmpoTus,
Ha6op RDD BbraucsieTest MOJHOCTBIO OTIOKEHHBIM 06pazoM. Spark ipuctymnaer K Bbi-
YUCTIEHUTO CEKITUT JINTITh TP BBI3OBE JICHCTBUSI.

JeiictBue — omepaius Spark, BosBpainaoras 4To-au60 BHEIIHEN 110 OTHOIIEHHUIO
k Spark (k ucrnosnuTensm Spark) cucreme. ITpuMepoM MOXKET HOCTYKITh BO3BPAT
JAHHBIX IpaiiBepy (TaKUMU OTIePAIIAsSIMIU, Kak count 1 collect) MM 3aMCh JAHHBIX BO
BHEINIHIOIO CUCTEMY XpaHeHust (HalrpuMep, orieparireil copyToHadoop). /leiicTBHsT BBI3bI-
BaroT cpabaThIBaHKE IVIAHUPOBIINKA, KOTOPbIHA CTPOUT OPUCHINUPOBANHBII AUUKIUUCCKUTL
epag (directed acyclic graph, DAG) Ha ocHOBe 3aBUCUMOCTEN MEKITY TPeOOPa30OBaHUSIMU
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HabopoB RDD. [Ipyrumu cioBamu, Spark Boraucsisiet geiicTBre B 0OPaTHOM MOPSIIKE
MyTeM OMUCAHUs TTOCJAEI0BATEILHOCTH MIAar0B, HEOOXOMMMBIX JIIs (POPMUPOBAHMSA
KaK/[0r0 13 00bEKTOB HTOTOBOTO PACIIpe/ieJIeHHOro Habopa JaHHbIX (KaxK0U CeKIun).
A 3aTeM COrJIacHO 3TOH MOCJIe0BATEIbHOCTH, HA3bIBAEMOI IJIAHOM BBITTOJTHEHUSI,
TIJTAHWPOBIIUK HAXOIUT HEOCTAONIIE CEKINT [T KasKJI0TO 3Tara 0 TeX Mop, MoKa
He BbIYUCJUT BECb pe3yJibTar.

[aneko He Bce npeobpasoBaHus sBnatoTcs Ha 100 % oTnoxeHHbIMU. Mpeobpa-
30BaHuio sortByKey Tpebyetcs Bbiumcnntb RDD, 4To6bl ONpeaenvts ananasoH
\ [laHHbIX, MO3TOMY OHO BKJIHOYaET B cebsi M NpeobpaszoBaHue, U AEUCTBUE.

npeVIMYIJ.I,eCTBa OT/NOXXEHHOIO BbIYUCNEHUA C TOUKUN 3PEHUA
npon3BoANTENIbHOCTU U y,CI,O6CTBa MNCrnoJib30BaHUA

Ot1noskeHHoe BbIUMCAEHNE T103B0JsAeT Spark o6benHATh onepaluu, He Tpedyiotie
B3aUMOJIENCTBUSA ¢ paiiBepoM (X HA3BIBAIOT MPe0OPA3OBAHUSIMU C B3AUMHO OJTHO-
3HAYHBIMU 3aBUCUMOCTSIMU ), YTOOBI M30€KaTh MHOTOKPATHBIX ITPOXOIOB 110 IAHHBIM.
Hanpumep, nyctb Spark-mporpamma BbI3bIBaeT IJIsl OJHOTO U TOTO ke Habopa RDD
dynkimy map u filter. Spark MOKeT OTIIPABUTD KayKIOMY U3 MCHOJHUTEIEH HHCTPYK-
I[IU 10 BBITOJTHEHWIO KaK map, Tak u filter. /lanee ppeiiMBOPK MOKET BBITIOJTHUTD
06e aTh (hYHKINN AT KakI0W U3 CEKITHiT, 4TO TOTPEOYeT JUIIH OTHOKPATHOTO 06-
pallleHust K JaHHBIM BMECTO OTIIPABKH JIBOMHOTO Habopa MHCTPYKIIUN U 0OpalieHmst
K KaKJIOW CEeKITMU [1Ba pa3a. TeopeTrmyeckut 3TO MOKHO BABOE CHU3UTD BBIUUCITHTEh-
HYIO CJIOKHOCTD.

IMapagurma OTJI0KEHHBIX BBIYMCIECHUI He TOAbKO Oosee ahdeKTuBHa, HO U 03BO-
JisieT Jjierde peain3osars B Spark (1o cpaBHeHUIO ¢ ApyruMu GpediMBOPKaMI, HAIIPU-
Mep MapReduce) moruky, Tpebyiomnryio ot pazpaboTuynka 06beMHEHUST OTIepaliuii
ortobpakeHusi. PasyMHas cTpaTerust OTJIOKEHHBIX BhIUUCTeHUN dpeiimBopka Spark
obectieunBaeT BO3MOKHOCTD BBIPAKEHUS TOM Ke JIOTUKH HAMHOTO MEHBIIUM KOJIHYe-
CTBOM CTPOK KoJ1a. /IJIs1 9TOTO I0CTATOUHO BBICTPOUTD B IIETTOYKHU ONIEPAIUHN C Y3KUMU
3aBUCUMOCTAMU, ITOCJIEC Yero MeXaHM3M BbIYUCJIEHUA Spark BbBIIIOJIHUT BCIO pa60Ty 110
nx 0ObeIMHEHUIO.

PaccmoTpum kitaccnieckuii mpuMep 1oJicueTa KOJIMYecTBa BXOSKIACHUH CI0B B 3a/[aHHbIH
HabOp JIOKYMEHTOB: CHaYaJIa MPOU3BOAUTCS Pasdop TEKCTa Ha CJIOBA, IOCJIE Yero BhIUKC-
JISIETCST KOJIMIECTBO BXOMKIAECHUN JIJIs KasKI0T0 cyioBa. B jokymenTaiiu Apache npusenen
obpasell IIojIcueTa CI0B, KOTOPBIH Jaske B IIpocTeiiiieii ¢hopMme 3aHuMaet 0koo 50 cTpok
kofa (https://hadoop.apache.org/docs/r1.2.1/mapred_tutorial.html#Example%3A+WordCount+v1.0)
(BKJIIOYAS OlIEepaTOPbI UMIIOPTA) Ha A3bIKE IIPOrpaMMUpoBanus Java. CpaBHIUMAs peainsa-
1St ¢ oMotiibio Spark, moctymHas Ha caiite Apache (http://spark.apache.org/examples.html),
3aHUMaeT NpUGIU3UTENBHO 15 CTPOK Kozia Ha Java u isith — Ha Scala. [TpuseeHHbIil ipu-
Mep BKJIIOYAET 3Tallbl YTEeHUS JAaHHbBIX, CO3/[aHKe KapThbl CJI0B 110 JJOKYMEeHTaM U 10jicyeT
KoJImyecTBa ¢I0B. MBI BoctipousBesiu ero B mpumepe 2.1.
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Mpumep 2.1. MpocTenumin npumep NoacYeTa KONMYECTBa CNoB

def simpleWordCount(rdd: RDD[String]): RDD[(String, Int)] = {
val words = rdd.flatMap(_.split(" "))
val wordPairs = words.map((_, 1))
val wordCounts = wordPairs.reduceByKey(_ + _)
wordCounts

}

JlaspHeiime nmpernMyIiecTBa peajnusairy moacueTa KoJandecTa cjoB Ha Spark 3a-
KJTIOYAI0TCS B YIPOIEHNN ee MOAU(UKAIIUNA ¥ YCOBEPIIeHCTBOBaHWU. /{omycTM, 4TO
MBI XOT€eJTH GbI MOAU(DHUIIMPOBATD JAHHYIO (DYHKIMIO U OTGUIBTPOBATH OMPEEICHHbIE
CTOII-CJIOBA U 3HAKU NPENMHAHUA U3 BCEX TOKYMEHTOB, IIPEXK/E YEeM ITOJCYUTHIBATH KO-
JIN4ecTBO BXOKAeHUH cioB. B MapReduce /151 5T010 HY’KHO 6b1710 OBI I06aBUTH B 11O/I-
[IporpaMMy OTOOpasKeHUs JIOTHKY (bUIbTPALUK, YTOOBI M36e5KaTh BTOPOTO IPOXO/IA 110
JMaHHbIM, Peamisaiuio aToil mporpammbl Ha MapReduce MoKHO HaiiTi BOT 3/1€Ch: https://
github.com/kite-sdk/kite/wiki/WordCount-Version-Three. [[J1s1 COOTBeTCTBYIOIEM MOJM(MUKAIINN
IIporpaMMbl Ha Spark, HalpOTUB, JOCTaTOUHO H0OABUTS IIar filter mepes cO3AAI0MINM
Hapbl «KJIHOY — 3HaYeHKe» maroM map. [Tpumep 2.2 neMoHCTpUpYeT 00beanHEHIE [IATOB
map 1 filter ¢ IIOMOIIbLIO METOJUKU OTJIOKEHHOIO Bhiurcaerus Spark.

MpumMep 2.2. MoAcHET KONMMYECTBA CI0B C GubTpaLmMelt CTon-cioB

def withStopWordsFiltered(rdd : RDD[String], illegalTokens : Array[Char],
stopWords : Set[String]): RDD[(String, Int)] = {
val separators = illegalTokens ++ Array[Char](' ')
val tokens: RDD[String] = rdd.flatMap(_.split(separators).map(_.trim.toLowerCase))
val words = tokens.filter(token =>
IstopWords.contains(token) && (token.length > 90) )
val wordPairs = words.map((_, 1))
val wordCounts = wordPairs.reduceByKey(_ + _)
wordCounts

OTNoXXeHHoe BbluMCieHne 1 OTKaBOYCTOW-IVIBOCTb

Spark orimyaercst 0TKa30yCTONUMBOCTHIO. DTO 3HAYWT, UTO OH HE MOBE/ET, HE TIOTEPSIET
JAHHbBIE U HE BEPHET HEMPABIJIbHBIE PE3YIbTATHI JIasKe B CJIydae OTKa3a MalluHbI, Ha KO-
TOpOI oH paboTaet, i c60st ceTr. Y HUKAIBHOCTH 00eCTedeH st OTKa30yCTONYHBOCTH
dpeiimBopkom Spark cocTonT B careytonem: Kax/ast CeKIHst JAaHHBIX COAECPKUT HHDOP-
MAIHIO O 3aBUCUMOCTSIX, IOCTATOUHYIO JIJIs1 TIOBTOPHOTO ee BhIYUCIeHUS. BoIbimHeTBO
[apaurM PacipeesIeHHBIX BOIYHCIEHII, TIPH KOTOPBIX TOJIb30BaTENH MOTYT PaboTaTh
€ U3MEHSIEMBIME 00bEKTaMI, 0GECTIEYMBAIOT OTKA30YCTOMUMBOCTD 32 CUET 5Ky PHATIPO-
BaHU OOHOBJICHWI WJIH AyOJIMPOBAHUS IAHHBIX HA [PYTUX MAIIMHAX.

B orsmmune ot Hux Spark He TpebyeT momepskaHusT KypHaia 0OHOBJIEHUN KasKI0TO
obberTa RDD wiin skypHasa MpOMEsKY TOUHBIX IIAroB, IOCKOJIBKY caM 00bEKT COAEPKUT
BCIO HH(MOPMAIIHMIO O 3aBUCHMOCTSX, HEOOXOAUMYIO IS PEIIMKALIUU BCEX €0 CEKIHil.
CrenmoBarenbho, ripu orepe cexkiru B RDD ecth mocrarouno nadopmaimm oTHOCH-
TEJILHO €€ IIPOUCXO0MKIEHNS, YTOObI BEIYIC/IUTD €€ 3aH0BO, IPUYEM HTOT PACUET MOKHO
pacrapaJsiesuTh JJis1 yCKOPEeHUsI BOCCTAHOBJIEHMUSI.
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OTnoxeHHoe BblYMC/IeHME N OTNaaKa

[TocnencTBust OTIOKEHHOTO BBIYUCIIEHUS JIs1 OTJIAJIKU OU€eHb CyIleCTBEHHBI, Be/[b OHO
03HAYaeT BO3MOKHOCTH c00s1 Spark-mporpaMMbl TOJIBKO B MOMEHT BBITIOJTHEHUST ICH-
crBust. JlommycTum, Bbl paboTaji ¢ IPUMEPOM TI0JcUeTa KOJUYECTBA CJIOB, TTOCJIE Yero
AKKYMYJIMPOBAJIN pe3yJibTaThbl Ha JpaliBepe. Ecin niepesantoe sHaueHue Jj1si CToI-CJI0B
GBIJIO HEOIPe/IeIEHHBIM (HATIPUMED, U3-3a TOTO, YTO OHO TIPEACTABJISLIO cOOOM pe3yibTar
BBIIIOJIHEHH IIPOrPaMMbI Ha SI3BIKE Java), KOHEYHO, IIpousoiiger c6oit 00paboTku Koga
C UCKJTIOYEHUEM «yKa3aTeJlb, COJIePKAIIiT HeoTIpeiesleHHOe 3HaUYeHe» B (PYHKITUU TIPO-
BepKu contains. OHAKO TOAOGHBIH cOOiT TIPOSBUTCS, TOJBKO KOT/IA IPOrPaMMa HAUHET
BBITTOJIHATH 9Tall cO0pa pe3ysbraToB. Jlaske oTcIeKUBaHWEe cTeKa OYIeT MOKa3biBaTh:
c6oii ipounsolies Ha stane c6opa, HAaBOJA HA MBICTb O TOM, YTO UCTOYHUK €T0 — B OTIe-
parope cbopa. [Toaromy Jrydiiie BCero BecTH pa3paboTKy B cpefie, MPeAoCTaBIgIonieil
JIOCTYTI K TIOJIHOU OTJIaI0YHON MH(pOPMaIIUH.

/13-3a OT/IOXKEHHOIO BbIYNCIIEHNSI OTCIEXMBAHME BbI30BOB COOMHBIX 3aAaHuMii Spark
B cTeke (0COBEHHO MpY BHEAPEHUM B 60MbLIME CUCTEMBI) BYIET 3a4acTylo Heus-
MEHHO YKa3blBaTb Ha COOl B MOMEHT AEMCTBUS, AdXe ecin npobriemMa B JIoruke BO3-
HVKMa B Npeobpa3oBaHunm, NPONCXOASLLEM HAMHOMO paHbLUe Mo XOA4y NporpaMMbl.

XpaHeHWe AaHHbIX B MaMAaTU U yrpaBleHne NaMaTbio

ITpesocxoacTBo Spark wax MapReduce B iponsBognTEIBHOCTH OCOOEHHO OTYTHMO
B CLIEHAPUAX UCIIOJIb30BAHUS, BKJIIOUAIOIIUX IOBTOPSEMbIE BbIUMCIeH . B 3HaunTE ) 1D-
HOMH cTerneHn (ppeitMBOPK 00513aH STUM MOBBIIMIEHIEM [TPOU3BOAUTEIBHOCTH XPAHEHUTO
JITAHHBIX B ONIEPATUBHON namMsATH. BMecTo 3amicu TaHHBIX HA JIUCK B TIPOMEKYTKE MEKITY
npoxoaamu Spark nmeeT BO3MOKHOCTb XPAHUTD JIAHHBIE B UCTIOMHUTEJISAX, 3aTPY/KEHHbBIX
B OII€PATUBHYIO ITaMATh. IIpu aTOM TaHHbIE KA /10 CEKIIUU AOCTYIIHBI B OlIePaTHBHON
MaMSITU BCSKUI pas, KOT/Ia OHU HY;KHBI.

Spark npeaJjiara€T Tpu BapruaHTa yIIpaBJ/JICHU A [TaMATHIO! B OHepaTI/IBHOI'/JI ITaMATHU B BUl€
CEpUAJIM30BaHHbIX /ITaHHBIX, B OHepaTI/IBHOfI TaMATU B BU/IE€ IeCEPUATIN30BaHHbIX JlaH-
HBIX 1 Ha JKECTKOM JHCKe. Y KasK/I0T0 U3 HUX €CTh CBOU npenMyniecTBa OTHOCUTEJIbHO
BPEMEHUN BBITTIOTHEHUA U 3aHNMAEMOTO ITPOCTPAaHCTBA.

Q B onepamuenoi namsmu 6 sude decepuaiu3osanivix, Java-obsexmos. Haubosee oue-
BUJHBIH criocob xpaHeHus 00bekToB B Habope RDD — B BUe MCXOAHBIX Jiecepua-
JIM30BaHHBIX Java-00bEKTOB, ONPEAEISIEMbIX IpaiiBepHOil MporpaMMoil. To camast
ObicTpozeiicTByoIasa (popMa XpaHEHUs TaHHbBIX B OLIEPATHBHON AMSITH, IIOCKOJIbKY
OKOHOMHMT TpebyeMoe Ha cepuasm3saiiio BpeMst. OHaKo OHa, BO3MOJKHO, He camast
BBITO/IHASI OTHOCUTEJIBHO MCIIOJIb3yEeMOI aMSATH, TaK KaK JaHHbIE IPUXOIAUTCS Xpa-
HUTH B BUe 00bEKTOB.

Q B sude cepuanusosannvix dannvix. Ilpu mepemeniennn 1o cet 00bekThbl Spark mpe-
06pasyIoTcst B MOTOKU GANTOB ¢ MOMOIIBIO CTAHAAPTHOU OMOIUOTEKN Ceprai3aliii
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s3bIKa Java. DTo, BEPOSITHO, O0Jiee MEITIEHHO PadOTAIONINI MOIXO0, TOCKOIbKY
uTeHue cepuain3oBaHubIX Aanubx Tpebyer or CPU Gosbiero obbeMa aeicTBHil,
yeM YTeHUe Jecepuaan3oBaHHbIX. OHAKO 9TO 3a4aCTyIO BBITO/IHEE B CMBICTIE HC-
MOJTL3YEMOTT TTAMSITH, TOCKOJIBKY TIOJI30BATEND MOTYYaeT BO3MOKHOCTD BHIOMPATH
nanbosee adhdexTUBHOE pencTaBenye. B To BpeMs Kak Java-cepuanusanus 6osee
s heKTUBHA, YeM UCTIOIb30BAHKE ETBIX 00beKTOB, Kryo-cepuammsariust (KOTOpyIio
MbI 06cymM B iozpaszeie «Kryo» Ha c. 317), Bo3aMOsKHO, etiie a(pPeKTHBHEE B CMbICIIE
pacxosa maMsITH.

Q Ha ducke. Habopsl RDD, cekumu KOTOPBIX CIMIIKOM BEJUKHU JJIsE XPAaHEHMsI B OIle-
paTUBHON HaMATH KaXXI0T0 U3 UCHOJHUTEJIEH, MOXKHO 3allicaTb Ha AUCK. ITO SIBHO
6oJiee MeIJIEHHBII METO[ B CJTydYae TIOBTOPSIEMbIX BBIYKCJIEHII, HO, BEPOSITHO, U 60-
Jiee OTKa30yCTOMUYUBBIN MPY JVIMHHBIX MOCJIEI0BATENBHOCTSIX IPe0OPa3oBaHMil
U, HaBEepPHOE, eIMHCTBEHHBIN PasyMHBIN BapUAHT IIPU OYEHb OOJIBITUX 00beMax
BBIYMCJIEHUH.

Dyukrms persist() kraccoB RDD mo3BosisteT morp30BaTeNto KOHTPOIUPOBATH METO]
xpanenus Habopa RDD. ITo ymosuanmio persist() coxpansier Habop RDD B Buie nece-
PUATH30BAHHBIX OOBEKTOB B OMIEPATUBHO MaMSITH, HO MOJT30BATENb MOKET YIIPABIATH
crioco6om xpatennst RDD nyTem miepeiaunt B persist () B BUjie MapamMeTpa OIHON 13 MHO-
JKECTBA O XpaHeHNss. Mbl pACCMOTPUM Pa3/iMuHble BAPUAHTDI TIOBTOPHOTO MCIIOJIB30-
Banust Habopa RDD B nojipasiesie « Bujibl IOBTOPHOTO UCIIOMB30BAHUSL: KN, COXPAHEHNE,
KOHTPOJIbHAS TOUKA, [IepeTacoBoUHbIe (haiisibi» Ha ¢. 140. IIpu coxpatenun Habopos RDD
UX peau3aliust o YMOJYAHUIO BBITECHIET HanboJiee JaBHO TPUMEHSIEMYTO CEKITHIO (Tak
HasbpiBaeMoe LRU-KammpoBaHue), eciii MecTo, KOTOPOe OHa 3aHUMaeT, He0OXOAUMO JIJIst
BBIUMCJICHUS UJTU KATITMPOBAHUS HOBOM ceKimu. OIHAKO 3TO MOBEICHIE MOKHO N3MEHUTD,
YIIPaBJIsisl Ha3HAYEHWEeM TIPUOPUTETOB C TIOMOTIBI0 (hYHKINH persistencePriority()
kimaccoB RDD (cm. moxgpasmen « LRU-kammmposanmes Ha c. 145).

HensmeHsiemocTb 1 uHTepdenc RDD

OpeiimBopk Spark onpenenser unrepdeiic RDD ¢ moMOIIbIO CBORCTB, KOTOPbIE J0JI-
JKeH peasns3oBbiBaTh 000l i RDD. 911 cBoiicTBa BKJIOYaoT 3aBrcuMoctd RDD
U HHGOPMAIIHIO O JIOKATBHOCTHU JIAHHBIX, HEOOXOUMbIE MEXaHU3MY BBITIOJTHEHS JIJIST
Borancsenus nabopa RDD. B cuiy HensmMeHseMoCTH U cTaTndeckoi tTunmsarmn RDD
BbI30B 1peoOpasoanus 1as RDD He mensier ucxonubiii 00bexkt RDD, a npuBoaur
K BO3BpaTy HOBOIO 00BEKTa ¢ HOBBIM oTicanueM cBoiicts RDD.

Cosmasarb Habopbl RDD MOKHO TpeMsi criocobaMi:
Q myTeM mpeobpasoBanus cylecTByonero RDD;

O wus obbekTa SparkContext — API-nunosa Barero mpusioxenust Kk Spark;

0 oyrem Hpeo6pasoBaHI/I${ tuna o0beKTOB DataFrame miu Dataset (CO3aHHOTO U3
SparkSession').

B Bepcusx Spark, 6osee parnnux, uem 2.0, kiaace SparkSession nocui Hazarne SQLContext.
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O06bekT SparkContext OJIMIIETBOPSIET COEAMHEHNE MEKTY KaactepoM Spark u ogauM us
3allylIeHHbIX npuitoxkernii Spark. MoskHO ncnosib3oBath ero i cosaanusa RDD us Jio-
KaJbHOro oObekTa Scala (¢ npuMeneHrem oHOro U3 MEeTOL0B makeRDD wiu parallelize)
WJTY C TIOMOIIIBIO YTEHHS TAHHBIX U3 YCTOMYMBOrO XPAHUIIUINA (TEKCTOBbIE (DAIIIBI, TBOMY-
Hble daitibl, Hadoop Context nim aitn Hadoop). O6bexTsl DataFrame 1 Dataset MOKHO
YUTATh, 33/IeUCTBYS1 SparkSession — oObekT Spark SQL, sxBUBaeHTHBII SparkContext.

Jlist BHYyTpeHHUX Tiesieil Spark ucmosbayer miist npeacrasiernss RDD 1siTh OCHOBHBIX
cBoiicTB. Tpu 00s13aTeIBHBIX CBOMCTBA: CIIMCOK 00BEKTOB CEKIIMIA, COCTABJISIONMX Ha-
60p RDD, GyHKIIMST BEIYUCICHNST UTEPATOPa CeKIIMU U CITUCOK 3aBUCMOCTEH OT JAPYTUX
Habopos. Kpome Toro, 06bektot RDD MoryT Takske BK/IO4aTh 00bEKT partitioner
(mig RDD, cocTosgmnux u3 CTPOK Map <«KJI04 — 3HAUEHUEy, [TPEJCTaBJIEHHBIX B BU/E
Kopreskeil Scala) v crircok mpeAnouTUTeIbHBIX MecTonostokenuit (st HDFS-daiinios).
Bawm, kak KOHEYHOMY T10JIb30BATENII0, PEAKO OYAYT HYKHBI BCE IISATh CBOMCTB, CKOPEE BbI
cTaHere 3aeiicTBOBaTh HpegolpeaesneHnble npeobpasosanus RDD. Oanako moJjesto
(m1s oTTagKy 1 0OLIEro IPeACTaBIeHNs ) 3HATh 9TH CBOWCTBA U YMETh K HUM 00pallaTh-
cs. [19Th CBOMCTB COOTBETCTBYIOT CJIEAYIONIUM JIOCTYITHBIM KOHEYHOMY TT0JIb30BATEJI0
(TO ecTh BaM) IIAATH METO/IAM.

Q partitions() — Bo3BpalaeT MacCUB 0OBEKTOB CEKIINI, COCTABJISAIONIMX YaCTU Paciipe-
nesierHoro Habopa ganubix. Eciu peus uger 06 RDD ¢ o6bekToM partitioner, To 3Ha-
YeHUe WHIIEKCA KayK/I0H U3 CEKIUI OyIeT COOTBETCTBOBATH 3HAYECHIUTO, BO3BPAII[AEMOMY
(byHkImei getPartition JJIst KaXKIOTO KJIIOUYA JAHHBIX, OTHOCSIIETOCS K TOM CEKITHH.

Q iterator(p, parentIters) — BBIYMUCJAET 2JIEMEHTHI CEKIIMU p C TIOMONIBIO 3a/1aH-
HBIX UTEPATOPOB JIJIsS KAK/I0H U3 ee POAUTENbCKUX CEKINit. JTa (hyHKIIMS BbI3bIBA-
eTcs I BRIYUCTEHUS KakI0i n3 cekmuil ganHoro RDD. Ona #e mpegHaszHaueHa
JIIST HETIOCPEICTBEHHOTO BHI30BA TTOJB30BATEIEM, a TPUMEHsIeTCsT (hpeiMBOPKOM
Spark nipu Bbruncaennu geiictBuii. TeM He MeHee MOKET ObITh [T0JIE3HO 3arIsTHY Th
B peain3aiuio 9TOi (QYHKIMHU, YTOObI IIOHATD, KaK BHIYUCIIAETCS KaxKas U3 CeKIUI
npeobpasosanus RDD.

QO dependencies() — BO3BpallaeT MOCAEL0BATEIbHOCTh OOBEKTOB 3aBUCUMOCTEN.
bararogaps 3aBucuMoCTSIM TIJIAHUPOBINUK 3HAET, Kak fanHbii RDD 3aBucur ot
npyrux. CyIecTBYeT /iBa BU/A 3aBUCUMOCTET: y3kue (00beKThI NarrowDependency),
COOTBETCTBYIOIIME CEKIIMSIM, 3aBUCAIIMM OT OJAHON W HEOOJIBIIOrO KOJNYeCTBa
POAUTENBCKUX CEKIHiA, 1 wupoxue (00bekTsl ShuffleDependency), HCIIOIb3yeMbie
B CJIy4asixX, KOr/a ik BBIYUCIIEHIS CEKIIMU HeOOXO0IMMa [IeperpyIMpoBKa BCeX J1aH-
HBIX U3 POAUTEIbCKUX CeKIIMI. Mbl 00CYIMM OTH THIIbI 3aBUCKMOCTEN B IOZpaseie
«[ITupoxue n y3Kume 3aBUCUMOCTH Y Jlajiee B TEKYIIIEM paszierie.

Q partitioner() — BosBpaiiaer BapuaHTHbII THIT Scala 111 o6bekTa partitioner, ecim
Mesk/1y element 1 partition o6bexra RDD ectb cBsizanHas ¢ HUM (DYHKIIMSI, HAIIPUMEP
hashPartitioner. dta pyHKIMs Bo3BpainaeT None 1/ Beex Habopos RDD, veii i
He KOpTeK (KOTOPBIE He MPECTABISIOT JAHHBIE TUTIA <KJII0U — 3HAUCHUE» ). Y TIPE]I-
crasistioniiero HDFS-aiin nabopa (peanuzosan B NewHadoopRDD.scala) kaxnomy
6J10Ky (haiina cOOTBETCTBYET CeKIusl. Mbl 00CYAUM CEKIHOHIPOBaHIe MOAPoOHEe
B nojpaszeie «Vcmonb3oBanue o6bexra Partitioner ¢peiimBopka Sparks» Ha ¢. 167.
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Q preferredLocations(p) — BO3Bpalaer HH(j)opMaumo 0 JIOKAJIbHOCTHU JAaHHBIX
cexiuu p. Tounee TOBOPS, aTa (PYHKIMS BO3BPAIIAET MTOCIE0BATEIHHOCTh CTPOK
¢ nHpopmaImeil 0 KakIOM U3 y3JI0B, HA KOTOPBIX XpaHATcs (hparMeHTsl p. B ciry-
vae npezacrasigioniero HDFS-daiin mabopa RDD kakzpast cTpoka BO3BPaIlaeMOoro
(yHk1meit preferredLocations pesyJbrara npecrasisier coboir Hadoop-ums yaiia,
B KOTOPOM XPAaHUTCS JAaHHAS CEKITUS.

Tunbl Habopos RDD

Peaymszanus API Spark Scala copep:kut aGerpakTHbiii Kiace RDD, KOTOPbBIN 3aK/04aeT
B cebe He TOJIbKO IsATh 6azoBbix dyHkuuil RDD, Ho u gocTynmbie 11g Bcex RDD mpe-
00pasoBaHus U eHCTBYsI, HAarpuMep map 1 collect. DyHKIMM, ONPEIEIEHHBIE TOJTHKO
it RDD kKoHKpeTHOro THIa, OMUCHIBAIOTCS B HECKOJIBKUX Kiaccax ¢yHkimit RDD,
B TOM 4ucJje PairRDDFunctions, OrderedRDDFunctions u GroupedRDDFunctions. Buan-
MOCTb JIOTIOJTHUTENbHBIX (DYHKIIUN 13 9THX KJIACCOB 00ECIEUMBAETCS MyTEM HESTBHOTO
peobpa3oBaHust TUMOB U3 abCTPAKTHOTO Kjacca RDD Ha OCHOBE MH(MOPMAIIUU O TUTIE
wyi ipu ipuMeHernn kK RDD tipeoGpasoBanust.

API Spark taxske comepKUT peaqusanuu Kiacca RDD, B KOTOPBIX ITyTeM TI€peorpe/ie-
siennst 6a3oBbix cBoiicTs RDD 3aaiorces u 60Jiee KOHKPETHBIE BAPUAHTHI TOBE/ICHNUSL.
Cpenu Hux yke 06CyKIaBIIniics paHee Kaacc NewHadoopRDD, IpeCTABISIONUN
na6op RDD, cospannbiii us HDFS-(aitnosoii cucrembr, u Kiacce ShuffledRDD, mpej-
CTABJISTIONINI ysKe CeKIIMOHUPOBaHHbII Habop. B ka0l u3 atux peanusanuit RDD
eCTb CBOHCTBA, oTHOCANMecs nMenHo K RDD gannoro tuna. Cosznanne oobekta RDD
¢ TIOMOTIThI0 TIPpeobpazoBanmst WM SparkContext MPUBEIET K BO3BPATY 9K3EMILISPA
ojiHON M3 aTuX peanusannii kaacca RDD. Curnarypa nexoropsix onepanuit RDD
B sI3BIKE Java OTJIMYAeTCsl OT UX CUTHATYPBHI B si3bike Scala. OHu onucaHbr B Kiac-
ce JavaRDD. java.

Y3HaTb TMN RDD MOXHO ¢ nomoLubio dyHKummu toDebugString, onpeaeneHHo Bo
BCex knaccax RDD. OHa Bo3BpallaeT nHdopmauuto o Tune RDD v npegoctaBnser
CNM1COK BCeX ero poamntenbcknx RDD-knaccos.

Mber 06cynnm mogpobHee pasinurbie Tkl RDD u mpeobpasosatust RDD B riaBax 5 u 6.

®DyHKUMKM, NpuMeHsieMble K HabopaM RDD:
nNpeobpas3oBaHna 1 AENCTBUS

Cyl1iecTByer iBa THIIA OTIpeesisieMbIX 1ist Habopos RDD ¢yHKIwmil: deticmeus (actions)
u npeobpasosanus (transformations). /lelictBust — 310 (HYHKIMY, BO3BPAIIAIOIIIE HEYTO
orsmuHoe ot Habopa RDD, Bkirouas mobounslii a¢ ek, a mpeobpasoBaHust — QYHKIIUH,
BO3BpaIaoIne APyroit Habop.
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B kask10ii mporpamme Spark moJisKHO cogepsKaTbes AefHCTBIE, OCKOIbKY AeCTBUS UIN
nepenaoT nHMGOPMAIKMIO 06paTHO ApaiiBepy, WK 3alUChIBAIOT JAHHbIE B YCTOHUNBOE
xpaHusuiie. VIMeHHO AeiicTBUS HHUIMUPYIOT BBIYUCIEHNE s TIPOTPaMMbl Spark.
Bri3osor per‘sist TOXE MHUIUUPYIOT BbIYNUCJICHUE, HO O6bI‘IHO HE OTMEYaIOT 3aBEPIICHNE
samanus Spark. JleiictBust, nepenatorre nHbopmanuio obpaTHo apalisepy: collect,
count, collectAsMap, sample, reduce u take.

HekoTopble 13 3TUX AEACTBMI NIOXO MaclITabupytoTcs, Tak Kak MOryT MpvBO-

OUTb K OlIMOBKaM MamsTu B ApaiBepe. B Lenom nyylie Ucnonb3oBaTb AeNCTBUS

take, count u reduce, nepepatolme obpaTHO ApainBepy DUKCUPOBaHHbLIN 06bEM
\ JaHHbIX, a He collect nnn sample.

Cpenn melicTBUH, BRITTOMHSIIONINX 3aTIUCh B XPaHUJINIIE, — saveAsTextFile, saveAsSe-
quenceFile 1 saveAsObjectFile. BoJBIMMHCTBO NEHCTBUM, COXPAHSIIOMNX JaHHBIC
B Hadoop, noctynust To1bK0 1711 RDD-#a60poB map «K/Io4 — 3HadeHne»; OHK OIIpeIe-
JIEHBI KaK B KJ1acce PairRDDFunctions (TIPEIOCTaBIIAIONIEM ITYTEM HESIBHOTO MPeobpaso-
BaHMs TUTIOB MeTo/bI 1711 RDD-kopTeskeit), Tak u B kiacce NewHadoopRDD — pea3aiiun
it RDD, cosfaHHbIX ¢ TIOMOTIbI0 uTeHust AanHbix u3 Hadoop. Otaenbbie HyHKIIMN
cOXpaHeHus], HanpuMep saveAsTextFile n saveAsObjectFile, jocTynHbl /715t Bcex RDD.
Onn paboTaioT myTeM 106aBIeHUS K KaxKI0N 13 3aTHceil HETBHOTO TTCTOTO Kirioda (KOTo-
PbIii 3aTeM UTHOpUPYeTCs ipu coxpanernn ). DyHKImN, HUYeTo He Bo3Bparniamone (void
B sI3bIKe Java uin Unit B si3bike Scala), Takue Kak foreach, TOKe SIBJISIFOTCS IEHCTBUSIMIL
OHU WHUIMUPYIOT BbITIOJHEHYE 3aManust Spark. Dywkiwio foreach MOKHO HCIOJIH30-
BaTh /g 3arycka Bbranciaenuss RDD, Ho ee yacTo NpUMeHSIOT U /IS 3alIUCH IaHHbBIX
B HEToiepKrBaeMble opMaThl (HaprMep, B KOHEUHBIE BEO-TOUKH).

Boapmuncrso Bosmoxkuocteil API Spark c¢sasano ¢ npeobpasoanusamu. Spark-
peobpa3oBaHus — HTO BBICOKOYPOBHEBbBIE TIPEOOPA30BAHS, UCIIOIb3YEMBbIE JIJIsT COP-
TUPOBKH, CBEPTKH, IPYIIIMPOBKH, BBIOOPKH, (DUIBTPAIUN 1 OTOGPasKEHUsT pacipeie-
JIEHHBIX TaHHBIX. MBI 06cyanM mpeobpaszoBanust mogpobHee B TIaBe 6, MOCBIIEHHO
UCKJIIOUUTENBHO IIpeobpasoBanusM RDD map «K/o4 — 3HaYeHHe», a TAKKE B [JIaBe 3.

LLInpokne un y3kue 3aBUCMMOCTH

Camas BaskHast WH(OPMAIIUsT, KOTOPYIO HYKHO 3HATB O MPeoOPasoBaHUsX /IS TOHMMa-
HUSI MeXaHu3Ma Bbraucaerns Habopo RDD, — T0, 4To OHU J€IATCA Ha JBE KATErOPUU:
npeobpazoBanus ¢ yakumu sasucumocmsmu (narrow dependencies) u npeobpasoBanus
¢ wuporxumu sasucumocmamu (wide dependencies). Pasimune MexIy Y3KUMU U I~
POKMMHU MPeoOPA3OBAHUSIMK BJICUET JOCTATOYHO BajkKHbIE MOCIIEACTBUS sl criocoba
BBIUUCJICHUS TPe0OPasOBAHUS U, CJIE0BATEIbHO, TIPOU3BOAUTEIHHOCTUH. MBI IainM
(hopmMasibHOE OTIpeiesieHne Y3KIX U MIMPOKUX MPeodpasoBaHuii, 4ToObI JIydIIe MOHSATH
napaaurmy BuimosHenus Spark, B pasgene «[Lnanuposanue 3amanuii Spark»> mamee
B 9TOM TJIaBe, HO OoJiee MoAPOOHOE MOSICHEHNE CBSI3aHHBIX ¢ HUME COOOpPasKeHUH TIpo-
U3BOAUTENBHOCTHU OTJIOKHUM /IO TJIABBI 3.
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ITo cyiiecTBy, y3Kie peobpasoBaHmist — 3TO Te, B KOTOPBIX Y BCeX ceKIuil goyepHero RDD
WMEIOTCS TIPOCThIE, KOHEUHbBIE 3aBUCUMOCTH OT CEKITUN POIUTENHCKOTO. 3aBUCUMOCTHU
SBJISTIOTCS Y3KUMM TOJIBKO B TOM CJIy4ae, eCJIU UX MOXKHO OTIPEZIETTUTh BO BPEMsI ITPO-
eKTUPOBaHUs, 6e3 NIPUBI3KU K 3HAYCHUSIM 3aIMCel B POAUTENbCKUX CEKIUX, U €CJIN
Y Kayk[0M POANUTENIBCKOIM CEKIIUU eCTh XOTs Obl 0/{Ha JouepHss. TouHee roBopsi, CEKIUN
IIPU Y3KUX MPe0OPas0BaHisaX MOTYT 3aBICETh UJIM OT OJHOTO POAHUTENsT (HAIIPUMED, KaK
B oTiepaTope map), WJu OT YHUKAJIBHOTO MTOIMHOKECTBA POAUTEIbCKUX CEKITUM, OTIpeie-
JICHHOTO YK€ BO BpeMsI TipoeKkTupoBanust (coalesce). CremoBaTebHO, y3Kue peobpaso-
BaHWA MOJKHO BBIITOJIHATD Ha ITPOU3BOJIbHOM ITOAMHOKECTBE /IaHHBIX, HE NUMEsSA HUKaKOUN
uHbOpMaIK O IPYTUX cekuusax. Hamporus, mpeoOpasoBatiis ¢ IUPOKUMU 3aBUCHMO-
CTSIMU HEJIb3s BBITIOJIHATH Ha IPOU3BOJIBHBIX CTPOKAX, OHU TPEOYIOT CEKIIMOHUPOBAHS
JTAHHBIX OTIpe/ICJTIEHHBIM 06pa30M, AO0ITyCTHUM, B COOTBETCTBUU CO 3HAYCHUAMU NX KJIIO-
ueil. B mpeobpasoBaHuu sort, HAIPUMED, 3AIUCH J0JIKHBI OBITH CEKITHOHMPOBAHBI TAK,
4TOOBI KJIIOYM M3 OQHOTO AMANa3oHa HaXOAWIICh B OMHON cekuuu. IIpeoGpasoBamiis
C MIUPOKUMU 3aBUCUMOCTAMU BKJIIOYAIOT sort, reduceByKey, groupByKey, join, a Takxe
Bce TIpeobpasoBaHust, BhI3bIBatOIHe (DYHKIINIO rePartition.

B HEKOTOPBIX cayYasx, HAIpUMep, Korga Spark sapaHee 3HaeT, YTO IaHHbIE CEKI[UOHM-
POBaHbI OIPEJEJCHHBIM 00Pa3oM, OIlepalMU ¢ HNIUPOKUMU 3aBUCUMOCTSIMU HE TIPUBO-
IAT K neperacoBke. Ecim omepaliust TpeGyeT BBIOJTHEHUS EPETaCOBKU, (GPEHMBOPK
JN00aBIIIeT B CIIMCOK 3aBUCUMOCTEN, OTHOCAIIMXCA K gaHHOMY Habopy RDD, oObexT
ShuffledDependency. B 1iesioM nepetacoBKu 10BOJBHO 3aTpaTHBI. Pacxosbl Ha HUX
IIOBBIIIAIOTCS [IPU YBEJIMYEHIH 00hEMOB JaHHbIX 1 B CJIy4Yassx HeoOXOAUMOCTH TiepeMe-
IIEHUsT, BO BPEMSI [IEPETACOBKHU, OOJIBIIIEH 0/ 9TUX JIAHHBIX B IPYTYIO ceKinio. Kak Mbl
YBUUM B ry1aBe 6, MOKHO J0OUTHCS 3HAUUTENbHOIO POCTA IIPOU3BOAUTEILHOCTH TIPO-
rpaMm Spark, ecjiu gesiaTh MeHbIIIe IEPETACOBOK, IIPUYEM MEHee 3aTPATHBIX.

Cremyiotiuye 1Be CXeMBI WLTIOCTPUPYIOT pa3indie B rpadax 3aBUCUMOCTEH /715t TTpeod-
pa3oBaHuil ¢ Y3KMMHU U IMIUPOKUMU 3aBUCUMOcTAMEU. Ha puc. 2.2 Toka3anbl y3Kue 3aBy-
CHUMOCTH, B KOTOPBIX KK/ 104ePHAs ceKIns (KaxK/Iblil N3 KBAPATOB B HUKHEN CTPOKE)
3aBUCUT OT U3BECTHOT'O II0JIMHOKECTBA POJUTENbCKUX CEKIUN. ¥Y3KHUe 3aBUCUMOCTH
nzobpaxkennt ctpeakamu. CiieBa TokasaH rpad 3aBUCUMOCTeEH [T Y3KIX Tpeobpas3oBa-
Huii (Haripumep, map, filter, mapPartitions wim flatMap). CripaBa BBEpXYy IIPeICTaB-
JIEHBI 3aBUCUMOCTH MEXK/y CEKIUAMM JIJI ollepaliuu coalesce. B atom cirydae Mbl 11bI-
TaeMCs MPOUJLTIOCTPUPOBATH TO, YTO TTPEOOPA3OBAHIIE MOKET MO-TTPEKHEMY CUUTATCST
Y3KUM, JaKe €CJIN JOYEePHUE CEKI[UH 3aBUCAT OT HECKOJIbKUX POAUTEIHCKUX, IIPU Ha-
JINYNU BO3MOKHOCTH YCTAHOBUTbH MHOKECTBO POJAMTEIbCKUX CEKIIUI HEe3aBUCUMO OT
cozlepKaInXcs B CeKIMSAX 3HAUeHNH TaHHbIX.

Poautenbckune
cekuum

ot ot ow X T

JouepHne
cekuum

Puc. 2.2. lNpocTas cxeMa 3aBUCUMMOCTEN MEX/Y CEKLMSMU B ClTy4Yae Y3KUX Npeobpa3oBaHuii
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Pucynox 2.3 geMoHCTpHUpYeT MUPOKKE 3aBUCUMOCTH MEKTY CEKITUSAMU. B aToM ciryuae
JloyepHue ceKiry (TToKa3aHHble BHU3Y) 3aBUCAT OT MPOU3BOJBLHOTO MHOXKECTBA PO-
autenbekux cekiuil. lupokue 3aBucuMocTy (IOKa3aHHble CTPEJKAMU) HEU3BECTHBI
ITOJTHOCTBIO /10 BBIYUCTIECHUA TaHHbIX. B orsmmune ot orepamnmmn coalesce JTaHHbI€ CEKITNO-
HUPOBAHBI B COOTBETCTBUU € UX 3HAYCHUSMU. Y Ka3aHHOMY MATTEPHY CJeAyIOT rpadbl
3aBUCUMOCTEN JTIOOBIX TPEOYIONMX TIEePEeTacoBOK onepaiuil (HarnprmMep, groupByKey,
reduceByKey, sort u sor‘tByKey).

LUI/IDOKI/IB 3aBNCMMOCTU

Puc. 2.3. lNpocTas cxema 3aBUCUMMOCTEN MeXAy CEKLUMsIMU B Cllyyae LIMPOKMX Npeobpa3oBaHuii

DyHKIMN COeINHEHUTT HECKOJIBKO O0JIee CJIOKHBI B 9TOM CJIyYae, MOCKOJBKY Y HUX MOTYT
ObITb KaK y3KHe, TaK U IUPOKKE 3aBUCUMOCTH, YTO OIIPEAEIISETCS CIIOCOO0M CEKITHOHUPO-
BaHMsI JIBYX POAUTEIbCKIX HaO0poB RDD. MblI IpOMJLIIOCTPUPYEM 3aBUCHMOCTH B Pa3Jiiy-
HBIX CLIEHAapUsX onepanuii coequnenus B paszaene «Coexunerns Spark Core» riiasbl 4.

MnaHnpoBaHue 3aaannn Spark

Ipunoxenne Spark cocTOUT M3 BEYIIETO MPOIECCA, COMEPIKATIIETO BLICOKOYPOBHEBYIO
soruky Spark, i rabopa mporeccoB-uCTOTHUTENE, KOTOPbIe MOTYT OBITH Pa3OPOCAHDI
no yssam kaacrepa. Cama nporpamma Spark paboraer Ha yasie apaiiBepa 1 OTIIPABJISAET
koMan/ibl ucronuuteasm. Ha oxnom kimacrepe dpeiiMBopka MOKHO 3aIlyCTUTDh B KOH-
KYPEHTHOM peXXrMe HeCKOIbKO mpuioxkenuit Spark. /lucmeryep kractepa mianupyeT
BBITIOJTHEHHE MTPUJIOKEHNH, KasK0€ 13 KOTOPBIX COOTBETCTBYeT 0JJHOMY SparkContext.
ITpusoskenust Spark, B cBoto ouepe/ib, 3aIlyCKAIOT MHOKECTBO KOHKYPEHTHBIX 3a/[AHUT.
ITU 3a7aHUs COOTBETCTBYIOT AeiicTBusM Hazs HabopoM RDD B KOHKPETHOM MPHIIO-
JKeHnu. B maHHOM pasjiesie Mbl PACCMOTPUM TIPUIOKeHIe Spark  3amyck nM 3aganmit
Spark: mporieccos Berumcenus mpeobpazosanuii RDD.

BblaeneHne pecypcoB NpuUIoXeHUsM

Spark npenocrasisier aBa criocoba BbiIeNeHUS PECYPCOB MIPUITOKEHUSAM: CINAMUUECKOE
(static allocation) u dunamuueckoe (dynamic allocation). IIpu ctaTnaeckoM KaskaoMy
MPUIIOKEHUIO BBIIEJISIETCS] KOHEYHBIH 00beM PeCyPCoB KJIacTepa, KOTOPBIH COXPaHSIeTCst
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3a HUM Ha TIPOTSUKEHUH BCell JKU3HU MPUIoKeHus (Ha BpeMst paboThl SparkContext).
B 3aBucumoct# oT kacTepa K KaTerOPUN CTAaTUYECKOTO BBIIEIEHUS OTHOCUTCST MHOSKE-
CTBO PasJIMYHBIX BUOB BbleIeHMs pecypcoB. boJiee moapobHyo nHGOPMAIIUIO MOKHO
HaiiTi B JokymeHTarn Spark mo mraHuposanuio 3aganuii (http://spark.apache.org/docs/
latest/job-scheduling.html).

Hauunas ¢ Bepcun 1.2, hpeiiMBopK Spark 1mo3BoJisieT TMHAMUYECKH BBIIEJSIT PECYPCHI,
pacimpsis BO3MOKHOCTH CTATHYECKOTO Bbijleenus. [Ipu fuHaMudeckoM BbIJIeIeHUN
UCTIOTHATENN TOOABISIIOTCS B TIPIITIOKeHNE Spark 1 yamsioTest u3 Hero 1o Mepe Heob-
XOJIMMOCTH, Ha OCHOBE HabOPa 9BPUCTUUECKUX TIPABUI IS OKUAAEMON TOTPpeOHOCTH
B pecypcax. Mbl 06CyinM BbIIEJIEHIE PECYPCOB TTopobHee B opasziene «Boienenue
pecypcoB KJacTepa U JUHAMUYecKoe Bbijiesienues Ha c. 308.

MNpunoxeHue Spark

[Tpunoxenne Spark coorsercTByer HaboOpy 3aganuii Spark, onpezaessemMmomy ogHUM 00b-
eKTOM SparkContext B JpaiiBepHoii mporpamme. [punoskenue Spark samyckaercst B Mo-
MEHT HaydaJjia BbIOJIHeH s SparkContext. ITpu BeimosiHeHK SparkContext B pabounx
y3J1ax KJacTepa sallycKaeTcs ApaiiBep u Habop ucnoanureseil. Kasablii HCIOJHUTENb
COOTBETCTBYET BUPTyanbHol Maruie Java (JVM), Tak uTo He crocob6eH 0XBaThIBaTh
HECKOJIBKO Y3JI0B, XOTSI B OJJHOM y3JI€ MOKET OBITh HECKOJIbKO UCIIOJIHUTEIEI.

OO6nbexT SparkContext orpeziessieT, CKOJIbKO PECYPCOB BBIAEISAETCS KayKIOMY UCIIOJIHU-
tesiro. [Tpu s3amycke 3aanust Spark Kask(blil HCTIOJTHUTEb [TOJIYYA€ET CJAOTHI JIJIsI 3aITyCKa
3aj1a4, HeOOXOAMMBIX JIJIst BhruucaeHust RDD. Takum 06pazom, MOKHO PacCMaTPUBATh
SparkContext kak Habop HapaMeTpoB KOH(UTYPAINY 17151 BBITIOJTHEHUS 3a/[aHNT Spark.
ITU TapaMeTPBI IOCTYITHDI Yepe3 00beKT SparkConf, TPUMEHSIEMbIH JJIST CO3IaHUs 00b-
exTa SparkContext. MbI 06Cy/InM, Kak 33/1eiiCTBOBATH ITH TTAPAMETPHI, B TPUIOKCHIH,
[IPUBE/ICHHOM B KOHIIe KHUTH. OIHO IIPUIIOJKEHUE YACTO, XOTS U HE BCET/IA, COOTBETCTBY-
€T OJTHOMY TI0JIb30BaTe 0. To ecTh Kaskjiast paboTarolast B BallleM KJIacTepe MporpamMMa
Spark, BEPOATHO, IpUMeHAeT OAuH SparkContext.

RDD He MOryT Mcnonb30BaTbCs MPUIOXKEHUSIMU COBMECTHO. CrnefoBaTenbHO,
y Npeobpa3oBaHuii, HanNpuMep join, 3aaencTaytoLmx 6onee ogHoro RDD, fomkeH
6bITb 0AMH 1 TOT e SparkContext.

Pucynox 2.4 nnmoctpupyet, 9To TPOUCXO/INT TIPH 3arrycke SparkContext. Bo-TiepBrIx,
JIpaliBepHas IIporpaMma IPOrU3BOJNT TECTOBBIN OIIPOC AucIeTYepa Kiaacrepa. Jucneryep
KJIacTepa 3aIyCKaeT HecKosIbKo ucnosanteneii Spark (JVM, mokasaHHbIX Ha cXeMe Ipsi-
MOYTOJIBHUKaMI) B pabounX yajiax kiactepa (MOKasaHbl B BUle OKPY/KHOCTENT). B oHOM
y371e MOJKeT OBITh HECKOJIBKO MCTIOMHUTENeN Spark, HO y UCTIOTHUTENST He TOTyIuTCsT
OXBaThIBATh HECKOJIBKO y3710B. Habop RDD Gy/ieT BEMucAsAThCS B CeKIMAX (TOKA3aHHBIX
CEPBIMH OBAJIAMHU ) TT0 UCTIONTHUTEIAM. Kask/bIil MCIIOTHNTEb MOKET NMETh HeCKOJIBKO
CeKLUH, HO CeKIMs He MOKET PACIIPOCTPAHATLCSA Ha HECKOJILKO UCIIOJHUTEIeH.
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Puc. 2.4. 3anyck npunoxeHust Spark B pacnpeaeneHHomn cucteme

ITnanupoBmuk Spark nmo ymoruanuio. ITo ymoruanuio hpeiiMBOPK IJIAHUPYET 3ajlaHusT
Ha OCHOBE TIPUHITNTIA <IIEPBBIM BOIIIE, TIEPBBIM Bbites». OnHako Spark npegocrasiser
HEJMCKPUMHUHAIIMOHHBIN TIJIAHUPOBIINMK, KOTOPBII Ha3HauaeT 3a/lauil KOHKYPEHTHBIM
3a[aHUAM [UKJIUYECKUM 06PasoM, TO €CTh BBIIEJIsAs 10 HECKOJIBKY 3a/1au KasKAOMY
3a/IaHUIO0 BIJIOTH JIO 3aBepIIeHMs BceX 3a/anuil. [laHHbIi MJIaHUPOBIIUK TapaHTHPYeT
noJsrydeHue 3aJ[aHusIMU CIIpaBe/lVINBON /10711 pecypcoB Kiaactepa. [locse sToro npu-
Joxenue Spark samyckaer 3ajaHust B TIOPSIIKE, COOTBETCTBYIOINIEM BbI30BaM JEHCTBUI
B SparkContext.

CtpykTypa 3agaHus Spark

B coorBercTBUM € TapaIurMoii OTJI0KEHHOTO BbIUUCHeHUs (DpeiMBOpPKA TTPUJIOKEHUE
Spark «Huuero He fesaeTs 0 TEX TOP, TOKA ApaiiBepHast MpOrpaMMa He BbI30BET Jeki-
crBue. [Ipu KaKI0M BBI30BE JIEHCTBUS IWIAHUPOBIUK Spark cTpout rpad) BeIOTHEH ST
u 3amyckaet sadanue Spark (Spark job). OHoO cocTouT U3 9Manos, NPeACTABAAIONNX
coboli aru mpeobpazoBaHus TaHHbBIX, HEOOXOAUMBIE Ui (POPMUPOBAHKS UTOTOBOTO
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Habopa RDD. Jramn cocrout us vabopa 3aday (tasks), kaskmast 13 KOTOPBIX O3HAYAET
IMapaJjjieJibHOE BbIYMCJIEHNE, BBITIOTHAEMOE Ha UCIIOJTHUTEJIE.

Ha puc. 2.5 mokasaHo JepeBO PasInIHbIX KOMIIOHEHTOB TIPUJIOKEeHNUsT Spark 1 1x cooT-
BeTcTBHE BhizoBaM API. PaGoTa PUIOKEHUST COOTBETCTBYET 3aIycKy SparkContext/
SparkSession. IIpuioxcenue (application) MokeT cofepskaTh MHOTO 3ajIaHuil, KaXK/I0€
13 KOTOPBIX COOTBETCTBYET 0HOMY zieiictBuio RDD. 3adanue (job) Moxer cocTosaTs 3
HECKOJIbKUX HTATIOB, KAJK/IBII 113 KOTOPBIX COOTBETCTBYET ITHPOKOMY MPEOOPA3OBAHUIO.
Iman (stage) COCTOUT U3 OJTHOM MM HECKOJBKUX 3a/1a4, KaxkJaast U3 KOTOPBIX COOT-
BETCTBYET MapaJIJIeIU3yeMOU eJIMHUIIE BBIYMCICHUT, BBITIOJHSIEMOM Ha JJAHHOM JTalle.
Cexin B ntorosoM RDD fanHoro araia cooTBeTcTByeT ojiHa 3adaua (task).

O6bekT Spark Context/ MpunoxeHne
Spark Session Spark

Hencteusa (Hanpumep,

collect, saveAsTextFile) Sananve
LLInpokue npeobpazosaHus
(sort, groupByKey) Sran Stan
BblumcneHve ogHom cekummn 3apaya 3apava

(couyeTaHue y3kmnx npeobpasoBaHuii)

Puc. 2.5. lepeBo npunoxenus Spark

DAG

BricoKOypOBHEBBII cJi0ii IanupoBarus Spark ucmosbsyer sapucumoct RDD st
[IOCTPOEHUST opuenmuposaiozo avuxiudeckozo zpaga (directed acyclic graph, DAG)
ITAIOB IS Kaxk0ro 3aganus Spark. B API Spark 910 Hocut HasBaHue IJIaHUPOBIIUKA
DAG (DAG Scheduler). Kak Bbl, BeposiTHO, 3aMeTUIN, OIUMOKY, CBA3AHHbBIE C MOJ-
KJIIOYEHHEM K KJIacTepy, mapaMeTpaMu KOHMUTYpaliy 1 3alycKkoM 3aganuii Spark
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otobpakaioTcst B Buje omubok mnanuposimka DAG. Tak pouCXoauT moToMy, 4To
BoiosTHeHreM 3a1anuii Spark sanumaercst DAG. Ou ctpout rpad aTaros Jijist KasK10ro
3a/laiusd, olpe/esser, Iie J0JKHA BbITONHATbCA KaKAasd U3 3a/la4, U 1epejaer Jam-
Hyto naopmaimio TaskScheduler, oTBeuaoleMy 3a BbITIOJIHEHHE 33/1a4 B KJIacTepe.
TaskScheduler co3maet rpad 3aBUCUMOCTEN MEKIY CEKITUSIMMU ',

3aaHus

3aanue Spark — BbICIIHiT 31eMeHT Hepapxuu BbiosHeHust dhpeiivBopka. Kaskoe 3a-
JlaHUE€ COOTBETCTBYET O/IHOMY JIEMCTBUIO, a JIEHUCTBUS BBI3BIBAIOTCS /IPAliBEPHOI 1TPO-
rpaMmoii npunoxkenus Spark. Kak mbr yske obcysknanu B nogpasmaene «DyHKImMU Haj
Habopamu RDD: npeobpasoBanust u jeiicTBUSA» Ha C. 35, 1efCTBYE, B 4ACTHOCTH, MOKHO
MPECTaBUTh KAK HEUTO mepeMentaiiee fanHbie n3 «RDD-mupa Sparks B Hekyto apy-
ryio cucteMy xpaHeHust (0OBIYHO TIepeIaBast JaHHBIE PAWBEPY UITN 3AIUCHIBAST B JIPYTYIO
YCTOMUUBYIO CUCTEMY XPAHEHUS ).

Pe6pa rpada BeinosHeHus Spark ¢popMupyoTes Ha OCHOBE 3aBUCHMOCTEH MEKILY
cekiugaMu B 1peobpasosanugax Habopos RDD (kak nokasano na puc. 2.2 u 2.3).
CuteioBaresibHO, y OIEPAIAHU, BO3BPAIIAIOIIEH HEUYTO OTINIHOE OT HAOOPa, HEe MOKET
ObITH IOYEPHUX JIEMEHTOB. SI3bIK TeopuH TpadoB TMO3BOJIAET CKAa3aTh, UTO HTO JIeHCTBIE
dopmupyer «sct> B DAG. CuiesroBatesibHo, ¢ O{HUM Tpad oM BBITTOJTHEHUST MOKHO
CBSI3aTh TMPOU3BOJIBHO GObIIOI Habop mpeobpasoBanmii. OaHAKO Cpas3y XKe Mmocie
BbI30Ba JieiicTBUst Spark Tepser BO3MOKHOCTD 100aBJISATh 9J1€MEHTHI B IaHHbII rpad.
ITpusokeHue 3amyckaeT 3aanne, BKIAYaoIee Mpeodpa3oBaHust, HCOOXOIUMbIE JJIst
BBIYMCJIEHHS BBI3BABIIErO JieiicTBIE nTorosoro Habopa RDD.

STansbl

Hamomuum, uto ppeitMBopk Spark ocyIiecTBiseT 0TI0KeHHOe BBIYUCIEHIE TPpeobpa-
30BaHUil; MOCJEHNE HE BEIYUCISIOTCS JI0 TEX TIOP, TIOKa He GyJIeT BBI3BAHO JICHCTBHE.
Kak y:ke ymommHamoCh, 3aJJaHNe OIpeiesisieTcs MyTeM BbI3oBa JeiicTBrusd. OHO MOXKET
BKJTIOYATH O/THO WJIM HECKOJIBKO MTPeoOPa30oBaHNi, TIPUYEM THPOKKE MPeobpasoBaHmst
orpesieisiioT pasdreHue 3alaHnil Ha smanwt (stages).

KaskmoMy aTaly cCOOTBETCTBYET Co3laBaeMast HIMPOKUM IIPeobpa3oBaHieM B IIPOrpaMMe
Spark neperacoBounas 3aBucrMocTb. Ha BBICOKOM YPOBHE 3Tall MOKHO PaccMaTpuBaTh
Kak HaOop BulYKCIeHUN (3aa4 ), KaK/0€ U3 KOTOPIX BBIIIOJHSIETCH OHUM UCIIOJHUTE-
JieM 06e3 B3auMOJICHCTBYS C IPYTUMHE MCIOJTHUTEISIMU WK ApaiiBepoM. VIHBIMU cT0Ba-
MU, TPaHUIIa HOBOIO 3Talla OlpeesisieTcsl He0OXOAMMOCTBIO CETEBOI0 B3aMO/IeHCTBUS
MesKLy pabourMU y3J1aMK, HallPUMeED TIPH [IEPETACOBKE.

Cwm. 6oaee noapodbnoe onucanue TaskScheduler na https://jaceklaskowski.gitbooks.io/
mastering-apache-spark /content/spark-TaskScheduler.html.
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Takwe 3aBucUMOCTH, (GOPMUPYIOTITNE TPAHUIIBI ATATIOB, HA3BIBAIOTCS MEPETACOBOUHBIMU
(ShuffleDependencies). Kak mMbl yske ynmomuHanu B nojpaszese «llupoxue n yskue
3aBUCUMOCTH» Ha C. 36, K IepeTacoBKaM MPUBOJSAT T U3 MUPOKUX MTPeobpasoBaHMii,
KOTOpBIE TPEOYIOT mepepacnpeieleHust JAaHHBIX 10 CeKIMAM, HalpuMep Kak sort
1 groupByKey. Heckobko mpeo6pa3oBanHuil ¢ Y3KUMI 3aBUCHMOCTSIMUA MOKHO CTPYTI-
MMUPOBATDH B OJUH JTAIL

Kax Mbr Buziesn B 06pasiie mojicueta KOJINYeCTBa BXOK/CHUN CJIOB, B KOTOPOM (DHIb-
TpoBaJIK cTom-cjoBa (cM. mpuMep 2.2), dpeiiMBopk Spark ymeer oObenuHTh HIaru
flatMap, map 1 filter B OZ[UH 9TaIll, MOCKOJbKY HU OZHO M3 YKA3aHHBIX Hpeo6pa30BaHHﬁ
He Tpebyer neperacoBku. Ciie[oBaTeIbHO, BCE UCTIOJHUTEIH MOTYT IPUMEHSITD ATl
flatMap, map 1 filter 1ocaenr0BaTeNbHO, 32 OJUH IPOXO/L JAHHDIX.

Spark oTcnexvBaeTt cekumMoHMpoBaHue Habopos RDD, Tak yUToO He TpebyeT cekumo-
HupoBaHus ogHoro RDD Ha ocHoBe oaHoro obbekTa Partitioner 6onee ogHoro pasa.
3TO BneYeT uHTepecHble nocneacTeus A1 DAG: oaHU 1 Te e onepaumn Hag, Ha-
60pom RDD ¢ 13BeCTHbIMM Crocobamm cekumoHpoBaHus 1 RDD 6e3 TakoBbIX MOryT
NpMBOAUTb K Pa3HbIM rpaH1LiaM 3TarnoB, Nockosbky RDD ¢ uMmetoLelics uHdpopma-
LMeN 0 CEeKLMOHMPOBaHUM HYX/bl MepeTacoBbiBaTh HET (@ 3HAUUT, nocieaytoLme
npeobpazoBaHWst OTHOCATCS K TOMY e 3Tany). MNocneacTsuns Hannums nHpopMaumm
0 CEKLMOHMPOBaHUM NS BbIMMCIIMTENBHOrO NpoLecca Mbl 06cyanM B rnase 6.

ITockosIbKy TpaHUIIbl ATAMIOB TPEOYIOT B3AUMOJIEHCTBUSI € JIPAWBEPOM, TO OTHOCSIIIINECST
K OTHOMY 33JIaHHIO ATAMTBI OOBIYHO MPUXOIUTCST BBITIOIHATE TTOCIEIOBATEHHO, A He Mapai-
sestbHo. [Toceraee BO3MOKHO, €CJTN ATATTBI UCTIONB3YIOTCS /TSI BRIYUCTIEHUS PA3TMUHBIX
nabopoB RDD, o6benntsieMbix B oOpaTHoe IpeoOpasoBanue, Harpumep join. OgHako
HeoOXOIMMOe /Tt BhIUKCIeHUs ofHOTO Habopa RDD mmpokoe npeobpasosatue HyKHO
BBIYUCIIATE TTOCJE0BATENBHO. VICXO/I M3 BBIIIECKA3aHHOTO, OOBIYHO JKEeJIAaTETbHO MPO-
EKTUPOBATH TIPOTPAMMBI TaK, YTOOBI TPEHOBAIOCH MEHBIIEE KOJTUYECTBO MEPETACOBOK.

3agaum

Irarbl cocToAT U3 3a1a4. 3adaua (task) — camblii MajeHbKUI OJIOK MepapXUU BIIIOJI-
HEHWS, KKAsT 33/1a4a COOTBETCTBYET OJTHOMY JIOKaJIbHOMY pacueTy. Bee 3asaun ogiHOTO
ATara BBITIOTHSIET OIUH 1 TOT JKe KOJI, HO JIJIST Pa3/INIHBIX 37IEMeHTOB TaHHbIX. O/THA 3a/1a9a
He MOJKET BBIIIOJHAThCS OoJiee yeM B OAHOM ucnoaauTresne. OIHaKo y KasKA0ro UCIIOJ-
HUTEJIST €CTh IMHAMUYECKH BbIJIEJISIEMOE KOJIMYECTBO CJIOTOB JIJISI BBITIOJTHEHUST 3a/1a4,
1 OH CHOCOGEH BBIMOJHATH HECKOJIBKO 3a/1ad [apaJlieJIbHO B TEUEHIE CBOErO KU3HEH-
HOTO 1uKIa. KommdecTBo 3a/1a4 aTana cOOTBETCTBYET KOJUIECTBY CEKITUI BBIXOTHOTO
Habopa RDD ganHoro srama.

Pucynok 2.6 eMoHCTpUpYeT BhIYKCIeHNe 3a1a4un Spark, KoTopas siBJsieTcs pesyJibTa-
TOM JIPAfBEPHON MPOTPAMMBI, BBI3BIBAIOIIEH MPOCTYIO mporpaMmy Spark, mokazaHHyo
B ripuMepe 2.3.
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[parBepHas nporpamma KOMMNOHEHT nepapxmmn
BbINOJIHEHMS
CTtpykTypa 3apaHus Spark 3anaun
il ,/_,:
rdd.filter ilter
‘map OTtan 1 map ?‘
A o —
rdd.groupBy groupBy | —>
"map OTtan 2 map <_:
A o —
dd.sortByK —
rdd.sortByKey
count Otan 3 | sortByKey ?‘

Puc. 2.6. CxeMa 3TarnoB Ans npocTol nporpamMmbl Spark, nokasaHHoi B npumepe 2.3

Mpumep 2.3. [leMOHCTPaLMs rpaHuL, 3Tarnos AJ1s PasfnyHbIX TUMOB NpeobpasoBaHuUi

def simpleSparkProgram(rdd : RDD[Double]): Long ={
// 3Ttan 1
rdd.filter(_< 1000.0)
.map(x => (x, X) )

// 3Tan 2

.groupByKey ()

.map{ case(value, groups) => (groups.sum, value)}
// 3Tan 3

.sortByKey ()

.count()
}

ITanbl (TeMHbIe TPAMOYTOJBHUKN ) OTPAHUYMBAIOTCS OTIEPAllMAMU MEPETACOBKU
groupByKey u sortByKey. Kaxk/plil aTarm cCoCTOUT U3 HECKOJIBKUX 33/1a4, BBITIOJIHAEMbIX
MapaJIeJIbHO: TI0 OHOT JITISt KayKIOH CEKINHU B MOJTYYaeMOM pPe3yIbTaTe mpeodpa3oBa-
Huit RDD (mmokasansl B Bujie CBETJIBIX TIPSIMOYTOJBHUKOB).

Kiacrep He 06513aTe/IbHO BBITIOJIHAET BCE 3ajla4l [/ KAsKAOTO 9Tl MapajieabHo.
¥ Kax10ro UCIOJHUTENS eCTh HeCKoJIbKO faep. KommyecTBo g1ep B pacyeTe Ha UC-
TOJTHUTEJST HACTPAWBAETCST HA YPOBHE TMPIJIOKEHNUST, HO OOBITHO COOTBETCTBYET KO-
andectBy (pusnueckux sinep xaactepal. KoanuecTBo 0HOBPEMEHHO BBIIOJHIEMbBIX

! Cwm. uH(OpPMAIINIO 0 HACTPOITKE KOJIMYECTBA sI/IeP U COOTHOMIEHUSIX MEKLY KOJIMUYECTBOM sijiep
Spark u CPU B pasaene «OcHoBHble HacTpoiiku Spark Core: CKOJIBKO PecypcoB HY/KHO BbI-
JEJISITh NPUIIOKeHMI0 Sparks npuioxeHust.
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(hpeltMBOPKOM 3aj1au He MOJKET MPEBBIIATEH 00Iee KOTNIECTBO SAEP NCTTOMHUTEENH,
BBIJIEJIEHHBIX MTPUJIOKEHNIO. MaKcuMaibHOe KOJMYEeCTBO 3aJaH1iT MOKHO PACCUUTATD
Ha ocHose mapametpos u3 Spark Conf o caemyiomieit hopmyaie: obiee KOTUIECTBO
S7iep UCTIOTHUTeNIeH = KOJMYECTBO sI/Iep B pacueTe Ha NCTIOJTHUTEIST X KOTIMIECTBO HC-
nosiHUTesel. Ecm KomuecTBO ceKIuii (a 3HAYUT, M KOJTMYECTBO 3aj1a4) TPEBBINIACT
KOJIMYECTBO CJOTOB JIJIS BBITOJHEHUS 3a/1a4, TO JIUIITHUE 331241 Oy/IyT HA3HAUEHBI ¥C-
MOJTHUTEISIM TTOCJIE 3aBEPIIEHIST TEPBOTO TIMKJIA BBITIOJTHEHS 3a]1a4 1 OCBOOOKICHYIST
pecypcoB. B 6obIMHCTBE CIy9aeB Bee 3aa4n OJIHOTO TATA TOJKHBI 3aBEPTITHTHCST 110
Havanma ciexyiorniero. I[Iporece pacmpenenenus yKa3amHbIX 3a1a4 BBITTOJHIETCS 00b-
eKkToM TaskScheduler 1 MOJKET Pa3IMYATHCSI B 3aBUCUMOCTH OT TOTO, CIIOJIb3YeTCsT JIN
HeAUCKPUMUHAIIMOHHBIH maaHupoBiink win FIFO-mmanuposiuk (cM. obcyxkaeHmne
B myHKTe «Ilmanuposinuk Spark mo ymosuanuio» Ha c. 40).

B kakoii-To Mepe 1mpocTeiinmii crrocod npeacTaBUTh MO BbIIOIHEHNsT Spark — cum-
TaTh, 4TO 3azanue Spark npezacrasisger coboii Habop npeobpaszosanuii Habopa RDD,
HEOOXOAMMBIX JIISt BBIYUCJIEHNST OHOTO UTOTOBOTO pe3yJsbrata. Kaxapiii atam coot-
BETCTBYET y4aCTKy paboThl, KOTOPbII MOKHO BBIIOJHUTH O€3 BOBJIeYeHus ApaliBepa.
JpyrumMu cioBaMu, BBIYUCIEHNE OHOIO dTala MOKHO OCYLIECTBUTH (€3 IepeMeleHust
JMAHHBIX MEKIY CeKIMIMH. B paMKax OHOIO sTamna 3ajia4d — eJAMHUIbI PabOThl, BbI-
TTOJTHSIEMON /IS KayKAOU U3 CEKITUI JaHHDIX.

Pe3tome

OpeiimBopk Spark mpeiaraer nepeoByo 3(hHEKTUBHYIO MOJIEND TTAPAJLIETbHBIX BbI-
YUCJIEHNIT, OCHOBAHHYIO HA OTJIOKEHHOM BBIYUCIEHUH HEM3MEHSIEMBIX, PACIIPe/IeIeHHbIX
Ha0OPOB JIAHHbBIX, U3BECTHBIX 1107 HazBarueM RDD. Spark obecnieunsaer Buaumocts RDD
Kak uHrepdeiica 1 BO3SMOKHOCTb MCII0Ab30BaHus MeTo10B Habopos RDD 6e3 Beskux
3HaHMI 00 X BHYTPEHHEH peajnsaluiu, OAHAKO IIOHMMaHue HI0AHCOB UX YCTPOHCTBA
CI10cOOHO IIOMOYb IIPK HaIMCaHUK GoJiee IPOM3BOAUTEIBHOTO Koga. B cuity ymenus
Spark BBIIOJIHATH 3alaHus TTAPAJIE]bHO, BBIYUCISATD 3aaHKs] B HECKOJBKUX y3J1aX
U OCYIIECTBJISATH OTJIOKeHHOE (hopmupoBaHe RDD, o106HbIE JIOTHYECKIE TATTEPHBI
MOTYT IIPUBOAUTD K HIMPOKOMY BapPbHPOBAHUIO IIPOM3BOAUTENILHOCTH,  OIIIOKH CII0CO0-
HBI TIPOSIBJISITHCS B CaMbIX HEOKUIaHHbIX MecTax. CiieZ1oBaTe/IbHO, 4TOObI IIKCATh U OT-
JIKIBATh KOJI Spark, BaxkKHO OHUMATh CTPYKTYPY MOZEJIH €ro BbiojiHeHus. BoJee Toro,
¢ omotipto APT Spark yacto MOKHO TI0/Ty4aTh OJIHU U TE JK€ PE3YJIbTATHI MHOKECTBOM
PasIMYHBIX CII0COO0B, 1 TIyOOKOEe IOHUMaHKUE TOI0, KaK IIPOUCXOIMUT BbIIIOJHEHKE Ba-
1IeTO KO/Ia, TO3BOJIUT ONTUMU3NPOBATH €0 TIPOU3BOIUTENLHOCTD. B 3TOIT KHUTE MBI CO-
CPEJOTOUNMCS Ha criocobax MPOeKTUPOBAHUS MPUJIOKeHNi Spark, Garogapst KOTOpbIM
BO3MOKHO MUHIMU3UPOBATDH CETEBON TpadUK, OMMOKHU MAMSTH U 1IeHYy cOOeB.



Habopbl DataFrame/Dataset
n Spark SQL

Mouy.ib Spark SQL u ero unrepdeiicsl DataFrame 1 Dataset — Oyayuiee Spark B cMbic-
Jie ipousBouTenbHocTH. QN obecreunBaioT Hosee a(hheKTHBHBIE BAPHAHTHI XPAHEHVST
JaHHBIX, TIPOBUHYTHIN ONTUMU3ATOP U OTIEPAIINN HEMOCPEACTBEHHO HAJl CEPUATI30-
BAHHBIMU JIAHHBIMU. DTH KOMIOHEHTHI UCKIIOUUTETBHO BAKHBI 11T MAKCUMU3AIH
npoussoauTeabuocTy Spark (puc. 3.1).

Bpems BbinonHeHus: metoabl RDD reduceByKey,
groupByKey 1 DataFrame

0
3
2 12000 000 000 - 00
5 reduceByKey
:5 [ RDD
3 9000000000 groupByKey
5 DataFrame
=
b3
2
< 6000 000 000
I
15
3000000000
=
=
5 JI_II_II__II_II_II_II_II_II__IL
@ 0
UNtepaumns

Puc. 3.1. OTHocuTenbHasi nponssoanTenbHOCTL Habopa RDD no cpaBHeHuto ¢ DataFrame, nonyyeHHas
€ nomolwbto Tecta SimplePerfTest, 0CHOBaHHOIrO Ha BbIYMCIIEHUWN CPEAHEN NYLIMCTOCTU NaHzA

ITO OTHOCUTENHHO HOBbIe KOMIIOHEHTHI: HHTepdeiic Dataset nossuics B Spark 1.6,
DataFrame — B Spark 1.3, a gBmkok SQL — B Spark 1.0. B nanHoii riiaBe Mbl HAyunM Bac
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npuMeHsaTh WHCTpYMeHThl Spark SQL onrumanbabiM 06paszom u coderath Spark SQL
¢ OOBIYHBIMHE OTIepaIusMu Spark.

®yHKUMOHaNbHOCTb Habopos DataFrame dpeiiMBopka Spark o4eHb OTIMyaeTcs

OT TpaaMuMoHHbIX DataFrame, Hanpumep, B a3blkax Panda u R. XoTs Bce oHu

paboTaloT CO CTPYKTYPUPOBAHHLIMWU AaHHbIMM, Ba)KHO He MosiaraTbCs Ha CBOM
\ HapaboTaHHble MHTYUTUBHbIE NpeacTaBneHmnst o DataFrame.

[Tono6ro Habopam RDD, naGopbl DataFrame u Dataset npeacTaBiasgior coboil pacipe;ie-
JleHHble Kojulekiuu ¢ orcyrersylomieil B RDD pononnuresnsuoil undopmalueii o cxe-
Me. [Tocneansis ucnosbayercst st obecriedeust 6ojiee 3(hHEKTUBHOTO CIIOS XPAHEHHMSI
(tungsten), a Takske B onTuMmsarope (catalyst) A/ OCyIIeCTBIEHNS JOTOJTHITENbHbIX
orrruvusarid. ITomnmo nH(OpMAIN 0 cxeMe, PH BBITIOJHEHU I Ollepaliiii Haj Habopamu
DataFrame 1 Dataset ONITHME3ATOP CIIOCOOEH TPOBEPSITH JIOTHKY, & HE ITPOCTO MTPOU3BOJIb-
ubie pynkiun. Habop DataFrame nipezcrasisieT coboii Habop Dataset clelaIbHbIX 00b-
€KTOB THIIa Row, Y KOTOPOTO OTCYTCTBYET KaKasi-IMO0 POBEPKa TUIIA Ha aTarle KOMITHISI-
1un. Cusibho tunmsuposanibiii API Dataset 0coGeHHO BbIIe/ISIeTCs IPU UCIIOJIb30BAHUI
¢ RDD-nono6HbiME (DYHKITMOHAIBHBIMI OTlepaliisiMi. 110 cpaBHEHHIO ¢ TIPUMEHEHUEM
HabopoB RDD nipu obpaiiieHnn K DataFrame OITHMU3aTOP Spark MosKeT JIydliie TIOHSITh
HAIll KO/l M HAIIU JaHHbIe, OJ1arofapst 4eMy CTAaHOBUTCSI BO3MOKEH HOBBIN KJIacC OITH-
MU3AINI, KOTOPBIA MBI PACCMOTPUM B pazjiesie «ONTUMU3aTOP 3aIIPOCOB» ATOH IJIABBL

HecMoTpst Ha MHOXECTBO BEIMKOSENHbIX YCOBEPLLIEHCTBOBaHMM, BHOCUMbIX Spark SQL
n Habopamn DataFrame un Dataset, y HUX BCe paBHO eCTb OTAe/lbHble «LIEepPOXO-
BaTOCTM» MO CPABHEHWIO C 06bIYHOM 0O6PabOTKOM C MOMOLLBIO «CTaHAAPTHbLIX»
\ HabopoB RDD. B API Dataset, Ha MOMEHT HanMCaHUs AAHHOW KHUMM TOMbKO MO-
SIBUBLLEMCS, BEPOSITHO, ByAyT BHECEHbI HEKOTOPbIE 3MeHeHWs1 B ByayLumx Bepcusix.

[epBble Wwarn B ncrnosib3oBaHmMm SparkSession
(vnn HiveContext, nnn SQLContext)

[Momo6mHo TOMY Kak Kiacc SparkContext sIBISETCST TOUKOM BXO/A [T BCEX TPUITOKE-
umit Spark, a kmacc StreamingContext — /s BCeX TMOTOKOBBIX TMPHJIOKEHHH, KIace
SparkSession CTysKUT TOUKO# BXoma st Spark SQL. AHATOTHYHO BCEM OCTANLHBIM
Spark-kommonenTam /71sT HeTo HEOOXOMNMO UMTTOPTHPOBATH HECKOIBKO TOTIOTHITETh-
HbBIX KOMITOHEHTOB, KaK 1ToKa3aHo B rnipumepe 3.1.

Mpu NCNonb30BaHWM KOMaHAHON CTPOKM Spark aBTOMaTUYeCcKkM NpeaocTaBnseT-
cs1 ak3eMnnap knacca SparkSession ¢ umeHem spark B AononHeHMe K 06bekTy
SparkContext ¢ nMmeHeM sc.
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Mpumep 3.1. UmnopTsl Spark SQL

import org.apache.spark.sql.{Dataset, DataFrame, SparkSession, Row}
import org.apache.spark.sql.catalyst.expressions.aggregate._

import org.apache.spark.sql.expressions._

import org.apache.spark.sql.functions._

MNceBaoHnm Tna DataFrame = Dataset[Row] si3bika Scala B Java He paboTtaeT —
BMECTO Hero HeobxoMMo Mcnosnb3oBaTk Dataset<Row>.

N\

O6mbekT SparkSession 0GbIYHO cO31aeTCs ¢ MOMOIIbI0 marTepHa « Crpontesib» (Builder)
1 MeTo/a getOrCreate(), BO3BPAIIAIONIETO TEKYIITUI CEaHC, €CJIU TAaKOBOM yiKe CyIiie-
cTByeT. «CTpouTesib» MPUHUMAET Ha BXOJIE KIIOUN KOH(MUTYpAIUu B CTPOKOBOM BH/IE
config(key, value) U coKpalleHusA, UMEIOIINECH JId MHOKECTBA PACIIPOCTPAHEHHBIX
mapameTpoB. O[HO 13 CaMBIX BasKHBIX COKpAIeHUH — enableHiveSupport(), oGecrieun-
Barolee 10CTyI K nojibsoarebekuM Gyrkuusaym UDF CYB/I Hive 6es Heob6xoaumocTu
ycranosuth Hive (X0Ts1 HeKOTOpPBIE oo HuTE bHBIE JAR-(aiiibt Bee jke moHag06s1TCsl,
KaK BBl MOJKeTe y3HATh U3 pasiena «3asucumoctu Spark SQL» nanee). Ipumep 3.2
JEMOHCTPHUPYET cozanue oO0bekTa SparkSession ¢ nomuepskkoii Hive. Cokpatietue
enableHiveSupport() He ToibKO HacTpauBaeT Spark SQL s npyMeHeHUs TUX
Hive JAR, HO u IpoBepsieT BO3MOKHOCTD MX 3arpys3Kku, obecrieunsas 6ojiee MOHSTHbIE
coobmienuss 06 omubKax Mo CPaBHEHUIO ¢ YCTAHOBKON MapaMeTpOB KOH(MUTYPAIHH
BpYyUYHYIO. B 11e7T0M peKOMeHIyeTCsT UCIOTh30BaTh MePeUncIeHHbIE B IOKYMEHTAIIUN
APT (http://spark.apache.org/docs/latest/api/scala/index.html#org.apache.spark.package) co-
KpalieHHbie (hOPMBI 3AMUCH TTPU X HAIMYHH, TIOCKOJIbKY B YHUBEPCATBHOM UHTEpdetice
config HUKaKUX IIPOBEPOK HE IIPOU3BOJAUTCAL.

Mpumep 3.2. CozaaHne obbekTa SparkSession

val session = SparkSession.builder()
.enableHiveSupport()
.getOrCreate()
// WmnopTtupyem implicits?!, B oTnuume ot Spark Core, rpe HesBHble GYyHKUUM
// 3apaHbl B KOHTEKCTe
import session.implicits._

Ecnun npu ncnons3oBaHumu getOrCreate() oKaXeTcs, UTO CeaHC yXe CyLLeCTBYET,
TO BCe BallM napameTpbl KOHDUrypaumm MoryT 6biTb MPOMrHOPMPOBaHbI U Mpo-

\ CTO 6yZeT BO3BpALLEH 3TOT CYLUECTBYHOLUMIA ceaHC. HekoTopble napaMeTphbl, Ha-
npuMep master, Takxe 3a4eNCTBYIOTCS TOIbKO B OTCYTCTBUE BbIMOJTHSIOLLErOCS!
SparkContext, MHaue cTaHeT NPUMEHSTBLCS 3TOT 06BEKT.

! HestBHble (yHKIMHU, TIPEIHAZHAYEHHbIE /IS TPE0OPa30BaHUs PACIIPOCTPAHEHHBIX 0OBEKTOB

s3pika Scala B Habopor Dataset. — ITpumeu. nep.
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o Bbiycka Spark 2.0 BMecTo SparkSession HCIOJIB30BAIKCD JBE OTAEIbHbIE TOUKN
Bxo/a /st Spark SQL (HiveContext u SQLContext). VX Ha3BaHUsI, BEPOSITHO, HECKOJIBKO
BBOJISIT B 3a0JIysK/I€HNE, TAK YTO BAKHO OTMETUTD: HiveContext ne mpebyem yCTaHOBKH
Hive. OcnoBras npuunHa npuMenenns SQLContext — HaM4re KOH(MIMKTOB C 3aBUCH-
MmocTsimu Hive, Kotopble He yaaeTcst paspeiinTb. B kiacce HiveContext umeercst GoJiee
COBEPIIEHHBIN CUHTAKCUYECKUI aHATU3aTOP M0 CPABHEHUIO C KJIAacCOM SQLContext,
a TakyKe JOIOJTHUTEbHbIE Mob3oBareabekie pyukuuu (UDF)! [Ipumep 3.3 nemon-
CTpUPYET CO3/IaHUe YHACIEOBAHHOTO OT MPEKHUX Bepcuii HiveContext. Jlyurie Bcero
3a/1eMiCTBOBATH KJAacC SparkSession 110 BO3MOKHOCTH, Jlajiee 110 CTeIIeHU IIPeoYTH-
TEJBLHOCTH UJET HiveContext, a 3aTeM SQLContext. /lamexo He Bce GUOMMOTEKH, TakKe
He Bech Koj1 Spark, Gbl1 MOJEPHU3UPOBAH /IS HCIIOJIb30BAaHUsT Kiacca SparkSession,
U B PSifie CJIyYaeB BbI CTOJKHETECH ¢ (DYHKIMSIMU, KOTOPBIE OKUIAIOT HA BXO/AE 00BEKT
SQLContext uiau HiveContext.

Mpumep 3.3. Cozpanve sk3emnnsgpa knacca HiveContext

val hiveContext = new HiveContext(sc)

// WmnopTtupyem implicits;

// B oTnnyne ot Spark Core, rpe HeABHble OYHKUMW 3aAaHbl B KOHTEKCTe
import hiveContext.implicits._

[Tpy HEOOXOAMMOCTH UCIIOJIH30BATh OJUH 13 ycTtapeBImmx nHTepdeiicoB (SQLContext
nin HiveContext) MOTYT OKa3aThCSI TTIOJIE3HBI I0OTIOTHUTETbHBIE UMIIOPTHI, TPUBE/IEHHbIE
B ipuMepe 3.4.

Mpumep 3.4. IMnopTbl yHacnegoBaHHbIX knaccos Spark SQL

import org.apache.spark.sql.SQLContext
import org.apache.spark.sql.hive.HiveContext
import org.apache.spark.sql.hive.thriftserver._

MonyyeHne o6bekToB SQLContext unm HiveContext n3 ob6bekta SparkSession BHe
obnactu BuanMMoctu org.apache.spark noaaep>xmBaeTcs Naoxo, OAHAKO MOXHO
BOCr0/1b30BaThbCst MeTofoM getOrCreate.

3aBncnmocTu Spark SQL

IMTomo6HO ocTaabHBIM KOMIIOHEHTaM (hpeiiMBopKa Spark, ucmosb3oBanue Spark SQL
Tpebyer 1006aBIeH s IOMOJHUTENBHBIX 3aBUcUMOcTeil. [Ipu Hamnanu KOH(GIUKTOB ¢ Ka-
kumu-m60 Hive JAR, KoTOpbIe He TIOIyYaeTcst CIPABUTH € MOMOIIIIO MTarnHa shade,
BBl OKA3bIBACTECh OTPAHWYEHBI OJJHUM TONBKO JAR spark-sql — XoTs X0Ten0Ch Gb

! UDF no3BoJisIioT paciipsith BO3MOKHOCTH SQL, HanpuMep BbIYUCIISITH T€OITPOCTPAHCTBEH-

HOE€ PAaCCTOAHNE MEK/TY TOYKaAMU.
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UMeTh J0CTYT K 3aBucuMocTsiM Hive, He mpuberast K He0OX0UMOCTH BKII0YaTh JAR
spark-hive.

st akruBusanuu noguepxku Hive B o6bexre SparkSession Wiin HCIIOJIb30BAHS
HiveContext ciemyeT 106aBUTH B CIICOK 3aBUCUMOCTeH 06a KOMIOHeHTa SQL 1 Hive
dpeiimBopka Spark.

B cayuae coBmectumbix ¢ Maven cuctem c60p1<1/1 azpeca KOMIIOHEHTOB SQL u Hive
dpeiimBopka Spark OyayT cieayrommMu: org.apache.spark:spark-sql_2.11:2.0.0
u org.apache.spark:spark-hive_2.11:2.0.0. [Ipumep 3.5 1eMOHCTPUPYET J0baBICHUE
ux B «06bIuHYI0» sbt-c6opky, a npumMep 3.6 — aHATOTUUYHBII MPOIECC [/ OJIb30Ba-
teseit Maven.

Mpumep 3.5. [lobaBneHne koMnoHeHToB SQL 1 Hive dpeiiMBopka Spark B «06bluHyto» sbt-c6opky

libraryDependencies ++= Seq(
"org.apache.spark” %% "spark-sql" % "2.0.0",

o,

"org.apache.spark" %% "spark-hive" % "2.0.0")

Mpumep 3.6. [Job6asneHve komnoHeHToB SQL 1 Hive dpeiiMBopka Spark B pom-caiin Maven

<dependency> <!-- 3aBucumocTtb Spark -->
<groupId>org.apache.spark</groupId>
<artifactId>spark-sql_2.11</artifactId>
<version>2.0.0</version>

</dependency>

<dependency> <!-- 3aBucumoctb Spark -->
<groupId>org.apache.spark</groupId>
<artifactId>spark-hive_2.11</artifactId>
<version>2.0.0</version>

</dependency>

YnpaBneHue 3aBucumocTsMm Spark

XoTst yIpaByIsiTh STUME 3aBUCUMOCTSIMU BPYYHYIO — HE OCOOEHHO CIIOKHAST 3a/1aua, OHa
upeBaTa onmbKaMu pu 0OHOBJIeHUH Bepenit. [TmaruH sbt-spark-package (https://github.com/
databricks/sbt-spark-package) ynpoiaer ynpasienue 3apucuMoctssMu Spark. O6bramo on
UCIIOJIb3YETCS JITIST TAKETOB, CO3/AHHBIX COOBIIECTBOM Pa3paboTynkoB (06CYKIaeMbIX
B mymkTe «Cosmamnme makera Sparks ma c. 299), Ho mose3eH u Tpu cOOPKe 3aBUCSIIETO
ot Spark T1O. [/l nobasierns aT0ro miaruta B sht-c6opky Heo6XoaMMo co3aaTh (haii
project/plugins.sbt 1 yOeUTHCsI, YTO OH COMEPIKUT TIPUBEICHHBIN B ipuMepe 3.7 KOjt.

Mpumep 3.7. BkntoueHue sbt-spark-package B daiin project/plugins.sbt

resolvers += ["OcHoBHOI peno3uTopuii naketoB Spark" at
"https://dl.bintray.com/spark-packages/maven"]

addSbtPlugin("org.spark-packages" % "sbt-spark-package" % "0.2.5")
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Jlnst byHkmoHupoBanus spark-packages HEOOX0IUMO yKa3ath Bepcuto Spark u o
Kpaiiieit Mepe oxni koMmoHeHT Spark (core). ITo MOKHO cieTaTh B HACTPOITKAX sbt,
KaK MoKa3aHo B mpumepe 3.8.

Mpumep 3.8. 3agaHne Bepcum Spark 1 KOMMNOHEHTa core

sparkVersion := "2.1.0"
sparkComponents ++= Seq("core"

[Tocse ycTaHOBKU W HACTPOIKY TImarnHa sbt-spark-package MOKHO T0OABUTD
TpebyemMble KOMIOHEHTHI Spark mpocto myTem mobaBiaerus SQL U Hive B CIUCOK
sparkComponents, Kak 1moka3aHo B rnipumepe 3.9.

Mpumep 3.9. JobasneHne koMnoHeHToB SQL u Hive dpeiimBopka Spark B cbopky sbt-spark-package

sparkComponents ++= Seq("sql", "hive", "hive-thriftserver", "hive-thriftserver")

Xorst 910 He 06513aTEIBHO, HO €I Y Bac yoke ecth Hive Metastore, K KOTOPOMY BbI XOTe-
Jit GBI OZIKJIIOUYATRCST ¢ TOMOIIBIO Spark, To MoskeTe cKomupoBath (aii hive-site. xml
B KaTaJsior conf/ hpeliMBopKa.

Bepcusa Hive Metastore no ymonuyanuio — 1.2.1. 1ns Mcnonb30BaHUS ApYrnx
BEpCUii Heo6X0AMMO 3a4aTh 3HaUeHMe cBoicTBa spark.sgl.hive.metastore.version
paBHbIM XKenaeMol Bepcuu, a Takke caenaTb 3HadeHue spark.sql.hive.metastore.
jars paBHbIM unn maven (4Tobbl Spark Haxoaun u 3arpyxan JAR-apxuBbl), v
CMCTEMHOMY MyTK, NO KOTOPOMY HaxoasATcsa JAR-apxusbl Hive.

NcknioveHne JAR-apxmBoB Hive

Ecom BoI He X0oTHTE 106aBIATH B CBOE MPUIIOsKeHHe 3asucumMoctn Hive, To MoxkeTe mc-
KaounTh KomnonenT Hive gpeiimopka Spark, cosnas BMecTo Hero SQLContext, Kak o-
kazano B ipumepe 3.10. I1o obecrieunBaeT MPaKTHIECKN TAKYIO sKe (DYyHKITMOHATBHOCTD,
HO TIPU 3TOM 33/IeHCTBYETCSI CHHTAKCHUECKNH aHATM3aTOP ¢ MEHBITNMH BO3MOKHOCTSIMA
U OTCYTCTBYIOT HekoTopble ocHoBanHble Ha Hive nmonbsoBatesnbekue pynkuuu (UDF),
a TakuKe moJib3oBaTesbekue pynkimu arperupoBanus (UDAF).

Mpumep 3.10. CozpanHne SQLContext

val sqlContext = new SQLContext(sc)

// WmnopTtupyem implicits;

// B oTnuume ot Spark Core, rpae HesABHble OYHKLUMM 3ajaHbl B KOHTeKCTe
import sqlContext.implicits._

Kax 1 6azoBbie 06beKTHI SparkContext u StreamingContext, 00beKT Hive/SQLContext
WCIIOJTb3YeTCs 11 3arpy3ku aHubIX. JSON — o4yeHb nomysisipublii popMmar, B 4acT-
HOCTH, Ostarogapst yo0CTBY €ro 3arpy3Ky Ha PasMYHBIX S3BIKAX [POrPAMMUPOBAHIISL
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U 110 KpailHel Mepe 4acTUYHO y10004nTaeMocT st yeoBeka. HekoTopbie npume-
DBl IAHHBIX U3 HaIlllell KHUTU UMEHHO TI09TOMY U NPUBEJIEHBI B YKa3aHHOM dopmare.
JSON ocobeHHO nHTEpeceH oTcyTeTBHEM MH(DOPMAIINU 0 cxeMe, 1 ppeidMBopKy Spark
OPUXOJUTCS TIPOJIENBIBATD HEKIET 00beM PabOTHI st OMIPEIEEHUST CXEMBI 10 Me-
fonMcsa ganabiM. Cunrakenueckuii pasbop JSON MoskeT oTpeboBaTh 3HAYUTEIbHBIX
BBIYMCJUTENbHBIX 3aTPaT; B PsI/ie TIPOCTHIX CIyJYaeB 3aTPaThl HA CHHTAKCUYECKUI pas-
60p BXOAHBIX aHHBIX B (hopmare JSON MpPeBBINIAOT 3aTPaThl HA BHITOJHEHNUE CAMOI
OTIepaIyi.

Mpsr pacemorpum AP st mosinoit 3arpysku u coxpanenus JSON B mynkTe «JSON»
Ha ¢. 72, HO celfuac Ui Havasa 3arpysuM 00pasell, MOAXOISIIIIA JJIsT U3y IEHUST CXEMbI
(ipumep 3.11).

Mpumep 3.11. 3arpyska AaHHbIX B popmaTe JSON

val dfl = session.read.json(path)

He crecHsiiiTech 3arpysuth coOCTBeHHbIE aHHbIe B hopmare JSON, HO pu OTCYTCTBUM
TAKOBBIX 3aIJIIHUTE B IIPUMEpPhI 13 Katasora pecypcos Ha GitHub (https://github.com/
high-performance-spark/high-performance-spark-examples/tree/master/resources). Termneps, 1o-
cJie 3arpy3Kku JaHHbIX B (hopMaTe JSON, MOKHO IPUCTYTIUTD K BBISICHEHHTO TOTO, KAKYIO
cxemy Spark cymest JJorm4ecky BbIBECTH JJIsl HAIIMX JaHHBIX.

OCHOBHbIE CBefieHNS O cxeMax

Nudopmanust o cxeme 1 06 OMTUMHU3AIUAX, KOTOPBIE OHA JETaeT BO3MOKHBIME, —
OJIHO 13 OCHOBHBIX paznnuuil mexay Spark SQL u 6azobim Spark. Vzyuenue cxembl
0COOEHHO TOJIE3HO JIJIst DataFrames, TIOCKOJIBKY B 9TON CUTYAIIMH PEYb He UIET O Mabao-
HU3UPOBAHHOM THIIE, Kak B ciydae HabopoB RDD wuim Dataset. Spark SQL o6erano
06pabaTbiBaeT CXeMbl ABTOMATUYECKH, HEBAJKHO, BBIBEICHHBIE JIOTUUECKY TIPU 3arPy3Ke
JIAHHBIX UJIM BBIYUCICHHBIE HA OCHOBE MH(MOPMAIIUY O POAUTEILCKIX DataFrame 1 mpu-
MEHEHHBIX TIPe0OPA30BAHUSIX.

Ha6opb1 DataFrame IIpegOCTaBIAIOT CXEMY KaK B y/:[06HOM JJ1s1 BOCIIPUATHS Y€JI0OBEKOM
dhopmare, Tak 1 B mporpaMMHOM. MeTosi printSchema() CayKuUT st OTOOPasKEHUST
cxeMbl Habopa DataFrame U Yaiie BCETO WCIIOJIB3YETCs TP paboTe B KOMAHAHOH 060-
JIOUKe, YTOOBI OMPEIEIUTD, C YeM TIPUXOAUTCS UMETh J1e10. OH 0cOGEHHO y100€eH /ISt
Takux (hopMaToB MaHHBIX, Kak JSON, B KOTOPBIX cXeMa He TOHATHA cpasy 1ocJe Mpo-
CMOTPa HECKOJIbKUX 3allMCell WU yTeHus 3aroioBka. [losyunTs cxemy /1 ipuMeHeHus
B IIPOrpaMMe MOKHO ITPOCTO C TTIOMOIIBIO BBI30BA METOIa schema, 4acTo UCIOJIb3yeMOTo
B KoHBelepax npeobpasosanuil ML. II0CKOIBbKY BbI, BEPOSITHO, YKe 3HAKOMBI C Case-
kiaaccamu 1 JSON, To TOCMOTPUM, KaK BBITJIAAETN ObI CXeMbI, 9KBUBAJTEHTHDIE TIPH-
Mmepam 3.12 u 3.13.



OCHOBHbIE CBEAEHUS O CXEMaXxX 53

Mpumep 3.12. [laHHble B hopmate JSON ans cxembl

"name":"mission","pandas":[{"id":1,"zip":"94110","pt":"6onbwas", "happy":true,
"attributes":[0.4,0.5]}]}

Mpumep 3.13. SKBMUBANEHTHbIN case-Knacc

case class RawPanda(id: Long, zip: String, pt: String,
happy: Boolean, attributes: Array[Double])
case class PandaPlace(name: String, pandas: Array[RawPanda])

Terepb, O1TrICaB case-KIacChl, MBI MOYKEM CO3/IATh JTOKATBHBIH 9K3EMILISIP, TPeoOpas3oBaTh
ero B Habop Dataset U BBIBECTH, KaK TTOKa3aHo B ipumepe 3.14, cxemy, mojryaus B pe3yJib-
tare rpumep 3.15. To ke camoe MOXKHO mpojiesiath ¢ qanubiMu B hopmate JSON, Ho 910
moTpebyeT OTAETbHBIX HACTPOEK, KOTOPbIe MbI 06Cy M B TyHKTE «JSON> Ha c. 72.

Mpumep 3.14. Co3paHre Habopa Dataset Ha ocHoBe case-kniacca

def createAndPrintSchema() = {
val damao = RawPanda(1l, "M1B 5K7", "6onbwas", true, Array(e.1, ©.1))
val pandaPlace = PandaPlace("toronto", Array(damao))
val df = session.createDataFrame(Seq(pandaPlace))
df.printSchema()

}

Mpumep 3.15. MHdopMaLms o cxeMe anst BNOXEHHOM cTpykTypbl (.printSchema())

root

|-- name: string (nullable = true)
-- pandas: array (nullable = true)

|-- element: struct (containsNull = true)

|-- id: long (nullable = false)
|-- zip: string (nullable = true)
|-- pt: string (nullable = true)
|-- happy: boolean (nullable = false)
|-- attributes: array (nullable = true)
| |-- element: double (containsNull = false)

IToMUMO CXeMBbI B yI0GHOM JIJIsT BOCTIPUSITHS YeIOBEKOM (hopMaTe, HHPOPMAITHS O CXeMe
JOCTYIIHA TaKKe U B BUJIE, TIOAXOAIIEM JIJIg UCIIOIb30BaHMS B IIporpaMme. JTa cxema
BO3BpaIlaeTcs B KayecTBe StructField, kak nmokasano B mpumepe 3.16.

Mpumep 3.16. Case-knacc StructField
case class StructField(
name: String,
dataType: DataType,
nullable: Boolean = true,
metadata: Metadata = Metadata.empty)

B npumepe 3.17 nokasana Ta jke cxema, 4To 1 B ripumepe 3.15, HO B IIPUTOJTHOM JIJIsT
BBO/Ia B IIporpaMmy opmare.
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Mpumep 3.17. VHdopMaums o cxeMe ans BroXeHHOM cTpykTypbl (.schema()) — oTdopMaTpoBaHo

BPYYHYHO

org.apache.spark.sql.types.StructType

StructField(name,StringType,true),

StructField(pandas,
ArrayType(

StructType(

StructType(StructField(id,LongType,false),

true),true))

StructField(zip,StringType,true),
StructField(pt,StringType,true),
StructField(happy,BooleanType, false),
StructField(attributes,ArrayType(DoubleType,false),true)),

Ternepb MOKHO pa3sdUpaThCs, 4TO O3HAYaeT 9Ta HHGOPMALUS O cXeMe 1 Kak (popMu-
poBaTb 6oJiee caoxkHBIe cxeMbl. HauHeMm ¢ oObekTa Tuma St ructType, cozmepsKaliero
CIUCOK T10J1eil. BaskHO oTMeTUTh: 0ObEKThI StructType MOTYT OBITH BJIOKEHHDBIMU
APYT B ApYyTa, MOAOGHO TOMY KaK case-KJIace MOKET COJEeP/KaTh IPYTHE case-KIacChl.
[Tonst B StructType onUCHIBAIOTCS C TTOMOIIBIO StructField, B KOTOPOM 3a/1aI0TCST MMSI,
tutt (CM. TlepedeHb TUTIOB B Tabu. 3.1 u 3.2) u GyJieBo 3HaUeHHe, YKA3bIBAIOIIEE, MOKET JIN
3HAYEHVIE M0JIsT OBITH HEOIIPEIEIEHHBIM UK OTCYTCTBOBATD.

Ta6nuua 3.1. OcHoBHble Tunbl Spark SQL

Tun a3bika Scala Tun SQL Moapo6HocTn

Byte ByteType 1-GaiiTHBIE TIeJIble YHCIa CO BHAKOM
(—128,127)

Short ShortType 2-GaiiTHbIE 11eJIbIe YMCIa CO 3HAKOM
(—32768,32767)

Int IntegerType 4-GaiiTHBIE TIeJIblEe YKCJIA CO 3HAKOM
(—2147483648, 2147483647)

Long LongType 8-6ailTHBIE 1eJIble YHCIIa CO BHAKOM
(—9223372036854775808, 9223372036854775807)

java.math.BigDecimal Decimal Type Jlecatuunbie 1po6u ¢ POU3BOJIBHON TOYHOCTBIO

Float FloatType 4-6aliTHOE YMCJIO C IJIaBaloIel TOYKOI

Double DoubleType 8-6GaiiTHOE YKMCJIo ¢ IIaBalonell TOYKOii

Array| Byte] BinaryType Maccus 6aiiTo

Boolean BooleanType true/false

java.sql.Date DateType [lara Ge3 undopManuu o BpeMeHn

java.sql. Timestamp TimestampType Jlata ¢ ungopmarmeii o BpeMeHu (¢ TOYHOCTHIO
JIO CEKYH/T)

String StringType CuMBOJIbHBIE CTPOKU (XPAHATCSA B KOAUPOBKE

UTF8)
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Ta6nuua 3.2. CocraeHble Tvnbl Spark SQL

Type(List[StructFields])

BO3MOKHO HEOHOPOIHOTO
THUIIA, aHAJIOTHYHO case-
kJaaccy uian JavaBean

Tvn Tun SQL Moppo6HocTH Mpumep
f3blKa
Scala
Array[T] | ArrayType (element- Maccus a71eMeHTOB Array[Int] => Array
Type, containsNull) oaHoro Tumna, containsNull Type(IntegerType, true)
pasen null mpu Haymrynn
9JIEMEHTOB CO 3HAYEHUEM
null
Map|K, MapType Acconmarusnbiit Maccus | Map[String, Int] => Map
V] (elementTyPe,ValueType, JIAHHBIX TUITA «KJI0Y — Type(StringType, Integer
valueContainsNull) 3Hauenues, valuecon- T
. ype, true)
tainsNull pasen null mpu
HaJITYUH HJICMEHTOB
co 3HauenneM null
case-kJacc | Struct TTonMeHOBaHHbIE OIS case class Panda(name:

String, age: Int) =>
StructType(List(Struct
Field("name", StringType,
true), StructField("age",
IntegerType, true)))

Kak Bbl Bugenu B npumepe 3.17, StructFields n Bce coctaBHble Tvnbl Spark SQL

A0NyCKatoT B/IOXXEHUE.

Tenepb, Korja Bbl 3HaeTe, Kak pa3doupaTb U IPU HEOOXOAMMOCTH OIKUCHIBATH CXEMbI
JTAHHBIX, BB TOTOBBI K M3Y4YeHUIO MHTePGEelcoB Kaacca DataFrame.

CxeMmbl Spark SQL BblUMCNSIOTCA HEMEASIEHHO, B OT/IMYME OT COOTBETCTBYHOLLMX
UM AaHHbIX. Ecnm Bbl Npu paboTe B KOMaHAHOM 060/104KE HE BMOJIHE YBEPEHbI
B TOM, UTO JenaeT kakoe-nmbo npeobpa3oBaHue, TO NONpobyiiTe ero BbiNOMHUTbL
1 BblBeanTe cxemy. CM. npumep 3.15.

API DataFrame

API DataFrame monyas Spark SQL nossoasier paborars ¢ Habopamu DataFrame,
He mpuberast K perucTpauy BpeMeHHBIX TabJull win rerepaiiuu SQL-BoIpasKeHMIA,
API DataFrame BxiiodaeT kak 1peoOpa3oBaHusl, Tak U AeicTBUs. BbloIHAeMble Hajl
nabopamu DataFrame mpeo6pasoBamust 110 cBoeil ipupojie 6osee pesiinoHHbIE, B TO
BpeMms kak API Dataset (paccmarpuBaemblii jasiee) ckopee (DyHKIIMOHAIbHBII.
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MNpeobpa3oBaHus

Broimonusiembie wag nHabopamu DataFrame mpeoOpa3soBaHusT AaHATOTHYHBL TTO CBOEMY
xapakrepy rpeobpazoBanusim RDD, Ho ¢ 60Jiee pesIsIIMOHHBIM OTTEHKOM. BMecTo tpo-
M3BOJIBHBIX (DYHKITNTH, HEOCTYITHBIX [IJI aHAJIN3a ONTUMHU3ATOPA, UCIOIB3YETCS OTPaHH-
YEHHBIN CUHTAKCUC BRIPAKEHHI, 61aromapst KOTOPOMY OMTHMU3ATOP TIOIyIaeT GObIe
undopmarmi. Kak u B ciydae ¢ Habopamu RDD, y Hac ecTh MUPOKUE BO3MOKHOCTH
pasbueHus mpeodbpazoBaHuil HA TIPOCTHIE ¢ OJHUM HAbOPOM DataFrame, HECKOJIbKIMU
Habopamu DataFrame, TaHHBIMU THIIA <KJI0Y — 3HAYEHUE>, & TAKIKE OKOHHBIE /TPYIIHU-
pyforiie mpeoGpasoBaHms.

MpeobpaszoBaHus Spark SQL ABASIOTCA OTNOXKEHHBIMU TONbKO YaCTUYHO, CXeMa
BbIUMCIAETCA HEME/IEHHO.

N\

MNpocTtble npeobpa3zoBaHust Habopos DataFrame n SQL BbipaXkeHus!

ITpoctbie TpeobpasoBanust HAOOPOB DataFrame MO3BOJISIOT [€JATh IPAKTUYECKHU BCE,
JIJIST 9€TO TOCTATOYHO TOCTPOUHON 06paboTky qanHbix'. C X TOMOIILI0 MOKHO COBEP-
math GOJTBITUHCTBO BBITTOJHIEMBIX Hajl Habopamu RDD omepariiii, 3a HCKIIOYEHITEM
ucnoJb3oBanust Boipaskenust Spark SQL BMecTo npousBosibHbIX GyHKIMI. {15t 1m0~
CTPAITUHU 3TOTO MBI HAUHEM C PACCMOTPEHMS Pa3JIMYHbIX BUIOB Ollepalinii (puiibTpainu,
JOCTYITHBIX J17ist HaOOPOB DataFrame.

Dyukiyn DataFrame, Takre Kak filter, IPUHUMAIOT Ha BXoje BoipakeHus Spark SQL
BMeCTO JiIMO1a-BbIpaskeHuil. Birarogaps 1M onTUMU3ATODP IOHUMAET, YTO [IPECTaB-
JsteT coboii ycioBue, U B ciaydae filter 4acTo MoKeT u36eKaTh YUTEHUA HEHYKHBIX
3arucei.

Jlis vauasnma pacemorpum SQL-BbipaskeHue st BUIOGOPKY U3 HAIIKMX JAHHBIX HECUACTHBIX
MAH/I HA OCHOBE UMeIoTIelicst cxeMbl. [1epBblil mar: moucK cTosdna ¢ HyKHO# uHbOp-
Marueil. B Halem ciaydyae TakOBBIM SIBJIsIeTCs cToOEI] happy, U Uit Halero HabGopa
DataFrame (¢ mMeHeM df) MOJKHO OOPATUTHCS K HTOMY CTOJIOIY ¢ MOMOIILIO (OYHKITIH
apply (ckasxewm, df ("happy")). ITo ycaosuio filter Tpebyercs, 4ToOBI BO3BPAIIAIOCH
OyJieBO 3HAYEHHE, U eCIIi ObI MBI XOTEJTH BEIOPATH CYACTIUBBIX TIAHJI, TO MOTJIN OBl 13-
BJIEKaTh 3HaYeHUe cTosI01a Bo BceM SQL-Bhipaskernu reankoM. OHAKO BBUILY TOTO,
YTO MBI XOTMM HaHTH HECYACTHBIX MaH/, I0CTATOYHO IIPOBEPATD, HE PABHO JIN OHO true,
C MIOMOIIIBIO OTlepaTopa ! ==, Kak moKazano B mpumepe 3.18.

Mpumep 3.18. MpocToit hunbTp ANs 0T60pa HECHACTHBIX NaHA,
pandaInfo.filter(pandaInfo("happy") !== true)

! Tloctpounast 06paboTKa TTO3BOJISIET OCYIIECTBIISATH Y3KHe MpeoOpasoBatiist 6e3 mepeTacoBoK.
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YT106bl HATU CTONBEL, MOXXHO YKa3aTb ero MMsi Anst KOHKpeTHoro DataFrame wnu
BOCMOJIb30BaTbCs HESIBHLIM OMepaTopoM $ Anst noucka cronbua. Bropoli BapuaHT
0cobeHHOo yob6eH B criyyae aHOHUMHOro obbekTa DataFrame. ®yHkumio nobuto-
BOr0 OTPUL@HMS MOXHO MPUMEHSATb BMECTe C $, YTOBbl YNPOCTUTL BblpaXKeHue
n3 npumepa 3.18 po df filter(!$("happy")).

ITOT NPUMEP UILITIOCTPUPYET BO3MOKHOCTH OOPAIIEHIS K KOHKPETHOMY CTOJIOIY Ha-
6opa DataFrame. [l oOpaiiieHust K ApyruM (JOMYyCTUM, BJIOKEHHBIM) CTPYKTYPaM
B DataFrame, KapTaM COOTBETCTBHUI C KJIIOUaMU 1 3JIeMEHTaM MacCHBOB TTOZION/IET TOT JKe
cuntakcuc. Tak, ecsiu 1epBblii aJ1leMeHT MaccuBa attributes coOTBeTCTBYET MAIKOCTH Ha
OIIYITh U HAC MHTEPECYIOT TOJBKO OYeHb MATKUE Ha OILYIIb TAHIbI, MOKHO 0OPaTHThHCS
K JIAHHOMY 9JIEMEHTY cJieyiomum obpasom: df ("attributes”) (@) >= 0.5.

Haru BoIpaskeHust He 0OsI3aHbI OTPAHUYUBATHCS OHUM CTOIOIIOM. MOKHO CpaBHUBATH
HECKOJIBKO CTOJOTIOB B BhIpaxkeHnn 17ist humbTpariii. CosKbie GUIbTPhI, MOT0OHbIE
MMoKa3aHHOMYy B mpumepe 3.19, ciio’kHee CyCTUTh HA YPOBEHb XPAHUJINIIA, TAK YTO
BBI BPsi/I JiM 0GHAPY/KUTE TaKOe JKe YCKOpeHue 1o cpaBHernio ¢ Habopamu RDD, kak
B CJIyYae TMPOCTHIX (PUIBTPOB.

Mpumep 3.19. Bonee cnoxHbii hbunbTp

pandaInfo.filter(
pandaInfo("happy").and(pandaInfo("attributes")(@) > pandaInfo("attributes")(1))
)

Cron6uoBble onepaTopbl Moayns Spark SQL onpeaensitoTcs 4nst knacca cronéua,
Tak yTo mnbTp € BbipaxkeHneM 0 >= df.col("friends") komnunuposaTbcs He ByaeT,

N Beab Scala nonbiTaeTca NpUMeHNUTL onpeaeneHHbIv Ans 0 onepaTop >=. Bmecto
aToro cneayet Hanmcatb df.col("friend") <= 0 nnm npeobpazoBaTth 0 B CTONGLIOBLIV
nuTepan ¢ NOMOoLLbo (yHKUMM litt.

API DataFrame mozysist Spark SQL coepskKuT 0rpoMHOE MHOKECTBO JIOCTYITHBIX Ollepa-
TOpoB. MOJKHO MCITOJTh30BaTh BCE CTAHAPTHBIE MAaTEMATHUECKIE OIlePaTOpPhI C TJIaBa-
I0LIell TOUKOIA, a TaKKe CTaHAaPTHbIE JIOTUYECKHEe 1 TOOUTOBbIE OIepaTophl (B Hayase
HA3BaHUS KOTOPBIX CTOUT bitwise, 4TOOBI OTJIMYATH MX OT JIOTHUYeCKHX ). [Tpu omepariustx
HaJI CTOJIOIIAMU JIJIs PaBEHCTBA,/HEPABEHCTBA TIPUMEHSIFOTCS OLIEPATOPbI === U ! == C [1eJIbI0
uz6eskath KOHGIIMKTA ¢ BHYTPEHHUMU oniepaTopamu Scala. {1t cTos1610B CTPOK A0CTYII-
Hbl pyHKIUK startsWith/endsWith, substr, like u isNull. [TosHblii cricok omeparuii
npuBeneH Ha http://spark.apache.org/docs/latest/api/scala/index.html#org.apache.spark.sqgl.Column
u B Tabu. 3.3 1 3.4.

' CrosbioBblii urepan — 3To cToy6ell ¢ (GPUKCHPOBAHHBIM 3HAYEHUEM, HE MEHSIOIIUIICS OT

CTPOKHU K CTPOKE.
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Ta6nuua 3.3. OnepaTtopsl s3bika Scala mogyns Spark SQL

Onepatop | IkBuBaneHt | Tun BbixogHoW | HasHauenue |Mpumep Pe3ynbTaTt
Scala B Java BXOAHOro |Tun
cronbua
== notEqual JTioboit bynes [Iposepsier "mpuBer” |== | true
BbIpaKeHust | "moka”
Ha HepaBeH-
CTBO
% mod Yucnosoit | Yucaosoii | Ocratok mpu |10 % 5 0
IeJI0YNCIIeH-
HOM JIeJICHUT
&& and Byues Byunes Jlornueckoe U | true && false | false
* multiply Yucnosoit | Yucnosoit | Ymuoxenue |2 * 21 42
+ plus Yucnosoit | Yucnosoii | Ciioxkenue 242 4
- minus Yucaosoit | Yucnosoii | Beranranme 2-2 0
- unary Yucnosoit | Yucnosoit | Usmenenue —42 —42
3HaKa
/ division Yucaosoit | Yucio [lenenne 43 /2 21.5
THUIIA
double
< It CpaBunmbrii | byses Memnbie "a" <"b" true
<= leq Cpasuumslii | Byses Memnbie "a"<="a" true
WJIA PABHO
=== equals Jlioboit JTio6oii ITposepka "a" ==="a" true
Ha PaBEHCTBO
(Hebe301macHo
B cJTy4ae He-
OIIPe/IeTEHHBIX
3HAYCHUIT)
<=> eqNullSafe | JTio6Goit Jlio60ii ITposepka "at <=>"a" true
Ha PaBEHCTBO
(MO’KHO
6e301acHO
HCIOJIb30BATh
B CJTy4ae He-
OIIpe/IeIEHHBIX
3HAYEHUIT)
> gt Cpasuumsiii | Byses Boabiite "a" >"b" false
>= geq Cpasuumsiii | Byses Boubiire "a" >="b" false
WJIA PABHO
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Ta6nuua 3.4. OnepaTopsbl BblpaxeHuit Spark SQL

OnepaTtop |Tunbl BxogHOro| BbixoaHoOM HasHaueHnue Mpumep PesynbTaTr
Scala cronbua ™n
apply Cocrasnoit tun | Tun noss, [Monyuenne 3ua-  [[1,2,3].apply(0) 1
K KOTOpOMY YeHUudg U3 06’I>eKT3.
06paH_IaIOTCH COCTaBHOI'O TUlla
(Hampumep, 1Ipo-
cmortp structfield /
KapTbl WJIN UH/IEC~
KCa MaccuBa)
bitwiseAND |Ilesiouncaennblii | Anasornyno  |Borunciaenue mo-  |21.bitwiseAND(11)[1
T’ BXOJIHOMY THILy |GuToBOro U
bitwiseOR  |Ilenounciennsiii |Anasornano  |Berumcienne mo-  [21.bitwiseOR(11) (31
THI BXOJIHOMY THITy |6urosoro MJIN
bitwiseXOR |Llenouncnentprii | Ananornano  |Boraucaenue mo-  |21.bitwiseXOR(11)|30
TUIT BXOJ[HOMY THUILY |[OMTOBOIO UCKJIIO-
yatoriero V1JIN
He Bce BbipaxeHnsi Spark SQL Mo)HO mcnonb3oBaTh B Nt060M Bbi3oBe API.
Hanpumep, coeanHenns Spark SQL He moaaep)XMBalOT COCTaBHbIE ornepauuni,
\ a filter TpebyeT, 4TO6LI pe3ynbTaT BbipaXkeHusi 6bin 6yneBbiM, U T. 4.

IToMUMO HETIoCPeICTBEHHO IPUMEHSIEMBIX K CTOJIOIAM OIIepaTopoB, Ha https://spark.apa-
che.org/docs/latest/api/scala/index.html#org.apache.spark.sql.functions$ MoskHO HaliTh emie 60JIb-
il Habop YHKIMI U1 KCIIOIB30BAHUS CO CTOJIONAME, YaCTh M3 KOTOPBIX IIPUBEAEHA
B Tab/1. 3.5-3.7. B kauecTBe puMepa I0Ka3aHbl 3HAYEHUST IS KAsK/I0T0 CTOJIONA B KOHKPET-
HOI1 CTPOKe, HO He 3a0bIBaiiTe, YTO 9TH (DYHKIMHU BbI3BIBAIOTCS IS CTOJIGIIOB, @ He 3HAUeHMUIA.

Ta6nuua 3.5. CraHgapTHble dyHKkumm Spark SQL

Ha3zBaHue Ha3sHaueHue BxopaHble TUMbl Mpumep PesynbTaTt

yHKUNKN MCMoNb30BaHMsA

lit(value) |IIpeoGpasoBanue cumBoIib- |Cronber u cumBobioe  |lit(1) Column(1)
HOTO 3Ha4YeHus st3bika Scala|3Hauenne
B CTOJIGIIOBBIIT JITEPAT

array Cospanue rosoro crosbia |/losknsl Bee orrocutbest  |array(lit(1),lit(2)) [array(1,2)
MaccuBa k opHomy Ty Spark SQL

isNaN [IpoBepka Ha 3HaueHue Yucnosoit isNan(lit(100.0)) |false
NaN

not O6parHoe 3HaueHne Byues not(lit(true)) false

1

K nesnouncaennbiM tunam otHocsitest ByteType, IntegerType, LongType u ShortType.
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Ta6nuua 3.6. Yacto ncnonb3yemble MaTeMaTUyeckme BbipaxeHns Spark SQL

HasBaHue |Ha3sHaueHue BxoaHbie |lMpumep Pe3ynbraTt
yHKLUMMN TUMbI ncnonb3oBaHUsA

abs ABcomoTHOE 3HaUYeHNE Yucnosoe  |abs(lit(—1)) 1

sqrt KBazparublit KopeHb Yucnosoe  [sqrt(lit(4)) 2

acos APKKOCUHYC Yucaosoe |acos(lit(0.5)) 1.04..1
asin Apxcunyc Yucaosoe |asin(lit(0.5)) 0.523...
atan Apkranrenc Yucaosoe |atan(lit(0.5)) 0.46...
cbrt Kyb6uueckuii kopeHb Yucaosoe  |sqrt(lit(8)) 2

ceil Oxpyrienne B 6ospinyio cropony  |Yucaosoe  |ceil(lit(8.5)) 9

cos Kocumnyc Yucnosoe  [cos(lit(0.5)) 0.877...
sin Cunyc Yucaosoe  |sin(lit(0.5)) 0.479...
tan Taurenc Yucnosoe  |tan(lit(0.5)) 0.546...
exp IKCIIOHEHTA Yucaosoe  [exp(lit(1.0)) 2.718...
floor Oxpyraenue B Menbinyio croporny  |Yucaosoe  |floor(lit(8.5)) 8

least MuHUMaIbHOE U3 3HAUEHUI Yucnossie |least(lit(1), lit(=10)) [-10

Ta6bnuua 3.7. OyHKuMM, ucnonb3yembie ¢ MaccmBamm Spark SQL

HasBaHue Ha3sHaueHnune Mpumep ucnonb3osaHus|PesynbraTt
yHKLUMN
array contains |[IpoBepka, conep:kut Jin MaccuB array_contains true
3a/laHHOE 3HAYEHUE (lit(Array(2,3,-1), 3))
sort_array CoprupoBka MaccuBa (10 yMOTYaHUIO  [SOTt Array(—1,2,3)
B TIOPsI/IKE BO3PACTAHUS ) array(lit(Array(2,3,—1)))
explode Co3snanne CTPOKH st KAK/I0TO explode(lit(Array(2,3,-1)), [Row(2),Row(3),
aJ1eMeHTa MaccuBa. Jacto ObiBaeT "murh™) Row(-1)

HOJIE3HO 1IpU paboTe ¢ BIOKEHHBIMU
sanucamu B popmare JSON. [Tpunu-
MaeT Ha BXOJI€ MM Ha3BamHIe CTOJI0IA,
WJIU JIOTIOJTHUTETBHYIO (DYHKITHIO,
COIIOCTABJISIONLYIO CTPOKU C UTEPATO-
paMmu case-KJIaccoB

IToMuMoO TIpoCTOI (BUIBTPAIIMN JAHHBIX, MOKHO TaKyKe co31aTh 00beKT DataFrame
C HOBBIMU CTOJIOLAMY MU OOHOBJIEHHBIMY 3HaYeHUAMK B cTapbix. DpeiiMmBopk Spark
3a[eiCTBYeT JJIs1 9TOr0 CUHTAKCHUC BBIPasKEHUN, KOTOPBII MBI 00cy Kaanu s filter,
3a UCKJIIOYEHUEM TOTO, YTO BMECTO HEOOXOANMOCTH MTPUMEHTH YCIoBHE (HApUMep,
MIPOBEPKY HA PABEHCTBO) PE3YJIbTAThl UCIOJIb3YIOTCS B KadecTBe 3HAYeHWN HOBOTO
oObekTa DataFrame. YTOObI TPOIEMOHCTPUPOBATH IIPUMEHEHNE select [Jist COCTaBHBIX

! 3pech ¥ jasee coKpaiieHo s yao6eTBa 0ToOpasKeHusI.
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1 0OBIYHBIX TUIIOB JIAHHBIX, B ipuMepe 3.20 dburypupyer GyHkiws explode Spark SQL
ISt Tpeobpa3oBaHust BXOIHOTO 0ObekTa DataFrame co 3HaueHUsIMU THTIa PandaPlace
B 06BeKT DataFrame 13 3HAYEHUIT TPOCTO THTA Pandalnfo, a TakKe BBIYUCJICHUS TO-
Ka3aTessl «MSATKOCTH Ha OIIYIh» KaskKI0H 13 MaH/I.

Mpumep 3.20. OnepaTopbl select n explode Mmoagyns Spark SQL

val pandaInfo = pandaPlace.explode(pandaPlace("pandas")){
case Row(pandas: Seq[Row]) =>
pandas.map{

case (Row(
id: Long,
zip: String,
pt: String,

happy: Boolean,
attrs: Seq[Double])) =>
RawPanda(id, zip, pt, happy, attrs.toArray)
3
pandaInfo.select(
(pandaInfo("attributes")(0) / pandaInfo("attributes")(1))
.as("squishyness"))

Mpy opMMPOBaHNM MOCeAOBATENBHOCTM ONepaLmii CreHepUpoBaHHbIE MMEHa
CTON6LOB BbICTPO CTAHOBATCS FPOMO3AKUMM. B 3TOM cryyae 3agath UMs UTOrOBOrO
cTonbua noMoryT onepaTopel as u alias.

Hecmotpst Ha 6ostbIie BO3ZMOKHOCTH BCEX YKA3aAHHBIX OTIEPATIHH, HHOT/IA BCTPEYAETCS
JIOTHKA, KOTOPYIO yIoOHee BHIPaKaTh ¢ MOMOTIHIO ceMaHTUKN if/else. OmHnM U3 mpo-
CTBIX 0OPA3IOB 9TOTO MOKET MOCTY;KUTH MPUBEAEHHOE B ipuMepe 3.21 KopupoBaHue
Pa3IMYHBIX TUIOB MAH/ YUCAOBbIMU 3HaueHusmu'. Jlyist cosnamnst mogo6Horo adekra
MOKHO CBS3aTh 1EeMOUK0 (pyHKINHN when 1 otherwise.

Mpumep 3.21. If/else B Spark SQL
/**

* KoaupyeT pandaType UeNOYUCAEHHbIMA 3HAYEHWUSMW BMECTO CTPOKOBbIX
*

* @param pandalnfo BxopHoit DataFrame
* @return Bo3BpawaeT DataFrame u3 pandald M UeNOYMCNEHHbIX 3Ha4YeHWi ana pandaType
*/
def encodePandaType(pandalnfo: DataFrame): DataFrame = {
pandaInfo.select(pandaInfo("id"),
(when(pandaInfo("pt" "6onbwan", 0).
when(pandaInfo("pt") === "kpacHaa", 1).
otherwise(2)).as("encodedType")

)

}

1

Oyuxius StringIndexer (http://spark.apache.org/docs/latest/api/scala/index.html#org.
apache.spark.ml.feature.StringIndexer) us xonseiiepa ML Gbliia ClienraabHO CO3AaHa [JIst
KOJINPOBAHUS CTPOKOBBIX MHEKCOB.
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CneunanuaunpoBaHHble npeobpasoBaHusa DataFrame
AN151 OTCYTCTBYHOLMX W 3allyMIEHHbIX AaHHbIX

Mopuynb Spark SQL Takike mpesocTaBisieT ClelUaibHble MHCTPYMEHTHI JIJIsT PabOThI
C OTCYTCTBYIOIINMH, HEOTIPe/IeJIEHHBIMI 1 HEKOPPEKTHBIMU JaHHBIMU. bararoapst nc-
MOJIb30BAaHUIO (DYHKIMIT isNan 11 isNull cOBMECTHO ¢ (hrsIbTpaMu MOKHO (DOPMUPOBATD
YCJIOBUS JIJISI CTPOK, KOTOPBIE HA/Io ocTaBUTh. Hammprmep, mpu HaIMunm HEKOETro KoJmye-
CTBA Pa3JIMIHBIX CTOJIOIOB, BEPOSITHO, C PA3TUUHBIME YPOBHSIME TOUHOCTH ([IPHUYEM YaCTh
U3 HUX MOTYT ObITh HEOTIPEIETICHHBIMI) MOKHO 3a/IelicTBOBaTh coalesce(cl, c2, ..),
KOTOpast BEPHET MEPBbIii, He paBHBIN null cTosbel. AHATOTUYHO JJIS YACIOBBIX JAHHBIX
nanvl Bo3BpalaeT mepBoe He paBHOe NaN 3HaueHue (Hampumep, nanv1(0/0, sqrt(-2), 3)
BosBpaiiaer 3). YtoGbl YIPOCTUTH BIAUMOICHCTBHE C OTCYTCTBYIONINMHU JAHHBIMU, (DYHK-
Us1 na Juist 00beKTOB DataFrame TO3BOJISIET OOPAIIATHCS K HEKOTOPBIM YTUIUTAM U3
kjacca DataFrameNaFunctions (http://spark.apache.org/docs/latest/api/scala/index.html#
org.apache.spark.sql.DataFrameNaFunctions), 4acTo MCTIOIb3YEeMBIM IS PAOOTHI ¢ OTCYTCTBY-
IOIUMHU JaHHBIMU.

He TonbKo NOCTpoYHble Npeobpa3oBaHUs

WHorna npuHATHS peneHns MoCTPOYHO, TOCTYITHOTO € OMOIIbIo filter, HeoCTaTOU-
Ho. MouyJib Spark SQL 1103BoJIsI€T ¢/1e1aTh BBIOOPKY HEIOBTOPSIOMINXCS CTPOK IIyTeM
BbI30Ba MeTO/Ia dropDuplicates, HO, Kak U B CJIy4ae C aHAJIOTHMYHOI orleparuei Haj Ha-
6opamu RDD (distinct), 910 Tpebyer lepeTacoBKH, IOITOMY 3a4acTyIO BbIIOIHIETCS
HaMHOTo MeziieHHee, yeM filter. B orsimume ot RDD, dropDuplicates MoKeT 10110.I-
HUTEJHHO OTOPACKIBATH CTPOKK Ha OCHOBE JIUIIb TIOMHOKECTBA CTOJIOIIOB, TAKUX KaK
nosist ID, uto u mokazano B mpumepe 3.22.

Mpumep 3.22. VicknoueHve ay6nmpyowmxcs naeHTMhUKaTopoB naHa,
pandas.dropDuplicates(List("id"))

Takum 06pa3oM, MBI U3SIIHO MEPEXOUM K CIEAYIOMIEMY TYHKTY, TIOCBSIMIEHHOMY
arperupyomnuM GYHKIUAM 1 (QYHKIH groupBy, OCKOJIbKY HauboJiee 3aTPaTHOM CO-
CTaBJISTIONIEN UX BCEX SIBISETCS MepeTacoBKa.

Arperupytowme gyHKumMm n dyHKuma groupBy

B momyie Spark SQL nMeeTcst MHOKECTBO arperupyonix GyHKIHM, 001aJatom X 1ITH-
POKHUMHM BO3MOKHOCTSIMH, & €0 OIMITUMHU3ATOP TIO3BOJISIET JIETKO 0OBEAMHSTH HECKOJIBKO
Takux (OYHKIMI B OHO JeiicTBre/0uH 3anpoc. Tak e kak B 00beKkTax DataFrame 6u-
6imorexn Pandas, GyHKIMST groupBy BO3BpAIIlaeT ClieliuaibHble 00bEKThI, Hal KOTOPHIMU
MOJKHO OCYIIECTBJISITh OT/Ie/IbHbIE BUJIbI arperipoBanus. B Bepcusx dpeiimBopka Spark,
npeziecTByomux 2.0, /17151 3TOTO MCIOIb30BAJICS YHUBEPCAIbHBIN Ki1acc GroupedData
(http://spark.apache.org/docs/1.6.2/api/scala/index.html#org.apache.spark.sql.GroupedData), HO
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B Bepcuu 2.0 u Gosiee mo3HUX TpeodpazoBaHie groupBy jJist HAOOPOB DataFrame Takoe
JKe, Kak 1 /114 Dataset.

BosmoskHOCTH arperupyomux GyHKIuiA 1151 HabopoB Dataset paciIMpEeHbl, OHU BO3-
BpamamT GroupedDataset (http://spark.apache.org/docs/1.6.2/api/scala/index.html#org.apa-
che.spark.sql.GroupedDataset) (B mpemuiectytonux 2.0 Bepcusix ¢ppeiitmBopka Spark)
nu KeyValueGroupedDataset (http://spark.apache.org/docs/latest/api/scala/index.html#
org.apache.spark.sql.KeyValueGroupedDataset) mpu TPyTIIIPOBKE € TPOU3BOJIBHON (HYHKITH-
eif m RelationalGroupedDataset (http://spark.apache.org/docs/latest/api/scala/index.html#
org.apache.spark.sql.RelationalGroupedDataset) pu rpynmuposke ¢ pessiimonabiv/Dataset
DSL-BbipaskerneM. Mbl 00CynM JOTOJHUTEIbHbIE «TUITM3UPOBaHHBIE> CBOHCTBA B TIO/I-
pasiesie «Ipynmmpyroliie orepainu ¢ Habopamu Dataset» Ha c. 86, a 00bIUHY0 «HETHTIN-
3UPOBAHHYT0» (DYHKIIMOHAJIBHOCTD groupBy /17isi DataFrame 1 Dataset pacCMOTPUM TYT.

Arperupyroriue (hyHKI[E min, max, avg U sum Peaii30BaHbI KaK YI0OHbBIE METO/IbI HETO-
CPeICTBEHHO KJacca GroupedData, IpuYeM MOYKHO OINCATDh U ApPyTrue IyTeM Iepeaadn
BBIpakeHni MeToxy agg. [Ipumep 3.23 mokasbiBaeT, Kak BBIYUCIUTH MAKCUMAJIbHBIT
pasMep I1at/], OTHOCAIIUXCA K OAHOMY [104TOBOMY unzekcy. JlocraTouHo yKka3aTb CBOA-
HBIE TIOKA3aTeJIH, KOTOPbIE HY/KHO BEIYUCIUTD, ¥ PE3YJIbTAThI OY/IyT BO3BPAIIEHBI B BUJIE
oObekTa DataFrame.

Ecnu Bbl MpuBLIKAK 1cnosnb3oBaTb Habopbl RDD, To Bac MoxeT 6ecnokonTtb 6e3-
0MacHOCTb groupBy, HO B HAaCTOSILLMIN MOMEHT 3TO BNOJIHe 6e30mnacHasi onepauus
Haz DataFrame 6narogapst ontuMmusaTtopy Spark SQL, KOTOpbIi aBTOMaTUYECKK
OpraHu3yeT KOHBeMlep U3 CBEpPTOK, 13beras MacluTabHbIX NEPETacoBOK U OFPOM-
HbIX 3anucen.

Mpumep 3.23. BoliuncneHne MakCMManbHOrO pa3Mepa naHa, OTHOCALLMXCS
K OAHOMY MOYTOBOMY MHAEKCY

def maxPandaSizePerZip(pandas: DataFrame): DataFrame = {
pandas.groupBy(pandas("zip")).max("pandaSize")
}

Xot4 B puMepe 3.23 MaKCUMYM BBIYUCJIACTCA 110 KJI0YaM, YKa3aHHbIE arperupyoniue
(hyHKIIMH MOKHO TIPUMEHSITH U KO BceMy Habopy DataFrame, WK KO BCEM €T0 YHUCJIOBBIM
croabram. 1o 9acTo ObIBaeT yao6HO IpH cOOpe CBOAHBIX CTATUCTUYECKUX [T0Ka3aTe el
JUISE UMEIOTUXCsT IaHHbIX. Ha caMoM Jiesie cylecTByeT BCTpoeHHoe npeobpasoBaHue
describe, ucrnosbp3yemoe B mpuMepax 3.24 u 3.25, KOTOpoOe UMEHHO 9TO U JIeJIAeT, XOTsI
€r0 MOJKHO U OTPaHUYHTh YaCThIO CTOJIOIIOB.

MpumMep 3.24. BoiuncieHre pacnpoCcTpaHEHHbIX CTaTUCTUYECKMX NMOKasaTesel, BKIoUast KOMYeCTBo,
cpefHee 3HayeHve, CTaHAapTHOE OTKIIOHEHUE U Apyrue, no BceMy Habopy DataFrame

// Bblucnsem cTaTUCTUYeCKMe NoKasaTeNu: KONMYeCTBO, CpefHee 3Ha4veHue,
// CTaH@apTHOe OTKJIOHEHWE, MUHUMaNbHOE U MaKCUManbHOe 3Ha4yeHus
// BCex 4YMCNOBbIX Monei umewwenca mHGopmauuuM O naHAAX
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// Heuucnosble nona (Hanpumep, CTPoOKU (MMEHA) WAWM MACCUBbI) WFHOPUPYHTCS
val df = pandas.describe()

// C nomouwpbl MeTopa collect() oTnpaBnAem o6paTHO MONyYEHHblE

// nokanbHO CcTaTUCTUYeCKMe MokKasaTesu

println(df.collect())

Mpumep 3.25. Pe3ynbTaThl BbINOIHEHMS MeToaoB describe u collect ans HebonbLIOro NOAMHOXECTBA
[aHHbIX (MpYMeYaHue: BbIUUCISIOTCS CBOAHbIE MOKA3aTeIM BCEX YMCIOBbIX Mosen)

Array([count,3,3], [mean,1.3333333333333333,5.90],
[stddev,8.5773502691896258,4.358898943540674], [min,1,2], [max,2,10])

MoBeaeHue dyHKUMM groupBy MeHsinock B Spark oT Bepcumn k Bepcuun. [1o Bep-
cnm 1.3 3HaveHus rpynnmpyembix CTON6LOB MO YMOMYaHWIO UCKIOYANNCh U3 Bbl-

\ BOAMMbIX AaHHbIX, B TO BpeMs kak nocsne 1.3 oHu Tam coxpaHsioTcs. CylectsyeT
napameTp KoHdwurypaumm, spark.sqgl.retainGroupColumns, yctaHoBKa 3Ha4eHUs
koToporo B false NpMBOAMT K NPUHYAUTENBHOMY MCMONb30BAHMIO MpeablayLiel
BEPCUM NOBEAEHUS.

JList BBIYMCIICHNSI HECKOJIBKUX Pa3IMYHBIX CBOHBIX TIOKasaTe el niri 6oJiee CI0KHBIX
CBOJHBIX TIOKazaTesel cuenyet 3ageiictBoBath API agg kimacca GroupedData BMeCTO
HETIOCPEICTBEHHOTO BBI30BA METOJIOB count, mean 1 TOMY TOAOOHBIX (hyHKITwiA. TTpi wic-
nosb3oBannn API agg HEOOXOAMMO YKa3aTh WK CIMCOK BBIPAsKECHUIN arpernpoBaHus,
OITMCBIBAOIINX CBOJIHBIE MTOKA3ATEIN CTPOKU, U KapTy COOTBETCTBII NUMEH CTOJOIOB
nMeHaM arperupytomux Gyukiuii. [Tocie BbizoBa agg ¢ TpeOYEeMbIMU CBOIAHBIMU TIO-
KaszaTeJsIMU Oy/IeT BO3BpalileH 0OBIYHBIN HaOOp DataFrame ¢ pe3yJibTaTaMHU arperupo-
Bauust. UT0 Kacaercst OOBIYHBIX (DYHKITHIT, OHU TIEPEUNCIICHBI B IOKYMEHTAIIAH TIO SI3BIKY
Scala (http://spark.apache.org/docs/latest/api/scala/index.html#org.apache.spark.sql.functions$).
B Ta6u1. 3.8 prBeIeHBI HEKOTOPBIE U3 YaCTO MTPUMEHSIEMBIX U MOJIE3HBIX arPErHPYIONIIX
dyuxwit. B mpuMepax u3 aToit TabIrIbl MbI OyIeM HCIO0Ib30BaTh HaOOp DataFrame
CO CXEeMOW, COCTOSTIEN N3 TToell MMeHn (CTpoKa) 1 Bo3pacTa (11es10e YncIo), IpuiemM
00a TI0JIsT IOTTYCKAIOT HEOolpee/IeHHOE 3HaUeHIe, — €O 3HaueHusaME ({"ikea", null},
{"tube", 6}, {"real", 30}). IIpumep 3.26 1eMOHCTPUPYET, KAK BHIYUCTUTH MUTHIMAJIb-
HOE ¥ CpeiHee 3HAUCHUS ISt CTONIOMA pandaSize HAIIEro TEKYIEro oOpasiia ¢ MaHIaMu.

BblUMCNSTE HECKONBKO CBOAHbLIX NMOKasaTenen ¢ nomollbto Spark SQL ropasao
npoue, Yem ¢ API RDD.

Mpumep 3.26. BbluncieHne CBOAHbIX NMoKasaTenen ¢ npuMeHeHneM API agg

def minMeanSizePerZip(pandas: DataFrame): DataFrame = {
// BblMMCNSieM MUHUMaNbHOE U CpefHee 3HayeHus
pandas.groupBy(pandas("zip")).agg(
min(pandas("pandaSize")), mean(pandas(“pandaSize")))
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Ta6nuua 3.8. Arpervipytowme dyHkummn moayns Spark SQL ansa ncnonb3oeanus ¢ API agg

HasBaHue HasHaueHue Tpe6oBaHus BxoaHbie |Mpumep Mpumep
byHKLMN K XpaHEeHUIo TUNbI MUCnonb30BaHus |pe3ynbTaTa
approxCount |IToacuer mpubinsu- |HacrpanBaercs Bee df.agg(approx 2
Distinct! TEJBHOTO KOJIMYe- ¢ TIOMOIIBIO Hapa- CountDistinct
CTBa Pa3INYHbIX Mmerpa rsd (yrpas- (df("age"),
3HAYCHUH JIIOIIETO YaCTOTOM 0.001))
B cToJ101e? o1munboK)
avg Cpennee 3Hauenne |[locrostHHbie Yucnossie |df.agg(avg(df 18
('age”)))
count [ToncunTeiBaer Ilocrosinubie Bcee df.agg(count 2
KOJTMYECTBO dJIe- (df("age")))
MEHTOB (MCKJIIoYast
null). B ocob6om
caydae «*» rmojacun-
TBIBAET KOJIMUECTBO
CTPOK
countDistinct|ITogcunToiBaet 0 (passimuaioruecst |Bee df.agg(count 2
KOJIMYECTBO pas- HIIEMEHTBI) Distinct(df
JINYHBIX 3HAYEHU I ("age")))
B CTOJIO1E
first Bosspamaer nep-  |ITocrosiHmbie Bee df.agg(first 6
BbI Bi1eMeHT? (df("age")))
last Bosspauaer mo- TTocroguuble Bce df.agg(last(df 30
CJICTHUI DJIEMEHT ("age")))
stddev Boibopoutoe TTocrosiHHbIE Yucnossle |df.agg(stddev 16.97...
CTaHAaPTHOE OTKJIO- (df("age")))
HeHue
stddev_pop |Crangaprhoe TTocroguubIe Yucnossie |df.agg(stddev_ [12.0
OTKJIOHeHue! pop(df("age")))
sum Cymma sHauennii  |TTocTosiHHbIe Yucnossie |df.agg(sum(df |36
("age")))
sumDistinct |Cymma passinya- 0 (pasymuatoruecst | Yucossie [df.agg(sum 36
TOTIMXCST 3HAYEHNUN  [9JIEMEHTDI ) Distinct
(df("age")))

' VYcrapesa u uckioueHa, HaunHast ¢ Bepcuu Spark 2.1.0.

IIpodonicenue 5

2 PeasunsoBano ¢ nomoimiblio aiaropurma HyperLogLog: https://en.wikipedia.org/wiki/
HyperLogLog.

3 Ota QYHKIMS 4acTO UCIIOJIb30BANIACH B DAHHUX BepcUsiX Spark, Korjia B BbIBOJIE HE COXPAHSIIICS
cTosbel, Mo KOTOPOMY TIPOU3BOIUTCS TPYIITUPOBKA.

JlobaseHo B Spark 1.6.
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Ta6nuua 3.8 (npogomkeHne)

HasBaHue |Ha3HaueHue Tpe6oBaHusa BxopaHbie (Mpumep Mpumep
yHKLUMMN K XpaHEeHUI0 TUMbI MCNoNb30BaHMs |pe3ysibTaTta
min MuHrMabHOE [TocrosiHHBIE Tlonycka- |df.agg(min(df 5
3HaveHne 1omue cop- [("age")))
THPOBKY
JIaHHbBIX
max MakcumasbHoe [TocrostHnble Jomnycka- |df.agg(max(df |30
3HAUeHne 1omue cop- [("age")))
THPOBKY
JTaHHbBIX
mean Cpennee 3nauenue |I[TocrosiHble Yucaossle |df.agg(mean(df |18
("age")))

MOMMMO MCMOMb30BaHUS arpervpyoLmx GyHKUMIA C groupBy, MOXXHO NPUMEHSITb
MX )€ K MHOrOMepHbIM KybaMm (C MoMoLLblo hyHKLMKM cube) 1 CBOAHBIM Tabnmuam
(3apeicTBys rollup).

Ecsm BecTpoeHHBIX arperupyontux (pyHKINNH HeIOCTATOUHO, TO MOKHO PACTITUPUTD CBOA-
crBa Spark SQL ¢ momomisio UDF, kak o6cyskaaercst B pasiesie «Paciipenne Kiaccos
MOJTb30BATETHCKIMHI (DYHKIIUSMH, 8 TAKKE TI0JTh30BATEIbCKUMU (DYHKITUSIMU arperupo-
Baams (UDF, UDAF)» nanee B Tekyieil rirase, XOTsT 3TO, BEPOSITHO, HE TakK IPOCTO.

OKOHHble (hyHKLUUK

B Spark SQL 1.4.0 nosiBusich oKOHHBIE (DYHKIIMN, YIIPOIIAtole paboTy ¢ Auaraso-
HAMW WM OKHAMU CTPOK. [Ipu co3manum okma HeoOXOMMMO YKa3aTh, HA KaKne CTPOKH
OHO PaCIPOCTPAHSETC, TIOPSIOK CTPOK B TIpefiesiaX Kask0H CeKITH/TPYIIIBI U pa3Mep
okHa (omyctnm, K ctpok 10 u J ctpok nocse MJIV-nmanazona Mesxy 3HAUEHNUSIMN).
Jlist GoJTbITIeN HATJAAHOCTH Ha puc. 3.2 TOKa3aH MPUMep OPTAHU3AIUT OKOH C €€ pe-
syabraTamu. [Ipn TakoM onmcannm Kakaas BXOTHAS CTPOKA OKA3bIBAETCST COOTHECEHA
¢ KakmM-m60 HabOPOM CTPOK, HA3BIBAEMBIM KaapoM (frame), KOTOPBIN MCTIOMh3YeTCsT
JUIST BBIYUCJICHUST UTOTOBOTO pesyiibrata. OKOHHBIE (DYHKIIUN OYEHb YIOOHBI JIJIST BbI-
YICTIEHN, CKAyKEM, CPeTHEH CKOPOCTH B CJIyYae 3alTyMJICHHBIX TAHHBIX, OTHOCHTETHHBIX
mpogak u T. m. OKHO /7T 0TOOPasKeHMST BO3pACTa TaH/I TIOKa3aHo B mpumepe 3.27.

Mpumep 3.27. OnucaHne okHa AN oTobpaxkeHus +10 6avdkaiwmx No BO3pacTy naHa,
OTCOPTUPOBAHHbIX MO MOYTOBOMY UHAEKCY

val windowSpec = Window
.orderBy(pandas("age"))
.partitionBy(pandas("zip"))
.rowsBetween(start = -10, end = 10)
// BMecTO 3TOro MOXHO BOCMONb30BaTbCA ANA 3aAaHWA AuanasoHa
// meTomom rangeBetween
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OkHo 1, AVG OkHo 2, MAX
2 » 2.0 2 » 3
3 » 25 3 > 9
9 » 6.0 9 » 9
0 » 4.5 0 » 9
3 » 1.5 3 » 3
1 A 20 1 A 3
2 » 1.5 2 > 4
4 > 3.0 4 4 4
4 ~ 4 A 4
4 N 4 4 ~ 4

Puc. 3.2. OpraHusaumsi okoH B Spark SQL

[Tocsie onpejieneHust XapaKTepUCTUK OKHA MOKHO BBIYUCIHUTDH KaKy0-Tu60 (hyHKITHIO
1o HeMy, Kak rmokazano B nmpumepe 3.28. CyiecTByiolue arperupyioinue QyHK-
1uu dpeiimBopka Spark, onncannbie B IyHKTe «Arperupyionie GyHKIUT U (QYyHKIISL
groupBy» Ha c. 62, 1a10T BO3BMOKHOCTD PACCUNUTATH CBOJHBIE [TOKA3ATEH 10 OKHAM.
OxOHHBIE OTIEPaIUK OYeHb YA0OHDI JIJIsE TAKUX OTIEPaIinii, Kak KalMaHOBCKas (huibTpa-
1UST WK PA3JIMYHbIE BU/[bI OTHOCUTEIBHOTO AHATI3A.

Mpumep 3.28. BbiunCieHNE OTKIIOHEHMSI OT CPEAHErO 3HAYEHMS C MOMOLLbIO OKHA ANs OTOBpaXKeHus
+10 6/vdKaiiLLMX NO BO3PACTy MaHA, OTCOPTUPOBAHHbIX MO MOYTOBOMY UHAEKCY

val pandaRelativeSizeCol = pandas("pandaSize") -
avg(pandas("pandaSize")).over(windowSpec)

pandas.select(pandas("name"), pandas("zip"), pandas("pandaSize"),
pandas("age"), pandaRelativeSizeCol.as("panda_relative_size"))

Ha MOMEHT HanucaHusi JaHHOW KHUMM OKOHHble (PYHKLMM TPebyoT BKIIHOUEHMS
nopzepxku Hive unm ucnonb3oBaHusi obbekTta HiveContext.

N\
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CopTupoBka

CoprupoBKa ZOIMyCTUMA [0 HECKOJIBKUM CTOA0IaM B BozpacTraiomeM (110 yMoIda-
HUIO) MK yOBIBAIOIEM TOPSAAKE. ITU MOPIAKUA MOKHO CMEIIMBATh, KaK MOKa3aHO
B upumepe 3.29. Y Spark SQL ecTb Jon0JIHUTEIbHBIE IPEUMYIILECTBA IIPU COPTUPOB-
Ke, II0CKOJIbKY OIIpe/le/ieHHble CepUaJu30BaHHble JaHHble MOKHO CPaBHUBATh U Oe3
JleCepUaTU3aIH.

Mpumep 3.29. CopTrpoBKa Mo BO3pacTy U pa3Mepy MnaHA B NPOTUBOMOIOXHBIX MOpsAKax

pandas.orderBy(pandas("“pandaSize").asc, pandas("age").desc)

CopTupoBKa 4acTO OKa3bIBAETCS 110JIe3Ha 1J1s OTpaHNYeHUs Pe3yJIbTaTOB — BOo3BpaTa
TOJIBKO BEPXHUX WM HUKHUX K pe3ynbTaToB. 3aaTh KOJIMYECTBO CTPOK TIPU OIPaHU-
YEHUU MOXKHO C IIOMOLIbI0O MeTo/a 1imit (numRows ), orpaHMYMBaIOIIEr0 KOJIUYECTBO
cTpOK B Habope DataFrame. OrpaHWUYeHUSI TAKKE HHOT/IA UCTIOIB3YIOTCS JJIST OTIAJKU
6e3 cCOPTUPOBKHU, YTOOBI BO3BPAIIAJICS NI HeGOIbINOI pe3yabraT. Ecan sxke BMecTo
OTpaHUYEHMS KOJTUIECTBA CTPOK B COOTBETCTBUU C IIOPSIAKOM COPTHUPOBKU HYKHO
MPOM3BECTH BBIGOPKY JAHHBIX, TO 3aTJITHUTE B OAHOUMEHHBIN TT0pas/es Ha c. 236,
B KOTOPOM OTIMCAHbI METO/IbI BBITIONHEHUsT BBIGOPKHU B Spark SQL.

[Npeobpa3zoBaHUst HECKONbKNX
HabopoB DataFrame

I[TomuMoO BBITIOTHEHUS Hpeo6p330BaHI/Iﬁ HaJ OJJHUM Ha6op0M DataFrame, MOXHO BBI-
HOJIHATH OIepallii U HaJ HECKOJIbKUMU TaKuMU Habopamu. B rososy npesxuae Bcero
TIPUXO/ISAT, BEPOSATHO, PA3JIMUHbIEe TUIBI COeIMHEHN, PACCMOTPEHHbBIE B IJ1aBe 4, HO,
KpoMe HUX, HaJl o0bekTaMu DataFrame MOKHO TaKKe COBepITaTh HeMaJIO OTlepaIinii Ha-
nozobue onepariii ¢ MHOXKEeCTBAMH.

Omnepauyn ¢ MHOKecTBaMU. Pasimuibie omnepanuu ¢ DataFrame IO3BOJSIOT BBIIIOJI-
HATH MHOTOE U3 TOTO, YTO OOBIYHO PACCMATPUBAETCS KaK OIlepallii ¢ MHOKECTBAMMU.
OHI/I HECKOJIbKO OTJHNYAIOTCA OT TPaAUIIMOHHBIX Onepauﬂﬁ C MHOXXeCTBaMU, II10-
CKOJIbKY OTCYTCTBYET OIpaHUYeHIe Ha YHUKAJIbHOCTh 9JIEMEHTOB. XOTs Bbl, HABEPHOE,
ysKe 3HAKOMBbI C pe3yJibTaTaMy MOoA00HBIX omepaiuil u3 o0bidHoro Spark u kuuru
Learning Spark, Mbl ipuBeeM JaHHbIE O BBIYNCIATENbHBIX 3aTPaTaxX Ha 9TU OIlepalluu
B Tabu. 3.9.

Ta6nuua 3.9. Onepaummn c MHOXeCTBaMM

HasBaHue onepauuu 3aTpaTtbl
unionAll Huskue

intersect Boicokue
except Bricokne
distinct Bbicokue
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MNpocTtble SQL-3anpockl B CTapoM CTune
N B3aUMOAENCTBME C AaHHbIMK 13 Hive

MHorma yaobHee puMeHITh 00buHbie SQL-3aTpoCchl BMECTO TOTO, 4TOOBI COBEPINATH
omepaiuu ¢ Habopamu DataFrame. [Ipu HaTUUYUK MOAKIIOUEHUsT K Xparuauniry Hive
Metastore MoskHO Trcath SQL-3anpockl HemocpeacTBeHHO K Tabsmiam Hive u momy-
YaTh pe3yJIbTaThl B BUAEe HAOOPOB DataFrame. Eciii BbI XOTHTE THUCATD 3aPOCHI K KOH-
KpeTHOMY Habopy DataFrame, TO MOJKHO 3apETrMCTPUPOBATH €T0 B KaUECTBE BPEMEHHOM
TabJIUIBI, KaK MmokazaHo B ipumepe 3.30 (Wi COXPaHUTh €ro B KAUeCTBE YIPaBIsieMOi
TaOJIUIBI TIPU YCIIOBUH, YTO TJIAHUPYETE MCIOIb30BaTh €r0 B HECKOJBKUX 3a[aHUX).
OO6bexTbl Dataset MOKHO Takxke Ipeobpa3oBbiBaTh 00OPAaTHO B 00BHEKTHI DataFrame
U PETHCTPUPOBATD JIJIST BBITOJTHEHUS K HUM 3aITPOCOB:

Mpumep 3.30. Perncrpaumsi/coxpaHeHne Tabnuu

def registerTable(df: DataFrame): Unit = {
df.registerTempTable("pandas")
df.write.saveAsTable("perm_pandas")

}

3aIpochl OCTAIOTCS TAKUMU e, HE3aBUCKMO OT TOI'O, BpeMeHHast JIM 9TO TabJIuIIa, CyIie-
crytomas tabsmna Hive niay TobKo 4to coxpaHeHnHas Tabiunia Spark, kak moxasaHo
B mpuMepe 3.31.

Mpumep 3.31. BuinonHeHue 3anpoca K Tabnvue (BpeMeHHOM UK NOCTOSIHHOM)

def querySQL(): DataFrame = {
sqlContext.sql("SELECT * FROM pandas WHERE size > 0")

}

MoOsKHO TakKe MHCAThH 3ATPOCH 1 O3 PETUCTpaIiy TabJInIl, YKa3biBas KOHKPETHBIN
Iy Th K haiisry, Kak rmokasato B ripumepe 3.32.

MpumMep 3.32. BbinonHeHWe 3anpoca K ucxogHoMy daiiny

def queryRawFile(): DataFrame = {
sqlContext.sql("SELECT * FROM parquet.’ path_to_parquet_file ")

}

[NpeacTtaBneHne AaHHbIX
B Habopax DataFrames n Datasets

HaGopsi DataFrame — se npocto RDD-kotekuun 00beKTOB ThIIa Row, OHI 00J1aai0T
CTIEIUATIM3UPOBAHHBIM TIPE/ICTABIECHUEM U CTOJGIIOBBIM (hopMaToM Kara. JlanHoe mpes-
CTaBJIeHNE He TOJBKO H0Jiee 9KOHOMUYHO B CMBICJIE 3aHUMAEMOTO MECTa, HO U KOJMPY-
eTcst HaMHOTO ObIcTpee, ueM cepuanusaius Kryo. Tounee rosops, kak u Habopst RDD,
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HabopbI DataFrame 1 Dataset 0OBIYHO BBIYUCIISIOTCS OTJIOKEHHBIM 06p330M ¢ ¢hopmu-
POBaHUEM «POIOCTOBHON» 3aBUCUMOCTeN (He cunTas TOTo, uTo B DataFrame 3TO HOCUT
Ha3BaHe JIOTHYECKOTO MIaHa W COAEPKUT GObIIiT 06beM mHhOpMAImn).

Tungsten. 1o HOBBIN KoMTIOHEHT Spark SQL, obectieunBaroruii Gosree apherTUBHOE
BBITIOJTHEHYE omnepanuii Spark 3a cuer paboThl HEMOCPEACTBEHHO Ha YPOBHE GallTOB.
BsruisineM emrte pas Ha puc. 3.1 u getasbHee PACCMOTPUM BOTIPOC Pa3induii B Tpedy-
€MOM JIJIsI XPAHEHUST TPOCTPaHCTBe Meskay Habopamu RDD u DataFrame mipu KaIiupo-
Bannu (puc. 3.3). KomnonenTt Tungsten BKITIOUaeT CHETMATU3UPOBAHHBIE CTPYKTYPHI,
npefHA3HAUYEHHBIE IS XPAHEHWS JaHHBIX B OTIEPATUBHON TMaMSTH U CIEINATbHO
npucnocobaeHHble st onepaiuii, Tpebyomuxcs GpeiiMBopky Spark. On Takske co-
JIEPsKUT YCOBEPIIEHCTBOBAHHYIO TEHEPAIIUIO KOJIA U CIIeIINATN3NPOBAHHDIN TIPOBOIHON
POTOKOJI.

T sparkshel-storese ~ N S

€« - @ | [) panda:4040/storage/ QS T W Q F O =
i Apps  Bookmarks @ Getting Started B8 Imported From F. 4 Call and Respans Conferencesin S » [l Other bookmarks
Spa# 160 Jobs Stages Starage FEnvirpnment Fxecutars S01 Spark shell application LI
Storage
RDDs
Cached Fraction Size in Size in Size on
ROD Name Storage Level Partitions Cached Memaory ExternalBlockStore  Disk
ConvenTolnsale +- Scan Memory Decerialized 1% 2 100% 7.3 MB 0O0B 00B
ExistingROD{IAOL, £ipt L pla2 happy# 3 atbibules#]  Replicated
MapHarttionsHDLD Memory Desenalized 1% 2 10 diZmu [HURE] uup
Heplicated

Puc. 3.3. 3aHumaemMoe 0aHUMK U TEMU XKe AaHHBIMWU MECTO MpW XpaHeHun Habopa RDD
no cpaBHeHuto ¢ Habopom DataFrame

Ecnu Bbl paHee paboTanu ¢ Hadoop, To MOXeTe cuMTaTh TUMbl AaHHbIX KOMMOHEHTA
Tungsten Tnamn WritableComparable «Ha crepovaax».

Tungsten-mpecraBieHre ropasiao KOMIIaKTHee 00bEKTOB, CEPUATM30BAHHBIX C T10-
MoIibio Java win gaxke Kryo. Tungsten He 3aBrcHT 0T 0GBEKTOB sI3bIKa Java, M03TOMY
MOZI/IEP;KUBAET BBIIEJIEHUE TIAMSITU KaK B Ky4Ye, Tak 1 BHe ee. He Tosbko hopmat okasbi-
Baetcs 6GoJiee KOMITAKTHBIM, HO U CEPUAIU3AIINsT 3aHUMAEeT HAMHOTO MEHbIIE BPEMEHH,
yeM HaTUBHAS.
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MockonbKy Tungsten He 3aBUCKUT OT paboTbl C 06bEKTaMK si3blka Java, MOXHO
XpaHWUTb AaHHble Kak B Kyde (B JVM), Tak 1 BHe ee. B nocnegHeM criyyae BaXkHO
OCTaB/ISITb AOCTAaTOYHO MECTa B KOHTEWHEpaXx AJ1s NOACBHbIX BblAENEHWIA MaMATH,
NpUGIN3NTENBHO OLIEHUTb KOTOPbIE NO3BONSIET BEO-UHTEpPdEVC.

CrpyxTypbl faHHbIX Tungsten 6bUTH CO3MAHBI € YUETOM CTieliub K 06pabOTKI TAHHBIX,
B KOTOPOI OHM UCTIOJIb3YI0TCs. Kitaccmuecknii mpumMep — COPTUPOBKA, PACITPOCTPAHEH-
Hasg M BecbMa pecypcoemKas oreparust. [IpepcraBienue st TpOBOJHOTO TTPOTOKOJIA
Pean30BaHoO TaK, YTO COPTUPOBKY MOKHO BBITIOJIHATH €3 OBTOPHOM lecepuainsainm
NTAHHBIX.

B 6yaywiem Tungsten MOXET NpMBECTU K NOBbILLEHUIO BEPOSTHOCTN MCNOSb30Ba-
HUS1 HEKOTOpbIX He-JVM-61bnnoTek. [ns MHOrMX MPOCTLIX Onepaumii 60sbluyto
YyacTb 3aTpaT Ha npuMeHeHue u3 JVM BLAS unu apyrmux nogobHbIX NakeToB Ans
NMHENHOM anrebpbl COCTABSIET CTOMMOCTb KOMMPOBAHUS AAHHbIX BHE Ky4M.

DBrarozapst OTCYTCTBHIO PACXOIOB Ha OTIEPATHBHYIO TTaMSITh U cOOPKY Mycopa BCJe-
CTBUE MCII0JIb30BaHUsI 0ObIUHBIX Java-o0bekToB Tungsten crocoben o6pabaThiBaTh
60sbIne HabOPhI JAHHBIX, YeM aHAJOTUYHbIE CO3/[aHHbIE BPYYHYIO arperupyioniue
(dynrmmu. Tungsten o ymosruanmio BctpoeH B Spark 1.5 1 MoskeT ObITh aKTUBU3UPOBAH
B IIPEABIAYINNX BEPCUAX IIyTEM IIPUCBOEHU ITapaMeTpy spark.sql.tungsten.enabled
3HaYeHUs true (VM OTKJIIOUEH B MOCEAYIONINX BEPCUIX MYyTEM YCTAHOBKU ATOTO Tia-
pamerpa B false). [laske 6e3 Tungsten Spark SQL sazeiictByer cToa6I0BbIN hopmat
XpaHeHust ¢ ceprasmsanueit Kryo st MUHUMU3AIINHT 3aTpaT Ha XpaHEHHeE.

OYHKLUUM 3arpy3ku U COXPaHEHUS! AaHHbIX

Crioco6 3arpysku U coXpaHeHust JaHHbIX Moy ist Spark SQL oTindaercst 0T UCIOJIb-
3yemoro B 6azoBom Spark. [IJist cirycka ompejieieHHbIX THIIOB OIlePalliil Ha YPOBEHD
xpanumma B Spark SQL cymectsyer coberBenubiii API nctounukos nanubix (Data
Source APT) (https://databricks.com/blog/2015/01/09/spark-sql-data-sources-api-unified-data-
access-for-the-spark-platform.html). VMicTounnky JaHHBIX TTO3BOJISIIOT YIIPABISATH TEM, KaKne
THUIIBI OTIEPAIHil CITYCKAIOTCS HA X YPOBEHb. PaspaboTurKy He HYKHO 3a/[yMbIBATHCS
0 TIPOUCXONATINX TIPU 9TOM BHYTPEHHUX JICHCTBUAX, 33 UCKIIOYCHUEM CJIydas, Koraa
HEOOXOIMMBIN €My UCTOYHUK JAHHBIX He TTO//IEPKUBAETCSI.

3arpy3ka gaHHbix B Spark SQL He HacTonbko OTMOXeHa, Kak B 06blYHOM Spark,
HO B LIE/IOM BbIMOJIHAETCS OT/IOXKEHHBLIM 06pa3oM. MpoBEpPUTL 3TO MOXHO, MO-
MbITaBLUMCH 3arpy3unTb AaHHbIE U3 HECYLLECTBYIOLLEr0 NCTOYHMKA.
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DataFrameWriter n DataFrameReader

Unrepdeiicst DataFrameWriter (http://spark.apache.org/docs/latest/api/scala/index.html#org.
apache.spark.sql.DataFrameWriter) 1 DataFrameReader (http://spark.apache.org/docs/latest/
api/scala/index.html#org.apache.spark.sql.DataFrameReader) o0eciieunBaioT YteHue JaHHbIX U3
BHEITHUX HCTOUHUKOB, OOPATUTHCS K TIEPBOMY M3 HUX MOKHO, BBI3BaB METO/| write 00beK-
TOB DataFrame uju Dataset, KO BTOPOMY — BbI3BaB MeTOJl read o0bekTa SQLContext.

Spark SQL o6Hosun API 3arpysku/coxpaHeHuns B Spark 1.4, Tak 4TO MOXeT
BCTPETUTLCS KOA, MO-NMPEXHEMY UCMONb3YHOLWMIA CTapblii BapuaHT API 6e3 kiaccoB
yTeHus/3anmcn Habopos DataFrame, HO, Tak Cka3aTb, 3a KaAPOM OH peasniM30BaH
B BMAe ajanTtepa Ans Hosoro APIL.

®opmarbl

3anmath hopMar Mpu YTEHUW WJIN 3aTTUCH MOKHO, BBI3BaB MeTo/ format (formatName)
KJ1accoB DataFrameWriter/DataFrameReader. OTpaskatoniyie crermpuKy KOHKPETHOTO
(opmara mapameTpsl, HAIPUMEP KOJHUECTBO BhiOUpaembix B Buzie JSON samucei, 3a-
JTAIOTCA WM ITPY Tiepejade KapThl [IapaMeTpoB options, MM IPU YCTAaHOBKE € IIOMONIBIO
options OT/IETBHBIX TAPAMETPOB B UMTATOTIEM /3ATTHCHIBAOIIEM KJacce.

MeTtoabl ana ¢opmatos, noaaepxusaembix Apache, — JSON, JDBC, ORC
n Parquet — 3aaatoTcs HENOCPEeACTBEHHO B 0ObEKTAX UTEHMSI/3anuncy C MOMOLLbIO
nepeaayn nyTm unun VIHd)OpMaLlVIVI 0O coeaunHeHnNn. S METOAbl MPpU3BaHbl CAenaTb
paboTy 6onee yoobHoW M NpeacTaBnsoT cobon aganTtepsl Ans 6onee ob6LWMX
METOZ0B, KOTOPblE Mbl MPOAEMOHCTPUPYEM B TEKYLLEN rNaBe.

JSON

3arpyska u 3anuch JaHubx B opmate JSON noiep:KuBaeTcst HEIOCPEJCTBEHHO MOJTY-
sem Spark SQL, u, HecmoTpst Ha orcytersre B JSON undopmanuu o cxeme, Spark SQL
crocoOEH BBIBOAUTD JIOTUYECKHU CXEMY C TOMOIILIO BEIGOPKU 3aruceii. 3arpysKka JaHHbIX
B (popmare JSON tpebyer GOJIbIINX 3aTPaT, YEM 3arPy3Ka MHOTHX UCTOYHUKOB JaHHbIX,
MOCKOJIBKY (hpeiMBOPKY Spark mpuxoAuTcss 4nTaTh 4acTh 3amucei, 4To6bl BHIACHUTD
uHbopMaImio o cxeme. Eciiu rmocsieiHsist CHIIbHO OTJINYAETCS OT 3AIKUCHU K 3arnucy (UIn
KOJIMYECTBO 3AITCeNl 0YeHb HEBEIUKO), TO MOKHO TIOBBICUTD IIPOIIEHT YNTAEMBIX JIJIsI
OIIpe/ieJIeHMs] CXEMBbI 3aIThCell, CKasKeM YBeJIMYNB 3HaYeHUsI ITapaMeTpa samplingRatio,
Kak B ipuMepe 3.33, T/ie Mbl 33/1aeM €T0 PaBHBIM 100%.

Mpumep 3.33. 3arpy3ka AaHHbIX B popMaTe JSON ¢ ncnonb3oBaHveM Beex (100 %) 3anuceit
[Ns ONpeAeneHunst CxeMbl

val df2 = session.read.format("json")
.option("samplingRatio"”, "1.0").load(path)
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MexaHv3M onpeaeneHus cxembl Spark — BeCKWi1 A0BOA B MOMb3y TOro, YTobbl
NpUMEHSTL hpelMBOpPK Anst paboTsbl C AaHHbIMK B copmaTe JSON, aaxe ecnm
pa3Mep AaHHbIX N03BONsiET 06paboTaTh MX B OTAENBHOM Yy3/e.

Hamum BxoziHble JaHHbIEe MOTYT COZIEP:KaTh HEKOppeKTHbIe 3amc B ¢popmare JSON,
KOTOPBIE JKeJTAaTebHO OT(GUIBTPOBATD, TAK UTO HE TIOMENIAET TT0IydaTh Ha Bxozie 1 RDD-
Ha0OP CTPOK. ITO MO3BOJIUAT 3arPY3UTh BXO/IHbIE JaHHBIE B BU/IE OOBIYHOTO TEKCTOBOTO
(aiina, orpUIBTPOBATH HEKOPPEKTHBIE 3ATTMCH, TTOCJIE YETO 3arpy3uTh aHHbIe B JSON.
BoImoiHuTh yKazaHHbIe OTEPAIIY MOYKHO C TIOMOIIBIO BCTPOEHHON (DYHKITHIH json KJiac-
ca DataFrameReader, mpuHUMAaOIIEil Ha Bxoje Habopbl RDD wiin myTi 1 moKasaHHOU
B ipumepe 3.34. Metopl ipeobpazoBanust THITa HAGOPOB OOBIYHBIX 0OBEKTOB MBI pac-
cMmotpuM B riyHKTe «Habopst RDD» Ha c. 77.

Mpumep 3.34. 3arpy3ka jsonRDD

val rdd: RDD[String] = input.filter(_.contains("panda"))
val df = session.read.json(rdd)

JDBC

Ncrounuk mauubix JDBC npencrasisier co6oil ecTeCTBEHHBIN HCTOUYHUK JaHHBIX
Spark SQL, nogepskuBatorinii MHOKeCTBO otepariuii. [Tockoabky peamuzanuu JDBC
y pasHbix noctaBiukoB CY BJI HeCKOJIBKO pasimyaroTcst, TO moHazoouTes 1o6aButh JAR-
apxuB /IS Balero KoHkpeTHoro JDBC-uctounmnka qanabix. A BBULY TOTO, 9TO THITHI
nosieir SQL Toske pasimuatorces, hpeiitMBopk Spark ucrosbsyer kiace JdbcDialects,
B KOTOprfI BCTPOEHBI «INAJIeKThI» /171 DB2, Derby, MsSQL, MySQL, Oracle 1 Postgr‘esi.

Xots dpeitmBopk Spark nopmep:kuBaer MHOKeCTBO pasindHbix JDBC-ucTouHNKOB,
JAR-daiinsl, HeoOXOAUMBIE I B3aMMOAEICTBH CO BCeMU 9TUMH 6a3aMu JaHHbBIX,
HE BKJIIOUEHBI B HeTO. [Py MHUIMAIM3AINN BRITOHEHNs Spark-3aianust ¢ TIoMOIIbIo
KOMaH/[bI spark-submit TpeGyembie JAR-daiiabl MOKHO CKaYaTh Ha COOTBETCTBYIOILYIO
MAIlIUHY 1 BKJIIOYUTD WX, UCIIOJb30BAB MapaMeTp --jars Win yKa3aB KOOPAUHATHI
Maven B mapamerpe --packages. A OCKOJIbKY KOMaH/[Hast 000104Ka Spark 3amyckaercst
TaK Jke, MOKHO BOCIIOJIb30BATHCS TEM jKe CMHTaKcucoM /it Briodenng MySQL JDBC
JAR B mpumepe 3.35.

Mpumep 3.35. Broyaem MySQL JDBC JAR
spark-submit --jars ./resources/mysql-connector-java-5.1.38.jar $ASSEMBLY_JAR $CLASS

B nepBbIx Bepcusix ppeiimBopka Spark napameTp --jar He no3Bosisn BkItoYaTb JAR
B nepeMeHHyto classpath gpaiiBepa. Mpu ncrnonb3oBaHWM B KNacTepe nogobHo Bep-
\ cum Spark HeobxoaMMo Takxke ykasaTb ToT e JAR B napameTpe --driver-class-path.

! OTZ[e.HI)HI)Ie TUIIbI MOT'YT OKa3aTbCA HEKOPPEKTHO PEATM30BAHHBIMU 1/ HEKOTOPbIX 6as JlaHHbIX.
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Knacc JdbcDialects (https://github.com/apache/spark/blob/master/sql/core/src/main/scala/
org/apache/spark/sql/jdbc/JdbcDialects.scala) mosBosisier Spark paBUIBHO yCTaHABIMBATH
coorserctre THNoB JDBC tunam Spark SQL. Ecin mas Bameit CYB/I orcyTerByer
JdbcDialect, To 6y/leT MPUMEHSTHCS AUAJIEKT 110 YMOJIUYAHUIO, KOTOPBIH, CKOpee BCero,
crarer paborath B GoabIIMHCTBE caydaes. [(uanext Oyaer BHIOpaH aBTOMATHIECKH HA
ocHose ncmoabzyemoro URL JDBC.

Ecnun Bbl cTONKHETECH C HeO6X0AMMOCTLIO aaanTuposath JdbcDialect nog csoto
CYB[1, TO MOXEeTe UM NomckaTb COOTBETCTBYHIOLWMI NakeT cpeau spark-packages,
unm pacwmputb knacc JdbeDialect u 3aperncTprpoBaTh CO6CTBEHHBIN ANANeKT.

Kak v jist Ipyrux BCTPOEHHBIX KCTOYHUKOB JIAHHBIX, CYIIECTBYET YAOOHBIN agantep
JUIST OTIPEJIETIEHIST CBOMICTB, HE0OXOAUMBIX /Uit 3arpy3ku JDBC-nanHbIX, TOKa3aHHBII
B pumMepe 3.36. Itot yaobHbIi aganTep IDBC npuHuMaer Ha Bxoge URL, Tabmuiy
1 0OBeKT java.util.Properties co CBOHCTBaMHU COEIMHEHNS (TAKUMHU Kak HH(MOPMATIHST
00 ayrenrudukaiun). OObEKT CBOIICTB 0ObEIMHSIETCS CO CBOWCTBAMU, 3a1aBAEMbIMU
B CAMUX KJIacCaX YTeHUs /3amucu. XoTst 0ObEKT CBOMCTB — 00sI3aTeIbHbII mapamerp,
MOJKHO IIepeiaTh Iy CTOi 0OhEKT CBOCTB, U OHU OY/IyT yCTaHABIUBAThCS B HHTEP(DETice
YTEHUs /3aTTUCH.

Mpumep 3.36. Co3gaHve Habopa DataFrame u3 nctouHunka aaHHbIX JDBC

session.read.jdbc("jdbc:dialect:serverName;user=user;password=pass",
"table", new Properties)

session.read.format("jdbc")
.option("url”, "jdbc:dialect:serverName")
.option("dbtable", "table").load()

API jis coxpanenust Habopa DataFrame oueHb HariomuHaeT AP, vcrosb3yeMblil st 3a-
IPY3KHU. Y Ka3blBaTh MyTh B QYHKIUHU save() He TPeOYeTCst, IOCKOJIBbKY BCst HH(POPMAITHsT
yKe 3a/IaHa, Kak MToKa3aHo B mpuMepe 3.37.

Mpumep 3.37. 3anucb obbekTa DataFrame B ncTtouHMK AaHHbIX JDBC

df.write.jdbc("jdbc:dialect:serverName;user=user;password=pass",
"table", new Properties)

df.write.format("jdbc")
.option("url”, "jdbc:dialect:serverName")
.option("user", "user"
.option("password", "pass")
.option("dbtable", "table").save()

IMomumo urerust u3 uctouHukoB Aanubix JDBC u 3anucu B Hux, y Spark SQL ectp
coberBennbiii JDBC-cepsep (omnmcannbiii B pasgese «Cepsep JDBC/ODBC» pasee
B ATOII TJIaBe).
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Parquet

Apache Parquet — pacripocrpareHHbIN (HopMaT, HEIOCPEACTBEHHO HOEPKIBAEMbII
Spark SQL, upesBbruaiiio a(hHEKTUBHO MCIOIB3YIOMUNA MECTO U OUY€Hb HOMYJISIPHBIIL.
CBoell U3BECTHOCTHIO OH 00s13aH MHOKECTBY BO3MOKHOCTEI, KOTOPbIE BKJIIOYAIOT
yanobHOe pasbuenne Ha HeCKOIbKO (hailyioB, CKaTHeE, BIOKEHHbIE THUIIbI I MHOTOE JIPYTOE,
omnmncaHHble B TeMaTndeckoi mokymenTarun (https://parquet.apache.org/documentation/
latest/). Beaencrsue nomysisipaoctu Parquet B hpeiimBopk Spark 6b1mu 106aBJieHbI 10~
MTOJTHUTETbHBIE TTAPAMETPBI JIJIsT YTeHUsT 1 3armch ¢aiiyioB B aToM opmate. OHu niepe-
urcsennl B Tabu. 3.10. B otimdie ot CTOPOHHUX MCTOYHUKOB JIAHHBIX UX HACTPOITKA
B OCHOBHOM IIPOM3BOJUTCS UYepe3 00beKT SQLContext, XOTs HEKOTOPbIC MOTYT OBIThH
3a7laHbl Kak B SQLContext, Tak 1 B MHTepdeiicax DataFrameReader/DataFrameWriter.

Ta6nuua 3.10. MNapameTpbl UCTOYHMKA AaHHbIX Parquet!

SQLConf MapameTp Mo ymonuanuto | HazHaueHue
DataFrameReader/
DataFrameWriter
spark.sql.parquet. mergeSchema False Onpeneger, HeOOXOMMMO JIT
mergeSchema 00beIUHSITH CXEMbI CEKITUI

npu uteHnn. MosKeT OKas3aThCst
BechbMa 3aTPATHOM, TaK YTO
OTKJIIOYEHA 110 YMOJIYAHUIO,
HaunHas ¢ Bepenn 1.5.0

spark.sql.parquet. N/A False PaccmarpuBaer GuHapHbie
binaryAsString JaHHBIE Kak cTpoku. CTapsie
Bepeun dpeiiMmBopka Spark
3aIMCHIBAIOT CTPOKU B BUJIE
OGUHAPHBIX IAHHBIX

spark.sql.parquet. N/A True Kammupyer merazanubie Parquet.
cacheMetadata OG6BIUHO 9Ta OTeparust
6e30IacHa, ecim HIKeIesKallne
JAHHBIE He MOAN(DUIUPYIOTCSA
JPYTHM [POIIECCOM

spark.sql.parquet. N/A Gzip 3ajiaeT UCIOJIb3yeMbIN 17t
compression.codec IaHHBIX Parquet koziek cxxaTns.
[lomycTrMble BApHAHTBI:
uncompressed, snappy, gzip u lzo

spark.sql.parquet. N/A True Beimonasier cryck ¢huabTpoB
filterPushdown B Parquet (1rpu Bo3amMoskHOCTH)!
spark.sql.parquet. N/A False 3anucpiBaeT MeTazannbie Parquet
writeLegacyFormat B yHacJe/JoBaHHOM (hopmare

IIpodonicenue 5

! Cuyck (pushdown) osznavaer BoinosHeHUe BHIYMCIECHI HA YPOBHE XPAHUJIUIIA, TAK Y4TO
B catyyae Parquet 2To yacTo MOXKET 3HAUNTD ITPOILYCK HEHYKHBIX CTPOK MK (HAJIOB.
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Ta6nuua 3.10 (npogomkeHne)

SQLConf MapameTtp Mo ymonuyanuro | HasHaueHue
DataFrameReader/
DataFrameWriter
spark.sql.parquet. N/A org.apache. Kuace, ucniosbsyembiii Parquet
output.committer. parquet.hadoop. | mns pukcanny BbIBOAMMBIX
class ParquetOutput- | mannbix. [Ipu 3amucn 8 Amazon
Committer S3, BO3BMOKHO, MMeeT
CMBICJI TIOTIPOGOBATH
org.apache.spark.sql.parquet.Di-
rectParquetOutputCommitter

Urenue gannbix B popmare Apache Parquet us crapbix Bepeuii ppeiimpopka Spark tpe-
OyeT UCII0JIb30BAHUS HEKOTOPBIX 0COOBIX IIAPAMETPOB, KaK I0Ka3aHo B rpuMepe 3.38.

Mpumep 3.38. YteHue daiina B hopmaTe Apache Parquet, 3anvcaHHoro ctapoit Bepcuent Spark

def loadParquet(path: String): DataFrame = {
// HacTpoiika Spark pna 4TeHus GMHaApPHBIX AAHHBIX KakK CTPOKU
// TNpuMeyaHue: [ONKHO 6blITb HAaCTPOEHO Ha YpPOBHe ceaHca
session.conf.set("spark.sql.parquet.binaryAsString", "true")

// 3arpyxaem [faHHble B ¢opmaTe parquet C NMpUMEHEHUEM CXEMbl CAUAHUSA
// (HacTpauBaeTcsa C Momowbk NapameTpa)
session.read
.option("mergeSchema", "true")
.format("parquet")
.load(path)
}

3anuch 1anHbIX B (hopmare Parquet mpu HacTpoiKax Mo yMOJTYAHWIO HE MTPECTABIISACT
CJIO’KHOCTH, KaK TIOKa3aHo B mpumepe 3.39.

Mpumep 3.39. 3anuck daiina B hopmaTte Parquet ¢ HaCTpokaMm Mo yMon4YaHuo

def writeParquet(df: DataFrame, path: String) = {
df.write.format("parquet").save(path)

}

Tabnuubl Hive

BosmoskHocTh B3anmoseiicTBust ¢ tabaumamu Hive mo6asisier etie oJiH mapaMeTp.
Kak ormucano B ozipasziene «IIpoctoie SQL-3amrpockl B cTapoM CTHIIE U B3AMMOICHCTBIE
¢ mannbivu 13 Hives na c. 68, oqun us crioco6oB mo/ryuuTh ganubie u3 Tabamis Hive —
Harmcath SQL-3anpoc K Hell ¢ ToJiyueHneM pesyJibTata B Buge Habopa DataFrame.
MHuTepdeiichl YTeHNs 1 3aITCH Kracca DataFrame MOKHO UCIIOJIB30BATh KK € TAOTUIIAMI
Hive, Tak u ¢ ocTabHBIMM UCTOUHUKAMHU JAHHBIX, KaK TIOKa3aHo B mpumepe 3.40.
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Mpumep 3.40. 3arpyska Tabnuupl Hive

def loadHiveTable(): DataFrame = {
session.read.table("pandas")

}

Mpw 3arpy3ke Tabnuubl Hive mogynb Spark SQL npeobpasyeT meTagaHHbIE M K3-
LumpyeT pe3ynbTaT. Ecm ucxoaHble MeTagaHHble M3MEHWUNCh, TO MOXHO BOCMO/Tb-

\ 30BaTbcst koMaHaon sqlContext.refreshTable("tablename") ans vx obHoBneHus
WU OTK/KOYUTL K3LIMPOBaHWE, YCTaHOBMB 3HaveHne napametpa spark.sql.par-
quet.cacheMetadata paBHbIM false.

CoxpaneHue yIpaBJsieMoil TabJIUIbI, TIPOJIEMOHCTPUPOBAHHOE B ipuMepe 3.41, He-
CKOJIBKO OTJINYAETCSI.

MpumMep 3.41. 3anucb ynpasnsieMoit Tabnuupl

def saveManagedTable(df: DataFrame): Unit = {
df.write.saveAsTable("pandas")

}
3a nckoYeHneM 0cobbix CryyaeB, pesynbTaTbl COXpaHaloTCca B Tabnuue Hive
B OPMEHTMPOBAHHOM Ha Spark copmaTte, KOTOpbIn MOryT He MOHWMaTb Apyrue
\ YTUNAUTDI.
Habopbl RDD

HaGopsi DataFrame Spark SQL Moo serko npeo6pa3ossiBaTh B HaOopsl RDD 06b-
eKxTOB THIa Row. Kpome TOTO, OHU JIeTKo cozmatorest u3 Habopos RDD 06bekToB THia
Row, Java-KOMITOHEHTOB, case-kaaccoB Scala u kopresxeit. IIpu pabore ¢ Habopamu RDD
cTpok B popmaTe JSON ymecTHBI MeTOIbI, 00Cy K aaBiecs B myHkre «JSON» Ha ¢. 72.
Dataset Tumna T MoxHO Jierko mpeobpaszosath B RDD tumna T, 4To C1y:KUT ya0OHBIM CBSI-
3YIOIIUM 3BEHOM MKy 0ObeKkTaMu Dataset 1 RDD KOHKPETHBIX case-KJIaccoB (BMECTO
06mekToB Row). HaGopst RDD — gacTHbII crydait ICTOYHIKOB JAHHBIX, TOCKOTBKY TPH
nepemeniennn u3/B RDD ganHble ocTatoTes B pepesax Spark, a He 3alICbIBAIOTCS BO
BHEIITHIOIO CUCTEMY U HE YNTAIOTCS U3 Hee.

KoHBepTauusi Tuna u3 Habopa DataFrame B Habop RDD — npeobpa3oBaHue
(a He peiicTBue); ofHako npeobpasoBaHKe Tuna uM3 Habopa B DataFrame wnu
Dataset MOXeT Bk/OYaTb BblUMUCIEHWE BXOAHOrO RDD (M1 BbIGOPKY HEKOTOPOM
€ro yacrtu).
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CospnaHue Habopa DataFrame 13 Habopa RDD B 06LieM cryyae BieyeT 3a cobom
HakMagHble pacxoabl. [JaHHble Hy>XHO NPeobpa3oBbIBaTh BO BHYTPEHHMIA (hopmaT
7 Spark SQL.

N\

ITpu cospanuu DataFrame u3 RDD mozyuro Spark SQL npuxoautces 106aBasTh uHOOP-
Maruio o cxeme. Cosnasast DataFrame u3 Habopa RDD case-K/1accoB WM IIPOCTBIX Java-
o6bexToB B crapom crusie (POJO), Spark SQL moskeT Bocio/ibzoBaThes pediekcuei,
9TOGBI ABTOMATHYECKH OIPEIETUTh CXEMY, KaK TOKa3aHo B mpuMepe 3.42. MoykHO Takske
BPYYHYIO 33/IaTh CXEMY JIJIsI IAHHBIX C TOMOIIBIO CTPYKTYPbI, 00CY/KIABIIEHCS B pasjiesie
«OcHOBHBIE CBEJIEHUsT O cXeMax» Ha €. 52. OcO6EHHO TOIE3HO 9TO MOKET OKA3aThCs
B TOM CJIydYae, KOT/IA YacTh MOJIeil JaHHBIX He [IOMyCKaeT HeOlPeIeIeHHbIX 3HAUEeHU.
Eciu Spark SQL He criocoGeH onpeneuTh cXeMy AaHHbIX, UCIO0JIb3Ys PedIeKCHIo, TO
HEeoOXO/IMMO 3a/IaTh €€ CaMOCTOSATENHHO, CKakeM, B Buzie Habopa RDD-06bekTOB THTIA
Row (JIOTTyCTHM, ITyTEeM BbI30Ba . rdd 0ObekTa DataFrame uist (QyHKIIMOHATIBHOTO MTPE0H-
paszoBaHus, Kak MOKa3aHo B ripuMepe 3.42).

Mpumep 3.42. Co3gaHne 06bekToB DataFrame n3 Habopos RDD

def createFromCaseClassRDD(input: RDD[PandaPlace]) = {
// Co3paem ob6bekT DataFrame aABHbM 06pa3om, C Mnomolwb ceaHca
// W normyeckoro BbIBOAA CXEMbl
val dfl = session.createDataFrame(input)

// Co3paem ob6bekT DataFrame c nomowbi HeABHbIX QYHKLMA CeaHca
// W normyeckoro BbIBOAA CXEMbl
val df2 = input.toDF()

// Co3paem Habop RDD obbekTOoB TUMa Row M3 Hawero RDD case-kiaccos
val rowRDD = input.map(pm => Row(pm.name,
pm.pandas.map(pi => Row(pi.id, pi.zip, pi.happy, pi.attributes))))

val pandasType = ArrayType(StructType(List(
StructField("id", LongType, true),
StructField("zip", StringType, true),
StructField("happy", BooleanType, true),
StructField("attributes", ArrayType(FloatType), true))))

// Co3paem obbekT DataFrame c 3ajaHHOI cxeMoi ABHbIM Ob6pa3om
val schema = StructType(List(StructField("name", StringType, true),
StructField("pandas", pandasType)))

val df3 = session.createDataFrame(rowRDD, schema)

Case-knaccel nnm Java-KOMMOHEHTbI, ONMCaHHbIE BHYTPWU APYroro Kiacca, MHO-
raa MoryT Bbi3biBaTb Npobnemsl. MNpu c6oe npeobpasoBaHust Tuna RDD ny4we

\ ybeanTbCs, YTO MCMOMb3yeMbIN case-KnacC He 06bsIBNIEH BHYTPWU APYroro
Knacca.
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[TpeoGpasosars Tut us DataFrame B RDD upe3BbIuaitHO POCTO, OJIHAKO TIPU HTOM TI0-
ayyaercs Habop RDD 06bekToB THIIa Row, Kak MokasaHo B npumepe 3.43. ITockobKy
CTPOKA MOJKET COJIEPKATE TIPOU3BOJIbHBIE JAHHBIE, HEOOXOANMO YKa3aTh THUI (UK BbI-
MOJTHATH MPUBEICHUE HTOTOBOTO THTIA) TIPY U3BJICYCHIN 3HAYCHUH 13 KasK/IOTO CTOIOIA
crpoku. C OMOIIbI0 00beKTOB Dataset MOKHO HEMOCPEICTBEHHO MOJYIUTh OOPATHO
Hab6op RDD, mab1oH13POBAHHBIN TEM K€ THIIOM JAHHBIX, YTO TO3BOJIUT 3HAYUTETHHO
yIPOCTUTH 06paTHOE TipeobpasoBatue Triia B ya1o0Hb RDD.

XoTsi B si3blke Scala ecTb MHOXECTBO (DYHKLMI HESBHOrO Npeobpa3oBaHUs pas-
JINYHBIX YNCNOBbIX TUMOB AaHHbIX, OHM 06bIYHO HenpuMeHuMbl B Spark SQL, Tak
\ YTO NPUXOANUTCS NOMb30BATLCSA SBHbIM NMPUBEAEHMEM TUMOB.

Mpumep 3.43. NpeobpaszoBaHure Tnna DataFrame

def toRDD(input: DataFrame): RDD[RawPanda] = {
val rdd: RDD[Row] = input.rdd
rdd.map(row => RawPanda(row.getAs[Long](@), row.getAs[String](1),
row.getAs[String](2), row.getAs[Boolean](3), row.getAs[Array[Double]](4)))

Ecnu Bbl 3apaHee 3HaeTe, YTO cxema Bawero obbekTta DataFrame coBnagaet
CO CXEMOW [pyroro, TO MOXeTe BOCMO/b30BaThCs CyLLECTBYIOLLE CXEMOW Mpu
co3aaHumn Hoeoro DataFrame. MoaobHoe AelicTBYE YacTo BbIMOHSETCS Npy npe-
o6pa3oBaHMM TWMNa U3 BXoAHOro obbekTa DataFrame B RDD asist (yHKLMOHAbHOW
vnbTpaumy 1 Npu nocnegytowemM ob6paTHOM nNpeobpazoBaHNM.

JlokanbHble Konnekumm

IMomgo6Ho HaGopam RDD, Habopsl DataFrame MOKHO CO3/IaBaTh M3 JIOKAJTBHBIX KOJI-
JIEKIMIA ¥ BO3BPallaTh B BHJE IOCJAEHNUX, Kak [I0Ka3aHo B npuMmepe 3.44. TpeGoBaHus
K OIIePaTUBHON AMSATU HE MEHAIOTCS: BCe coaepKrMoe o0bekTa DataFrame JOJKHO pas-
MEIAThCST B ONEPATUBHON TTAMSITH JpaiiBepHOI porpaMMbl. [1o cyTn, ncmosib3oBanme
JIOKaJIbHBIX KOJIJIEKIHI OTPaHIYeHO MOYIbHBIMU TECTAME 1 COEJMHEHEM HeOOIbIINX
HabOPOB JaHHBIX ¢ GOIBIINMHU PaCIPEAETeHHBIMI HaGOPaMy JaHHbIX.

Mpumep 3.44. CozaaHve Habopa DataFrame 13 nokasnbHoN Konnekumm

def createFromLocal(input: Seq[PandaPlace]) = {
session.createDataFrame(input)
¥

Mbl Bocnonb3oBanucb TyT API LocalRelation, 4To Aano BO3MOXHOCTb 3afaTb
cxeMy Takum xe obpa3oM, Kak 1 npu npeobpasosaHuun Tuna u3 Habopa RDD
B DataFrame.
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B 6onee paHHux, 4yem 1.6, Bepcusix PySpark cxema onpeaensieTcss Ha OCHOBE
TONbKO NEepPBOW 3anucu.

N\

OrmpaBKa JaHHBIX 0OPATHO C MTOMOIIBIO MeTO/Ia collect() B Bu/e JIOKAJIbHOU KOJI-
JIEKITWH Yallie BCETO TTPOUBBOUTCS TTOCTE arperupoBanus Win (pUabTpauy JaHHbIX.
Hanpuwmep, kak B ciryuae ornpaBku kouBeliepom ML koadduimentoB niam (kak Bbl
YBUANTE B IPUMeEPE cO 3TaTOBIACKOI B ryiaBe 6) KBaHTHIIEH Ha apaiisep. B mpumepe 3.45
MBI TIPOJIEMOHCTPUPYEM CIIOCOO JIOKATBHOTO TIPUMEHEHUsST MeTojia collect() K Habopy
DataFrame. B cayuae Gosbiiimx HAGOPOB JIAHHBIX PEKOMEH/LYETCSA COXPAHATD JIAHHBIE BO
BHEIIHEH crcTeMe XpaHeHust (Takoii Kak 6asa ganubix wim HDFS).,

Kak n B cnydae ¢ RDD, He cneayeT otnpaBnsaTb 6onblune Habopbl DataFrame
obpaTHO Ha apaiep. Monb3oBaTensM s3bika Python BaxkHO He 3abbiBaTb, YTO
\ meTop toPandas() cobupaeT faHHble NOKanbHO.

Mpumep 3.45. JloKkanbHbI C60P UTOMOBbIX AAHHbIX

def collectDF(df: DataFrame) = {
val result: Array[Row] = df.collect()
result

}

[lononHuTenbHble opmaTsl

Yro kacaercsa Spark Core, nocrasjsieMble HEIIOCPEACTBEHHO ¢o Spark gopmarst gaH-
HBIX OXBaThIBAIOT JIMIIb BEPXYIIKY aiicbepra AOCTYIIHBIX A/ B3aUMOAEIICTBUS TUIIOB
cucteM. HexoTopble ocTaBIIKMKN NYyOJUKYIOT COOCTBEHHbBIE Peajn3alii, U MHOTHUEe
u3 HuX omyb KkoBaHbl Ha caiite Spark Packages (https://spark-packages.org/). Ha mo-
MEHT HallMCaHWs KHUTU Ha CTPaHuIile MCTOYHUKOB nanubix (https://spark-packages.org/
?q=tags%3A%22Data%20Sources%22) nepeuncaeto 6osuee 20 popmartos, Hanboiee 1o-
MyJITPHBIMUA U3 KOTOPBIX stBJsTIOTCsT Avro (https://spark-packages.org/package/databricks/
spark-avro), Redshift (https://spark-packages.org/package/databricks/spark-redshift), CSV
(https://spark-packages.org/package/databricks/spark-csv)! 1 yHuBepcaibHblii aganrep deep-
spark (https://spark-packages.org/package/Stratio/deep-spark) st Gosiee yem mect CYB/I.

IMaxerbr Spark MOKHO BKJIIOYNUTH B IPUJIOKEHUE HECKOJIBKUMU PA3JIMYHBIMU CIIOCOOAMUL.
Ha srare ananmsa (ckaxeM, IPU UCIIOJIb30BAHUN KOMaHIHOU 000JI0YKH ) MOKHO BKJIO-
YUTH UX IyTEM YKa3aHUs TapaMeTpa --packages B KOMaHIHON CTPOKe, KaK B MPIMe-
pe 3.46. ITOT ke MOAXO TIOION/IET TIPU OTIPaBKe MPUJIOKEHUH ¢ TIOMOTIHIO KOMAaH bl
spark-submit, HO MH(OPMAIIIS KacaeTCst TOJBKO TTAKETOB BO BPEMsI BBITIOJTHEH NS, a He
BO BpeMs KoMimasiuu. [l gobaBieHns HakeToB BO BpeMst KOMITUJISIIIAN MOKHO 100a-

! Ceiiuac naker spark-csv yxe Bkioder B coctaB Spark 2.0.
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BUTH B cO0pPKY KoopauHaThl Maven. [Ipu KOMIOHOBKE ¢ TIOMOIIIBIO sbt paboTy ¢ 3aBu-
CUMOCTSIMHU [TAKETOB CIIOCOGHBI YIIPOCTUTH IIaruH sbt-spark-package (https://github.com/
databricks/sbt-spark-package) 1 nepemennas spDependencies. B octanibHbIX ciydasx mpe-
KpacHO TIOZI0U/IET TIepedrcIeHre NX BPYJIHYIO, Kak B IpuMepe 3.47.

Maket Spark CSV B HacTosiLMIA MOMEHT BKJIHOUYEH B cocTaB Spark 2.0+, Tak yTo
BKJTIOYaTb €ero HeobX0AMMO TOJbKO A1 6051ee paHHUX BEPCUA.

MpumMep 3.46. 3anyck komMaHaHoOM o6onouky Spark ¢ noaaepxxkon CSV
./bin/spark-shell --packages com.databricks:spark-csv_2.11:1.5.0

Mpumep 3.47. BkitoyeHune nakeTa spark-csv B kayectse sbt-3aBucnmoctyn
"com.databricks" % "spark-csv_2.11" % "1.5.0"

[TocJie BKJIIOUEHMS] CTOPOHHErO IakeTa B 3aanue Spark neo6xoaumo ykasaTh hopMar,
TOYHO TaK Ke, KaK MbI TOCTYTAJH € TaKeTaMu caMmoro (peiiMBopka. ms makera MOKHO
HaliTh B ero flokyMeHTaruu. Hanpumep, ctpoka hopmata jiist spark-csv BBITJISIZIUT Kak
com.databricks.spark.csv. [luist Berpoenroro CSV-gopmara (8 Spark 2.0+) Bmecrto
3TOTO MOKHO TIPOCTO yKa3aTh csv (UM TTOJHOE Ha3BaHUe org.apache.spark.sql.csv).

Eciu Tpebyemblii hopMmar maHHBIX HE HOALEPKUBACTCS HENOCPeACTBeHHO Hu Spark,
HU OHOI 13 GUGJIMOTEK, TO BO3MOMKHOCTEN HEMHOTO. BOJIbIIMHCTBO (hOPMATOB TIOAIED-
JKUBAIOTCS B BUJIE BXOAHBIX (hopmaToB Hadoop, Tak 4To MOKHO HOIBITAThCS 3arPy3UTh
JaHHbIe B KayecTBe BXxoaHoro hopmara Hadoop, nocie yero BuinosHuTh npeodpasosa-
HUe THa moJayuusierocs oobekra RDD, kak o6¢yknanocs B mynkre «Habopsr RDD»
Ha ¢. 77. DTOT MOAXO0/ OTHOCUTEIHHO IIPOCT, HO BJIeYeT 3a COO0I HEBO3MOKHOCTD OIle-
paruii B XpaHUJIHIIE TaHHBIX

st obecnieuenust 6osiee riryOOKON WHTETPAIUKA MOKHO peajn30BaTh cOOCTBEH-
HbBII UCTOYHUK JaHHBIX ¢ 11oMolbio API uctounukos nanubix (https://databricks.com/
blog/2015/01/09/spark-sql-data-sources-api-unified-data-access-for-the-spark-platform.html).
B saBrcuMOCTH OT TOTO, /I KAKUX Ollepaliii HeoOXoAuMa IOALEPAKKA CIIyCKa oIepa-
TOpOoB, B BaseRelation mmonazo6urcs peajinsoBarh AOMOJHITEIbHBIE TUIIAKI U3 TAKeTa
org.apache.spark.sql.sources. Hioancel peasmsarnnm HOBOTO MCTOYHUKA JTAHHBIX
Spark SQL BbixozisT 32 pamku aHHO# KHITH. HO eciti aTOT BOIIPOC Bac MHTEPECYET, TO Pe-
KOMEH/[yeM Ha4aTh ¢ JIOKYMEHTALIH si3bika Scala 11o 1makery org.apache. spark.sql.sources
(http://spark.apache.org/docs/latest/api/scala/index.html#org.apache.spark.sql.sources.package)
u knacca CsvRelation (https://github.com/databricks/spark-csv/blob/master/src/main/scala/
com/databricks/spark/csv/CsvRelation.scala) makeTta spark-csv.

! Hampumep, 4TeHUs TOJBKO HYKHBIX CEKI[HH, IJIST KOTOPBIX (DUIIBTP COOTBETCTBYET OJHO U3

HallluX CXeM CEKIIMOHNPOBaHUSI.
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PeXX1Mbl coOXxpaHeHus

B 6azoBom Spark s coxpanenus Habopos RDD Bcerza tpebyercs, 4robbl 1e1eBoi
KaTaJIor He CYIIECTBOBAJ; 9TO YCIOKHSIET 100aBIeHIe TaHHBIX B YKe UMEIOIIMECs Ta-
6muupl. C nomosio xke Spark SQL MOKHO 3a7aTh *KeJlaeMoe [OBEAEHNE IIPOrPAMMBbI
[P 3aIUCH T10 TTyTH, KOTOPBIH y’Ke BKJIOYaeT januble. [loBejeHnme o yMom4aHuio —
SaveMode.ErrorIfExists. AHaJOTHYHO MoBeaeHno 00bekToB RDD Spark renepupyer
UCKJIIOUEHMeE, eC/IM 1IeJeBble JaHHble,/Ta0I1la yKe CYIecTBYIOT. Jpyrie BapuaHThl
PEKUMOB COXPaHEHM U UX TI0BejeHe rnepednciensl B tabr. 3.11. Ipumep 3.48 wimo-
CTPUPYET BO3MOKHOCTH HACTPONKH ATUX aTbTEPHATUBHBIX PEKUMOB,

Ta6nuua 3.11. PeXxuMbl COXpaHeHUs

Pexum MoBenexHune
coxpaHeHusi

ErrorIfExists | Tenepupyer uck/ouenue, eciiu 1ejiesble Jannblie,/Tab/mia yxKe CyIecTByIoT.
Ecuu xe He cy1iecTBYIOT, TO 3aIMICBIBAET JTaHHBIC

Append Ecau niesiebie annbie/Tabuia yke CyuecTByIoT, IOIUChIBACT TyAa Jantbie. Eciu
JIaHHBIX €IIe HET, TO 3allUChIBAeT NX

Overwrite Ecnu 11es1eBble laHHble,/TabJInIA yoKe CYHIECTBYIOT, TO YAAJISIET UX. 3allUChIBaeT JaHHbIe

Ignore Ecsu niesieBble gannbie,/Tabiuia yke CylecTByIoT, TO MPOITYCKAeT 9Tall 3aruck 6e3
Kakoro-imbo yBeoMieHus. B IPOTHBHOM CJTydae 3alichiBaeT JaHHbIe

Mpumep 3.48. YcTaHoBKa pexunma coxpaHeHust Append

def writeAppend(input: DataFrame): Unit = {
input.write.mode(SaveMode.Append).save("output/")

}

Cekummn (0bHapy>xeHue 1 3annchb)

CexkIMOHMPOBaHKE JJaHHBIX — BaskHast coctaplsiioniast Spark SQL, mockoJbKy OHO He-
06XO/IMMO JIJIST OHOIT M3 KITIOUEBbIX ONTHUMU3AIIUEL YTEHUSI TOJIBKO TEX IAHHBIX, KOTOPbIE
HYZKHBI (3TOT BOIPOC MbI 00CYAUM B Tojipasjeiie «Jlornueckre u GU3nIecKie TiaHbl
BbITOTHEHMS > Ha ¢. 90). Eciu B MOMEHT 3aIMCH JIAHHBIX U3BECTHO, KAKUM 06pasom
KOHEUYHbBIE T10JIb30BaTe/ i OyIyT 0OpaaThest K HUM (HArpuMep, YUTaTh X HA OCHOBE
TTOYTOBOTO WH/IEKCA ), TO HE TIOMEIaeT MPUMEHUTh 3TH 3HAHUS JIJIST CEKIIMOHUPOBAHNS
BbIBOJIA. [IpU UTE€HNUH JIAHHBIX MOJIE3HO 3HATD, KaK (DYHKI[MOHUPYET OOHAPYKEHUE CeK-
1Hi1, YTOOBI JTyUliie TOHUMATD, TIOJIYYUTCS JIU CITYyCTUTD TyAa (DUIIBTP.

Cnyck ¢wmnbTpoB b6yaeT BecbMa KCTaTu npu pabote ¢ 6onbwimMn Habopamu
[laHHbIX, obecneyrBas hpenMBOpPKY Spark BO3MOXHOCTb 0bpalLaTbCsl TOSIbKO
K Heo6X0AUMOMY As1si BbIYMCIIEHMI MOAMHOXECTBY AaHHbIX BMECTO BbINOSIHEHNS!
MOJTHOrO MPOCMOTPa Tabnuubl.

ITpu yTeHNM CEKIMOHMPOBAHHBIX JIAHHBIX IOCTATOYHO yKas3aTh Spark KopHeBoil KaTaior
JAHHBIX, U (HPEIMBOPK aBTOMATHUYECKU OOHAPYKUT Pa3JMYHbIe CEKIMU. B KauecTBe
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KJIFOUE CeKIINI MOKHO UCIIOIb30BaTh HE BCe TUIILI JIAHHBIX; B HACTOSIIINIT MOMEHT I10/[-
JIEP>KUBAIOTCS TOJIBKO CTPOKU W YMCJIOBBIE JJAaHHBIE.

Ecan Bce nanubie XpaHATCA B OJHOM oObeKTe DataFrame, TO MOXKHO JIETKO 3a/1aTh WH-
dopMaIio 0 CeKIMMOHNPOBAHUN BO BpeMsI 3allicH JaHHBIX ¢ moMonibio API kmacca
DataFrameWriter. MyHKIMs partitionBy MpUHMMAaeT B KaUeCTBe IMapamMeTpa CIHUCOK
CTOJIOLOB, 110 KOTOPBIM HEOOXOAMMO CEKIIMOHUPOBATD PE3YJIbTAThI, KaK IIOKA3aHO B IIPH-
Mmepe 3.49. Kpome T0oT0, MOKHO BPYUYHYIO COXPAHUTH OT/AEIbHbIE HAaOOPbI DataFrame
(HampuMep, B MOMEHT 3aITMCH IAHHBIX U3 PA3JINYHBIX 33/[aHWH ), UCIIOJTb3YsT OT/IeTThHbIE
BbI3OBBI METOJ[A Save.

Mpumep 3.49. CoxpaHeHve AaHHbIX, CEKLIMOHNPOBAHHBIX MO NMOYTOBOMY MHAEKCY

def writeOutByzZip(input: DataFrame): Unit = {
input.write.partitionBy("zipcode").format("json").save("output/")
}

[Tomumo pasbyeHns JaHHBIX 110 K04y CEKIMOHUPOBaHMs, OY/IeT I0J1e3H0 YOenuThes,
YTO pasMepbl UTOTOBBIX (GailJIOB TIPUEMJIEMBI, 0COOEHHO €CJIN JJAHHBIE CTAHYT UCIIOJIb-
30BaThCs APYTUM 3a1anueM Spark ganee mo Xo/1y MOTOKa TaHHbIX.

Habopsbl Dataset

Wurepdeiic Dataset — sameuaresnpHoe pacumpenue Spark SQL, obecneunsaroiiee
JIOTIOJTHUTEIBHYIO TPOBEPKY THIIOB BO BpeMs KoMmruisiiinu. [losiBuBiiuch B Spark 2.0,
KJacc DataFrame SBJISIETCS CTIENMATM3MPOBAHHON Bepcrell Kmacca Dataset, pabora-
IOMell ¢ YHUBEPCATLHBIMY 00BhEKTAMU THIIA Row, B KOTOPOH, CJI€I0BATEIBHO, OTCYT-
CTBYeT OOBIYHAS TPOBEPKA THUIIOB BO BPEMsI KOMITUJISIIIMN, UMeIOTasicst B Dataset. API
Dataset — CHJTbHO THTM3WPOBAHHAS KOJUIEKIINS ¢ HAGOPOM PEeNAIMOHHBIX (DataFrame)
u ¢pynkimonaabbix (RDD) npeoGpasosanuii. [Togo6Ho 06bekTaMm DataFrame, 00beKThI
Dataset MpeiCTaBIEHBI JIOTHYECKUM TLIAHOM, TIOJIXOISIITAM JIJIsT pAOOTHI ONTUMHU3ATOPa
Catalyst (cm. pasgen «OnTuMusaTop 3apocos» Ha ¢. 90), a IpH K3ITMPOBAHUN JIaHHbBIE
XpaHsTcst Bo BHyTpeHHeM opmate Spark SQL.

API Dataset nosisuncs B Spark 1.6 n 6yaeTt MeHATLCS B NOCNeAyoLWwmnx Bepcusix. MNosnb-
3o0BaTensM atoro API pekoMeHAyeTCs paccMaTpuBaTh €ro Kak «npefBapuTesibHyo
7 BEpPCUIO». AKTyanbHyto MHdopMaLwmio no API Dataset MoxHo HalTv B Scaladoc (http://
\ spark.apache.org/docs/latest/api/scala/index.html#org.apache.spark.sql.Dataset).

B3anmozameHsieMocTb Habopos RDD, DataFrame
N NOKasbHbIX KONNEKLMN

MosKHO J1erko 1peodpa3oBbiBaTh 00bEKTHI Kaacca Dataset B 00bekT DataFrame min RDD
U 13 HUX, HO B MCXOJHOM BapUaHTE OHU TOKe He JOIMYCKAIOT HEIOCPEACTBEHHOTO pac-
mmpenus. IIpeo6pasoBanue Tria us Habopa/B Ha6op RDD Bkiioyaer KogupoBaHe,/
JIEKOIMPOBAHKE JTAHHBIX B JIPYTYIO (hOpMY. Hpeo6paSOBaHI/Ie Tumna u3/B DataFrame
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O6XO[[I/ITC$[ moutu «OecIgaTHO» B TOM CMbICJIE€, UYTO JieKallue B €0 OCHOBE JaHHbIEe
HE€ HYKHO MEHITD, I[063.B]I§IETC§I/yI[aJIHeTCH TOJIBKO /IOITOJIHUTEJ/IbHAad I/IH(l)OpMaL[I/IH
O TUlle BO BpeMsA KOMIINJIAIINN.

B Spark 2.0 Tun DataFrame 6bin 3amMeHeH nceBaoHMMoM Tuna Dataset[Row].

MNceBooHnM TuNa ansa knacca DataFrame HeBuamM B a3bike Java ans Spark 2.0,
Tak 4To OobHOBNEeHMe koaa Ha sA3blke Java TpebyeT 3ameHbl DataFrame Ha
\ Dataset[Row].

\,

Jlist mpeobpasoBanus Thia U3 DataFrame B Dataset k 06beKTy Dataset MOKHO ITpHU-
MeHUTh (YyHKIMIO as[ElementType] u nosiyunTh Dataset[ElementType], KaK 1mokasa-
Ho B ipumepe 3.50. Tum ElementType H0JIKEH ObITh Case-KJIACCOM MM €r0 aHAJTIOTOM,
CKaykKeM, KOPTeKeM, COCTOSIINM U3 TUTIOB, IOCTYITHBIX JIJIS IPEJACTABIECHUS MOYJIEM
Spark SQL (cM. pasgen «OcHOBHBIE CBEleHHUST 0 cxeMax» Ha c. 52). [l cozmanus
Dataset M3 JIOKAJIbHOU KOJUIEKI[UK CyIIeCTBYeT (DyHKIM createDataSet(...) B 00b-
exTe SQLContext m HesBHAg (DYHKIMS toDS() Ui TOCTIEI0BATEIbHOCTEH aHATOTHIHO
createDataFrame(...) u toDF (). Yro6nl mpeoGpasosaTh Habop RDD B 06bekT Dataset,
MOKHO CHAyaJIa BBIIOJHUTD npeobpasoBanue Tuna u3 RDD B DataFrame, a 3ateM —
B Dataset.

[ns 3arpy3kv AaHHbIX U3 0bbekTa Dataset, B criyyae ecnm UCTOYHWMK AaHHbIX
He npeaocTaBnseT crneumansHoro API, MOXHO CHayana 3arpy3uTb AaHHble B 06b-
ekt DataFrame, a 3aTem npeobpa3oBaTb ero Tun B Dataset. Mockonbky npeobpa-
30BaHuWe Tuna obbekTa B Dataset npuBoanT NpocTo Kk gobasneHunio nHdopmauum,
TO npo6neMa HeMeANIeHHOro Bbl4ncrieHnsa nepej saMn He CTOUT U B ,qaaneﬁmeM
MOXHO ByaeT crnycTutb GunbTpbl U Apyrne nNofobHble onepaunn Ha YpoBeHb
XpaHUULwa AaHHbIX.

Mpumep 3.50. CozgaHre obbekTa Dataset u3 obbekta DataFrame

def fromDF(df: DataFrame): Dataset[RawPanda] = {
df.as[RawPanda]

}

O6patHoe npeobpasoBanue Tuia o0bekTa Dataset B RDD uiu DataFrame MOKHO
BBITTOJIHUTH AaHAJIOTUYHO 1Peodpa3oBanuio Tuiia 00beKToB DataFrame. U To u apyroe
nmokasano B mpumMepe 3.51. @yukms toDF () TPocTo KomupyeT B Habop DataFrame
JIOTUYECKUIL IJIaH, MCIOJIb3yeMblii B Habope Dataset, 109TOMY He Tpedyercs HUKaKoi
JIOTUYECKUI BBIBOJI CXEMBI UJIN ITPe0OPasoBaHUE TUIIA, KAk TPU TPeobpasoBaHUK 13 Ha-
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6opa RDD. IIpeo6pasosarb Habop Dataset oObekToB Tumna T B Habop RDD o6bekToB
THMa T MOKHO, BBI3BAaB METO/I . rdd, 4TO, B OTJIMYKE OT BBI30Ba toDF, BKIIOYAET Mpeod-
pasoBaHue JaHHbIX U3 BHyTpeHHero SQL-dhopmara B OObIYHbIE THUIIBL.

Mpumep 3.51. MNpeobpasoBaHre Habopa Dataset B Habop DataFrame n RDD

/**
* [lemOHCTpauua npeobpasoBaHuAa Habopa Dataset B Habop RDD
*/

def toRDD(ds: Dataset[RawPanda]): RDD[RawPanda] = {
ds.rdd

}

/**

* JleMOHCTpauua npeobpasoBaHuA Habopa Dataset B Habop DataFrame
*/

def toDF(ds: Dataset[RawPanda]): DataFrame = {
ds.toDF()

}

CunbHas TMNM3aumMsa Ha 3Tane KOMMUASUum

Ox1o u3 npeumyiecTs HabopoB Dataset Haj OOBIYHBIMU Ha60paM1/I DataFrame — ux
CUJThHAS TUIU3AIINAS Ha dTaTe KOMITUJISAINN. Y DataFrame nMeeTcst UH(MOPMAITUS O cXeMe
Ha dTale BBIIOJHEHUS, HO HET CBEJICHUH 0 Hell Ha aTare KoMnuiaiuy. Takas cuibHas
TUIU3ALUA 0COOEHHO y100Ha 1IpU co3aany OUOINOTEK, IOCKOJIbKY [I03BOJISIET 3a1aTh
6ouiee yeTkre TpeGOBAHST K BXOTHBIM U BO3BPAIIIAEMBIM THITAM.

YnpoueHHble dyHKUMoHanbHble (RDD-nogobHbie)
npeobpa3oBaHus

OpnHo u3 kioueBbix npenMytiects APT Dataset — GoJiee mpocTast HHTETPAIHS € TTOJTh-
30BaTeJIbCKUM KOJIOM Ha s3bikax Scala u Java. Kirace Dataset mpenocTaBisieT MEeTO bl
filter, map, mapPartitions u flatMap ¢ TaKMMU Ke CUTHATYpaMu (DYHKIIMH, Kak
u B knaccax RDD, HO ¢ cyIiecTBeHHBIM TpeGOBaHIEM: BO3BpalllaeMblii THIT ElementType
ToXke JoJuKeH ObiTh nouaTen Spark SQL (kak KOPTEKU UM case-KIacChl TUIIOB, 00Cy-
JKpaBImxcs B paszesie « OCHOBHbBIE CBeleHUsI 0 cxeMax» Ha ¢. 52). [Tpumep 3.52 wiio-
CTPUPYET 3TO € IIOMOUIBIO TPOCTON (QYHKIINN map.

Mpumep 3.52. OyHKLMOHaNbHDIV 3anpoc k Habopy Dataset

def funMap(ds: Dataset[RawPanda]): Dataset[Double] = {
ds.map{rp => rp.attributes.filter(_ > ©).sum}

ITomuMO GYHKIIMOHATBHBIX TPe0OpasoBaHNil, TAKUX Kak map 1 filter, MOKHO KOMOU-
HUPOBATD PEJIAIMOHHBIE OIIEPAIIMN 1 OTIepaIliy IPYIIIMPOBKI,/arperupoBaHus.
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PensiuMoHHble Npeobpa3oBaHus

Kracc Dataset mpemocTaBiisgeT TUTTU3UPOBAHHYIO BEPCHUIO select /s PesIITMOHHBIX
npeobpasosanwuil. [Ipyr yKazaHUM MapaMETPOB 3TOr0 METO/a HeOOXOAMMO BKJIKOUYAThH
B COOTBETCTBYIOIIIE BhIPAKEHUST MH(DOPMAIIIIO O TUITAX, KaK IIOKa3aHo B IpuMepe 3.53.
JloGaBuTh ee MOKHO, BBI3BaB as[ReturnType] 1 Bpra)KEHI/IH/CTOJI6LIa.

Mpumep 3.53. MNpocToi pensiumnoHHbIN 3anpoc Kk Habopy Dataset

def squishyPandas(ds: Dataset[RawPanda]): Dataset[(Long, Boolean)] = {
ds.select($"id".as[Long], ($"attributes"(®) > ©.5).as[Boolean])

}

Y HeKoTOpbIX Onepauui, Harnpumep select, MeeTCst Kak TUNM3MPOBaHHas!, TaK
1 He TUNM3MpPOBaHHas peannsaumsi. Ecnm nepeaats BMecTo TypedColumn npocto
\ Column, 1o 6yzeT Bo3BpaLLleH o6bekT DataFrame BmecTo Dataset.

PensumoHHble Nnpeobpa3oBaHust ¢ HeckonbkuMK Dataset

ITomuMo npeobpasoBaHUil Hajl OT/IeIbHBIME Dataset CYIIECTBYIOT TaksKe IIpeodpasoBa-
HUS U1 PaBGOThI ¢ HECKOJIBKUMU TaKUMU 00beKTaMu. J[OCTYIHbI IS MCIOIb30BaHUsI
BCe CTaHJapTHBIE Ollepallui HaJl MHOKECTBAMH, a UMEHHO intersect, union u subtract,
C YUETOM TeX jKe CTaHAapPTHBIX OrpaHUUYEHUH, epedrcaeHHbIx B Tabu1. 3.9. Kpome Toro,
HOJIEP/KUBAETCS COeIHeHe HabopoB Dataset, HO A yIIPoIeHust paboThl ¢ MHMOP-
Malpeii o THIle Bo3BpalaeMast CTPYKTYpa HECKOJIBKO OTJINYAETCS OT CIydast OObIYHBIX
SQL-coepnaeHMI.

[pynnupytowme onepaumm ¢ Habopammn Dataset

[Toxo6HO IPYIIUPYIONIMM OIepalisaM ¢ Habopamu DataFrame (OIMCAHHBIMU B IIYHKTE
«Arperupyiotue dhyakimn u pynkimg groupBy» Ha ¢. 62), oniepaiius groupBy B MOMEHT
nprMeHeHust K Habopam Dataset j10 Spark 2.0 Bozspartasa (pu rpyHIUpPoBKe HA OCHOBE
POM3BOJILHON (pyHKINMN) 06beKT GroupedDataset (http://spark.apache.org/docs/1.6.2/api/
scala/index.html#org.apache.spark.sql.GroupedDataset) 1 KeyValueGroupedDataset (http://
spark.apache.org/docs/latest/api/scala/index.html#org.apache.spark.sql.KeyValueGroupedDataset ).
[Ipu rpynmupoBke Ha OCHOBE peAIMOHHOr0/Dataset DSL-BbIpakenns oHa BO3Bpaliia-
Jia RelationalGroupedDataset (http://spark.apache.org/docs/latest/api/scala/index.html#
org.apache.spark.sql.RelationalGroupedDataset). /[jis1 HUX BceX MOXKHO 33/1aTh arperupylolire
(ynkiuu, a Takke Bocrosnb3oBaThesd GyHkimonanbHbiM API mapGroups. Kak u B ciyyae
BBIPAKEHMSI 13 IOApaszena « Pensaionnble mpeoOpasoBaHysi» BbIIe, HEOOXOIMMO [IPU-
MEHATH TUIIM3UPOBAHHbIE BBIPAKEHIsI, YTOOBI Pe3y/IbTaT ObLI 1 00beKTOoM Dataset.

Mbi MOKeM Tiepenucarhb BIIENPUBECHHBIN TpuMep 3.23 10 T0ICYeTy MaKCUMAaTbHOTO
pasmepa I1aH/ B 3aBUCKMOCTH OT [I0YTOBOTIO MHJIEKCA TAK, KAK 110Ka3aHo B Iipumepe 3.54.
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CywecTsytowme ans ob6bekToB GroupedData yaobHble dyHkumm (Hanpumep,
min, max v T. n.) OTCYTCTBYIOT, TaK 4YTO 3aAaBaTb arpervpyowme dyHKUMN He-
ob6xoanmo yvepes agg.

Mpumep 3.54. TUNU3MPOBaAHHbIN MNOACYET MaKCMMasIbHOMO pa3Mepa NaHAa B 3aBUCUMOCTYU
OT NMOYTOBOrO MHAEKCA

def maxPandaSizePerzZip(ds: Dataset[RawPanda]): Dataset[(String, Double)] = {
ds.map(rp => MiniPandaInfo(rp.zip, rp.attributes(2)))
.groupByKey(mp => mp.zip).agg(max("size").as[Double])
¥

[ToMuMoO MCHOTB30BAHMST TUMU3UPOBAHHBIX SQL-BBIpaKeHUI K arperupoBaHHBIM
cTONIGIAM C TIOMOIIIBIO mapGroups, MOKHO TPUMEHSATH K CTPYIIIUPOBAHHBIM JIAHHBIM
poU3BOJIbHBIE (DYHKIMK st3bIKa Scala, kak mokazano B ipuMepe 3.55. ITO MO3BOJIUT
n30eKaTh HAIMCAHMS TI0JIb30BaTeabcKuX arperupyiomux Gyukuuii (UDAF) (o6cyxna-
eMbIX B CJIelyIOIIeM pas/ielie « Pacipenie Ki1accoB MOIb30BATENbCKUME (DYHKITHSIMHU,
a Takxe rosb3oBarenbckumu gyukiusamu arperupoBanusg (UDF, UDAF)»). Xots mu-
catb nosbzoBatebekue UDAF Mosker GbITh HEIPOCTO, OHU CHIOCOOHBI TOMOYb J0OUTHCST
JIy4Ineil TpOM3BOIUTENBHOCTH, YeM (PYHKIIMS mapGroups, U UX MOKHO HUCIOJIb30BATh
u 1151 HabopoB DataFrame.

Mpumep 3.55. MNoacyeT MakcMManbHOMO pa3Mepa naHA B 3aBUCMMOCTU OT MOYTOBOro MHAEKCa
C noMoLubto pyHKUMM mapGroups

def maxPandaSizePerzZipScala(ds: Dataset[RawPanda]): Dataset[(String, Double)] = {
ds.groupByKey(rp => rp.zip).mapGroups{ case (g, iter) =>
(g, iter.map(_.attributes(2)).reduceLeft(Math.max(_, _)))

}
}

PaclumpeHune KnaccoB Nnosib30BaTeIbCKUMU
PYHKUMSAMMK, @ TaKXKe MOosib30BaTe/IbCKUMU
dyHKkumnamn arpernposanHuns (UDF, UDAF)

[Tosp30BaTeTbCKIE (DYHKIMH, a TAKKE TIOJb30BATEIbCKUE (DYHKIUN arperupoOBaHUST
nosBosistioT pacimpsaTh API kmacca DataFrame u APT SQL coOCTBEHHBIM KOIOM C CO-
XpaHeHNeM BO3MOKHOCTH TIprMeHeHus onTuMusatopa Catalyst. API kiracca Dataset
(cm. pasgen «Haboper Dataset» Ha c. 83) — eriie ot 3(HEKTUBHBIN BapHAHT UCITIOJb-
3oBannd paznmunabix UDF n UDAF. 9to xoporiio cka3siBaeTcst Ha MPpon3BOUTETbHOCTH,
BeJlb B TPOTUBHOM CJIyYae TPUXOANIOCH Obl IPe0OPasoBbIBATH AaHHbIe B Habopsl RDD
(1, BEPOSITHO, 0GPATHO) /IS BBIIIOJIHEHUSI TIPOU3BOJIBHBIX (DYHKI[HIL, uTO TpeOyeT HeMa-
sibix 3atpat pecypcos. K pasanunabiv UDF u UDAF moskHO o6paiiathest u3 0ObIYHBIX
SQL-BBIpakeHWii, 9TO TO3BOJISIET B3AUMOIECHCTBOBATH ¢ HUMHU aHAJIUTUKAM U BOOOIIe
TEM JIFOJISIM, KOTOPBIM IIpuBbIuHee paborats ¢ SQL.
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\,

BaXXHO OTMETUTb, UTO npu ncnonb3oBaHnm UDF n UDAF, HanucaHHbIX Ha He-
JVM-a3blkax, HanpuMmep Python, TepsaloTca npakTUyeckn Bce CBsi3aHHble C Npo-

\ M3BOAUTENBHOCTbLIO BbIroAbl, BeAb AAaHHbIE BCE PAaBHO MPUXOAUTCS MepemMeLlaTb
n3 JVM.

Ecnu 6onbLuyto YacTb Koaa Bbl nuweTe Ha Python, HO xoTenu 6bl Bbi3biBaTh UDF
6e3 CHMXKEHMS1 MPOM3BOANTENBHOCTM, TO MOXeTe HanucaTb UDF Ha si3bike Scala
1 3aperncTpmpoBaTtb KX, 4Tobbl Mcnonb3oBaTh B s3bike Python (kak B makete
Sparkling Pandas) (http://sparklingpandas.com/):.

ITucats nearperupyiomue UDF gna nakera Spark SQL odenb mpocTo: 10CTaToOYHO
Hamucarb OOBIYHYIO (QYHKIUIO U 3aDETUCTPUPOBATH €€ ¢ TIOMOIIbI0 MeToa sqlCon-
text.udf().register. B mpumepe 3.56 mokasana mpoctast UDF n/1st BeramcieHIsT ATHHBL
crpoku. ITpu perucrpanun UDF, HanmcanHbix Ha g3bikax Python wiu Java, Heo6xomumo
TaK’Ke YKa3blBATh BO3BPAIIA€MbIil THII.

Mpumep 3.56. UDF ans BblUMCIIEHUS ANTUHBI CTPOKM

def setupUDFs(sqlCtx: SQLContext) = {
sqlCtx.udf.register("strLen", (s: String) => s.length())

}

[axxe HanuncaHHble Ha JVM-s3bikax UDF paboTatoT 06bl4HO MeaneHHee, YeM pa-
6oTanu 6bl skBUBaneHTHble SQL-BbipaxkeHusi. B SPARK-14083 (https://issues.apa-
che.org/jira/browse/SPARK-14083) npoaenaHa HekoTopasi NpeaBapuTesbHas
paboTa No CMHTaKCUYeckoMy pa3bopy 6aiiT-koda U reHepaum SQL-BblpaXKeHWIA.

Cospnasatb arperupyiomue dyukiun (UDAF) neckombko cioskuee. Bmecto namuca-
Hus1 00bIYHON (hyHKIMU s13bIKa Scala mpuxoauTes: pacuupsrs Kiaace UserDefinedAg-
gregateFunction U peasn30BBIBATh HECKOJBKO Pa3IMUHbIX (DYHKIUI Hamogobue
BBeleHUsT QYHKIIMI arperupoBaHus 1o Kiatody i Habopos RDD, Ho paboTaromux
C Pa3JINYHBIMU CTPYKTYyPaMU JIaHHBIX. Byiyun /10BOJIBHO CJIOKHBIMU B HAITUCAHUM,
110JTh30BaTe/IbCKUe (DYHKIIMU arperupoBanusl JIEMOHCTPUPYIOT XOPOIIYIO TPOU3BO/IU-
TEJIBHOCTD 110 CPABHEHUIO C TAKUMHU BapUaHTAMMU, KaK (DYHKIIMHM mapGroups JIJIs Kjacca
Dataset wmu saxe pocTo aggregateByKey s Habopos RDD. MosKHO Wy BbI3BaTh
UDAF HemocpeacTBeHHO I CTOJIOLOB, Wi 00aBUTh ee B peecTp (MYHKIUHI, KaK MbI
nenanu s nearperupyiomux UDF.

! Ha MoMeHT Hanucanus JaHHO# KHUTH paspaboTka npoekrta Sparkling Pandas samoposkena,
HO B MPEBAPUTETbHBIX BBITYCKAX €CTh WHTEPECHBIE TPUMEPBI UCTIoab3oBanus JVM-Koa
u3 s3bika Python.
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ITpumep 3.57 npezcrasisier coboii mpoctyio UDAF /st BBIYUCTEHNSI CPETHETO 3HAUe-
HU, XOTS Ha IPAKTUKE BbI, BEPOATHO, IPEATIOUYTETE NCIIOJIB30BATH BCTPOCHHYIO (l)yHK-
o avg gpeiitmBopka Spark.

Mpumep 3.57. UDAF 415 BblUMCIEHNS CpeaHEro 3HaYeH s

def setupUDAFs(sqlCtx: SQLContext) = {
class Avg extends UserDefinedAggregateFunction {

// BxogHoW Tun

def inputSchema: org.apache.spark.sql.types.StructType =
StructType(StructField("value"”, DoubleType) :: Nil)

def bufferSchema: StructType = StructType(
StructField("count", LongType) ::
StructField("sum", DoubleType) :: Nil

)

// Bo3Bpawaembii Tun
def dataType: DataType = DoubleType

def deterministic: Boolean = true

def initialize(buffer: MutableAggregationBuffer): Unit = {
buffer(0) = oL
buffer(1) = 0.0

}

def update(buffer: MutableAggregationBuffer,input: Row): Unit = {
buffer(0) = buffer.getAs[Long](0) + 1
buffer(1l) = buffer.getAs[Double](1) + input.getAs[Double](0)

}

def merge(bufferl: MutableAggregationBuffer, buffer2: Row): Unit = {
buffer1(0) = bufferl.getAs[Long](@) + buffer2.getAs[Long](0)
bufferl(l) = bufferl.getAs[Double](1) + buffer2.getAs[Double](1)

}

def evaluate(buffer: Row): Any = {
buffer.getDouble(1) / buffer.getLong(0)

}
}

// HeobszaTenbHaa peructpauusa
val avg = new Avg
sqlCtx.udf.register("ourAvg", avg)

}

ITO HECKOJIbKO caoxkHee 00biuHoi UDF, moastomy 06CyauM, UTO A€IaI0T OTAENbHBIE
YacTH JAaHHOTO Koza. Mbl HauMHaeM C OIMCAHUs TUIIA BXOJHBIX JaHHbIX, II0CJE YeTO
3amaeM cxemy Oydepa, KOTOPBI cobupaeMcst UCIIOIb30BaTh JIJisi 06pabaThiBAeMbIX
B TEKYIIUIT MOMEHT JAaHHBIX. YKa3aHHbIE CXEMbI 33/Ial0TCST TaK JKe, KaK U CXeMbI JIJIs1
HabopoB DataFrame 1 Dataset, oOcy:kaaBinecs B paszueie « OCHOBHbIE CBEIEHUS O CXe-
Max» TeKyIIeH TJIaBbl.



20 MnaBa 3 e Habopbl DataFrame/Dataset n Spark SQL

Ocrasimecs hyHKIIUA — peau3aliui Tex ke (hyHKIIN, KOTOPbIe UCIOJIb3YIOTCS TPH
Hanucanuu npeobpasoBanus aggregateByKey naj nabopamu RDD, no BMecTo moJy-
JeHUsT Ha BXOJIE TIPOM3BOILHBIX 00HeKTOB Scala MBI nMeeM e10 ¢ 06beKTaMHi KJIacCoOB
Row 1 MutableAggregationBuffer. Torosas ynkims evaluate mpuHUMAET Ha BXOJIE
06BEKT Row, TIPEICTABIISIONNI cOGOI JaHHBIE I arPErupOBAHU, U BO3BPAIAET KO-
HEYHBII Pe3ybTarT.

UDF, UDAF u o6bekTni Dataset obecrieduBaioT criocoObl COBMECTHOTO TIPUMEHEHUST
[IPOU3BOJIBHOIO Koza BMecTe ¢ Spark SQL.

OnTnMM3aTop 3anpocoB

Catalyst — ontumusarop 3anpocos momysst Spark SQL, ucmonbayembIil st mpe-
o6pazoBaHus TJIAHA 3aT[POCA B MJIAH BBIMOJIHEHMs, TIOAXOAAIIN 17ist paboTsl Spark.
IToxo6HO ToMy Kak BbITIOJHEHME TTpeobpasoBanuii Haj HabopamMu RDD mpuogut
k ocrpoernio DAG, npuMeHeHre PeJIIUOHHBIX U (GYHKIIMOHAILHBIX TIPeobpa3oBa-
Huil K HabopaM DataFrame/Dataset npuBoAUT K ToMY, yTO Spark SQL crpout aepeso,
COOTBETCTBYIOTIEE TUTAHY 3aMpOca, Ha3bIBAEMOE JTOTHUECKUM TTaHoM. Spark moskeTt
BBITIOJIHSIT HAJl 9TUM JIOTHYECKUM ILJTAHOM Pa3JIMYHbIE ONTUMU3AIINN, & TAKKE BBIOH-
paTb MeX/1y HECKOJIbKUMU (PU3NYECKUMHU IIJIaHaAMU JIJIS OJ{HOTO JIOTUYECKOI0 Ha OCHOBE
CTOMMOCTHON MOJIEJH.

Jlornyeckme v (bVI3VI‘—IeCKVIe naaHbl BbIMOJIHEHUA

Jlornueckuii miaH, GOpPMUPYEMbIil IPU COBEPIIEHUN TTPe0dPa30BaHMil Hall 00bEKTaAMU
Dataset/DataFrame (usm nipu SQL-3ampocax), cHayaa ABISETCA HEPa3peleHHBIM.
AHaJIOTHYHO KOMITUIATOPY ONTUMU3aTOp Spark paboTaer moaTarHo u 0 BBIMOTHEHUST
JIFOOBIX ONTUMU3AIUE JTOJIKEH Pa3PEIINTh CCHLIKU W TUIIBI BHIPAsKECHU,

JTOT yKe paSpeH.[eHHbeI IIJIaH Ha3bIBalOT JIOTMYECKUM, 1 UMEHHO B HETO Spark BHOCUT
BCe€ ylIpoleHus, 1oJjay4das B pe3yJjibTaTe OHTI/IMI/ISI/IpOBaHHHﬁ JIOTUYECKHI TIJIaH.

YKaszaHHbI€ yIIPOLIEHUSs, HAIIPUMEP KaK IPU CJIOKEHUN IBYX JIUTEPAIOB, MOKHO 3alli-
carth ¢ MOMOIIbIO (DYHKIMIT oUCKa 1o maboHy Ha gepeBbax. ONTUMU3ATOP He Orpa-
HUYUBAETCS TTOJOOHBIM TTIOMCKOM, U [IPAaBUJIa MOTYT BKJIIOYATh TIPOU3BOJIBHBII KO Ha
asbike Scala.

ITocsie onrTuMM3aIMN JIOTHYECKOro I1ana ¢ppeitmBopk Spark moxer chopmuposaTh
(usmyeckuii. rar JaHHOTO IIJTaHAa COCOOEH BKIIIOUATH ONTHUMHU3AINY HA OCHOBE Kak
MPABUJI, TAK ¥ CTOUMOCTHU PAJIU MMOJYIEHUs B PE3yIbTaTe ONTUMAIBHOTO (DU3UIECKOTO
mana. OiHa U3 BaKHEHITNX OTITUMU3AINI Ha JAHHOM 3Tare — CIYCK IMPEJIMKATOB Ha
YPOBEHb UCTOUHUKA JTAHHBIX.
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eHepauma koaa

B kauecTtse unampHOro 9Tana Spark MokeT BBITOJTHUTD FeHEPAIIio KO/la KOMITOHEH-
ToB. /larHas oneparys MPOU3BOAUTCS € TIOMOIIIBIO Janino, KOMIUJIUPYIOIIETO KO/ Ha
aspike Java. [pensiaynye Bepcun ucnosb3osain Quasi Quotes!, oqHako HakjIaaHbIe
PACXOIBI OKA3ATUCH CIUITKOM BEJTMKH, UTOOBI C/IE/ATh BO3MOKHO T€HEPAITHIO KOMIA /ISt
Masibix HabopoB paHHbIX. B Hexoropbix TPCDS-3anpocax renepaius Kojga crnocobHa
MPUBOAUTD GOJIEE YeM K JECSATUKPATHOMY HOBBIIIEHUIO TPOU3BOAUTETHHOCTH.

B HekoTOpbIX paHHKX Bepcusix ppermMBopka Spark reHepaums koaa Anst COXKHbIX
3anpocoB Moria nNpueBoanTb k cbosiM. Ecnv Bbl paboTaeTe co cTapoi Bepcueit
Spark 1 CTONKHYNUCb C HEOXMAAHHbIM CO0EM, TO MMEET CMbIC/T OTK/IOUYUTD re-

N\ Hepaumio kofa, YCTaHOBMB 3HadeHue false ana napametpa spark.sql.codegen
nnu spark.sql.tungsten.enabled (B 3aBucMMocCTM OT Bepcum).

bonblime nnaHbl 3aNpoCcoB U UTepaTUBHbIE anNrOPUTMBbI

Xotst BosamoskHOCTH onrtumiaaropa Catalyst BecbMa MIMPOKH, B cydae O4eHb GOJIBIIITX
MJTAHOB 3aMPOCOB B HACTOSIIIIIT MOMEHT Yy HETO BO3HUKAIOT TTPOGIEMBL. ITH TLIAHbI
06BIYHO SABJSAIOTCS PE3YIBTATOM UCIIOIb30BAHUS UTEPATUBHBIX AJITOPUTMOB, TAKUX KaK
AJITOPUTMBI Ha rpachax UITH AJITOPUTMBI MAITMHHOTO 00y4eHus. OMH U3 TIPOCTHIX 00X0/1-
HBIX IIyTel peleHust ykazanHOU mpobiieMbl — TpeodpaszoBaHue THIA JaHHbIX B RDD,
a3areM 06paTHO B DataFrame/Dataset B KOHIIE KaKIOH UTEPAITUH, KaK TIOKA3aHO B TPHU-
mepe 3.58. Ho ecsm Bl paGoraere Ha sizbike Python, To cieyer ucrnosnb3osarh 6a30Bblii
Habop RDD Java BMecTo IBOHOTO TpeobpazoBaHus THIIOB ¢ TToMoIibio Python (kak ato
CJIeJIaTh, BBl MOJKETE Y3HATh U3 puMepa 7.5). XOTst ecTh U HECKOJIBKO 00JIee TPOMO3IKOE
pelleHue: 3amncaTh JaHHbIe B XPAHUIUIIE W TIPOJIOJIKATH PabOTY TaM.

Mpumep 3.58. lMNpeobpazosaHne Tuna B RDD 1 06paTHO Ansi COKpalLeHWs naaHa 3anpoca

val rdd = df.rdd
rdd.cache()
sqlCtx.createDataFrame(rdd, df.schema)

CocTosiHVe 3ToW NpobneMbl oTcnexmBaeTcs B SPARK-13346 (https://issues.apa-
che.org/jira/browse/SPARK-13346), 1 Bbl MOXETE B3 /IsSIHyTb Ha 06XOAHOM MyTb,
ucnonb3yemblii B GraphFrames (https://github.com/graphframes/graphframes/
blob/c55ad42db45ab31623167658bf32637bb7340838/src/main/scala/org/
graphframes/lib/AggregateMessages.scala).

! Scala Quasi Quotes — yacTh MaKpOCHCTEMBI sI3bIKka Scala.
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OTnapka 3anpocos Spark SQL

Xotst y omtumm3atopa 3ampocos Spark SQL ecTb 0CTyT K TOpasio 6obimeMy 00beMy
uH(OpPMAIN, YeM Y HAC, MHOT/IA OBIBAET HYXKHO «3aryISTHYTh 32 KYJIUChI» U yOeIUThCH,
4TO Bce paboTaeT B 3aMTAHMPOBAHHOM peXkuMe. AHATOTUYHO toDebugString s Ha-
6opos RDD, 1yt 06bekToB DataFrame 1ocTynHbI (DyHKI[MK explain 1 printSchema.

MoskeT 0Ka3aThest O4eHb BXKHO 3HATD, OMYYnIIoch i y Spark SQL ciyctuts husbp.
B pannux Bepcusx Spark SQL aToT niporiece He Beeria MPOXOANI TaK, KaK 0/KHAAJI0Ch,
MOTOMY UHOT/IA TIPUXOUIIOCH NEPECTABIIATH (PUIIBTP, 4TOOBI OH OKAZAJICS MIPSIMO PAIOM
¢ 3arpysKoit Tanubix. B 6osiee HOBBIX BEpCHSIX IPUUMHON c60s cIycKa (hUIbTpa CKopee
OyzeT HelpaBUIbHast KOH(DUTYpaIist HCTOYHUKA TAHHBIX.

Cepsep JDBC/ODBC

Mopuyus Spark SQL npenocrasisier JDBC-cepBep ¢ 1eIb0 O3BOINUTH BHEIITHUM Y TH-
yuraM (zanpumep, GUI mia 6usnec-anamuTuky ) paboTarth ¢ J0CTyIHbIMU B Spark gam-
HBIMU U UCTTOJIB30BaTh pecypchl coBmecTHO. JDBC-cepsep moayiist Spark SQL tpebyer,
yto6bI (hperimBopk Spark Gbi cobpan ¢ mozaepskkoit Hive.

B cuny Toro uTo cepeep «KMBET» 06bIYHO AOBOJILHO A0SO 1 PaboTaEeT C OAHUM
KOHTEKCTOM, OH MOXET NMOMOYb Y106HO OpraHM30BbIBaTb COBMECTHOE UCMO/b30-
BaHMWE K3LLMPYEMbIX Tab/NLL HECKOMBbKUMM NOJb30BATENAMM.

JDBC-cepsep monynst Spark SQL ocrosan ra HiveServer2 CYB/I Hive, n nanboee
noaxojsie u3 pazpaboranusix s HiveServer2 KoHHEKTOPOB MOKHO MCIOJIb-
30Bath HenocpenacTeerno ¢ JDBC-cepepom Spark SQL. CriennaibHbie ApaiiBepbl
st Spark SQL npenaraer takske kommanust Simba (https://www.simba.com/drivers/
spark-jdbc-odbc/#documentation_content).

3amyCcTUTh 3TOT CEPBEP MOKHO M3 KOMAH/IHON CTPOKH MJIA C TTIOMOIIBIO CYIIECTBYIO-
1ero oObekTa HiveContext. Komanzbt 3aIlyCKa ¥ OCTaHOBKHM JIJISI KOMaH/ITHOU CTPOKU:
./sbin/start-thriftserver.sh u ./sbin/stop-thriftserver.sh. IIpu 3amycke u3
KOMaH/[HOW CTPOKU MOKHO HACTPauBaTh pasimdHbie cBoiicTBa Spark SQL, 3a1as ma-
pameTp --hiveconf cBoiicTBO=3HayeHuWe B ATON cTPOKe. bosbiast yacTh OCTaNbHBIX
rmapamMeTpoB KOMaH/THOW CTPOKM aHAJOTUYHBI TapaMeTpaM KOMaH/IbI spark-submit.
XOoCT U TOPT 110 YMOJIYaHuio — localhost: 10000, uX MOKHO HACTPAUBATD, UCTIOTIb3Y S
cBolicTBa hive.server2.thrift.port u hive.server2.thrift.bind.host.

Mpu 3anycke JDBC-cepBepa € NoMoLLbio yxe cylecTsytoulero HiveContext Mox-
HO MPOCTO O6HOBUTb CBOWCTBA KOHMUIypaLmum KOHTEKCTa BMECTO OnpeaesieHus
napaMeTpoB KOMaHAHOW CTPOKMU.
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ITpumepst 3.59 1 3.60 1eMOHCTPUPYIOT ABa Pa3IMUYHbBIX CIIOCOOA KOH(UTYpaLuy [IOpTa,
ucnoJb3yemoro cepsepom Thrift.

Mpumep 3.59. 3anyck JDBC-cepBepa Ha Apyrom nopte
./sbin/start-thriftserver.sh --hiveconf hive.server2.thrift.port=9090

Mpumep 3.60. 3anyck JDBC-cepsepa Ha ApyroM rnopTe B KoAe Ha a3bike Scala

hiveContext.setConf("hive.server2.thrift.port”, "9090")
HiveThriftServer2.startWithContext(hiveContext)

Mpw 3anycke JDBC-cepBepa ¢ yxe cyuectsytowmm HiveContext He 3abyapbTe 3a-
BEpPLWUTb ero paboTy npu BbiXo4e.

Pe3tome

CoobpaskeHnst OTHOCUTEIbHO TOI0, HCI0Ib30BaTh Habopsl RDD usu DataFrame/
Dataset, GBICTPO MEHSIIOTCS 1O Mepe pasBuTus Moayis Spark SQL. 3aneii-
CTBOBATh JIAHHBIH MOYJIb MOXKET OBITH HEMPOCTO, B YACTHOCTH, B CTydae U3MEHEHMSI
KOJIMYECTBA HEOOXOMMBIX JIIST PA3JIIMIHBIX YacTel KOHBeiepa CEKITH YTV TTPH JKeJTaHUHT
KaK-TO €ellle YIPaBJISITh CeKIMOHMpoBanueM. XoTst Habopam RDD wemocraeT onTumusa-
topa Catalyst v peJISIIIHOHHBIX 3aTTPOCOB, OHU CIIOCOOHBI PabOTATH ¢ MHOKECTBOM TUTIOB
JAHHBIX 1 00eCIIeUnBAOT H0JIee HEMIOCPEACTBEHHBIN KOHTPOJIb Hajl HEKOTOPHIMHU THITAMU
oneparui. Ha6opb1 DataFrame n Dataset TakKe pa6OTaIOT TOJIBKO C OTPaHUYEHHbIM
TTOIMHOKECTBOM THUTIOB JIAHHBIX, — HO €CJIN BN JaHHBIE OTHOCSTCS K O/THOMY U3 9TUX
MO/IIEP;KUBAEMBIX KJIACCOB, TO IpUBHOCKMOE onrtiMuzatopoM Catalyst roBbiiieHue mpo-
U3BOUTETBHOCTH HOJIee YeM OTIPAB/IBIBAET YIOMSTHYThIE OTPAHIYEHUSI.

Hab6opbi DataFrame yMeCTHBI IPU HAJIMYMU B OCHOBHOM PEJIITIMOHHBIX TIPe0GpazoBaHmi,
KOTOPBIE TP HEOOXOIMMOCTH MOKHO PACIIUPUTH MOJH30BATETBCKIUMHU (DYHKITUSMI
(UDF). Tlo cpaBHenuio ¢ Habopamu RDD, y DataFrame eCcTh MPEUMYIIECTBO MPHMe-
HeHus addexTrBHOrO hopmara xpanenus Spark SQL, ontumusatopa Catalyst u Bos-
MOKHOCTH BBITIOJIHATH HEKOTOPBIE OIIEPAIUH HETIOCPECTBEHHO C CePUATN30BaAHHBIMU
narHbiMu. OIMH U3 HeOCTATKOB paboThi ¢ HabopaMu DataFrame — OTCYTCTBHE CUITLHOI
TUMU3AINAN BO BPEMsI KOMITUJISIIIUH, YTO CIIOCOOHO IPUBECTH K OMIMOKaM HEIPaBUIbHOTO
JOCTYTA K CTOJIOIAM U TIPOYUM 3JIEMEHTAPHBIM OIMIMOKAM.

HaGops! Dataset MOKHO HCITOJB30BATh TIPU HEOOXOAMMOCTH KOMOUHUPOBATH (DYHK-
[MOHAJIbHBIE U PEJISIIIMOHHDIE TPE0OPA30BAHUS ¢ COXPAHEHUEM BBITOJ] ONTHUMU3AIIUI
HabopoB DataFrame. COOTBETCTBEHHO, BO MHOTHX CJIydasX 9TO OTJUYHAS aIbTePHATHBA
nabopam RDD. Kak u B ciryuae ¢ nabopamu RDD, nabopbi Dataset nmapamMeTpusyioTest
TUIIOM COZIEPSKAIINXCST B HUX JJAHHBIX. Biraroapsi 5ToMy BO3MOKHA CUJIbHASI TPOBEP-
Ka THUIOB BO BPEMST KOMITHJISTINN, OJIHAKO HEOOXOMMO 3HATH THUII JAHHBIX BO BPEMsI
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KOMTIHUJISATINHT (XOTST MOKHO 3a/IefICTBOBATh Row WJIH JAPYTHe YHUBEPCATbHBIE THTIBI).
Ob6ecneyenne nabopamu Dataset AOIMOJHUTEIBHON OE30IIACHOCTH TUIIOB CIIOCOOHO
MPUHECTH BBITOALY JasKe TEM TIPHIIOKEHUSIM, KOTOPBIM He TpeOyeTcst MMEHHO (hYHKI[HO-
HaJIbHOCTh HAOOPOB DataFrame. OAWH 13 NOTEHIMAIbHBIX HegocTaTkoB — APT Dataset
IPOJOJIKAET PA3BUBATHCA, BCIEACTBIE YEr0 MOKET [IOHAL0OUThCS BHOCUTD U3MEHEHMS
B KOJI 110 Mepe 0OHOBJIEHUST 10 HOBBIX Bepcuil (hpeitmBopka Spark.

Yucreie Habopsl RDD oTiimyno paGoTaioT ¢ JaHHBIME, KOTOPbIE HE TIOXO/AT IS ONITH-
muzatopa Catalyst. ¥ atux HaGopoB ecTh OGITMPHBIN U cTaOUIBHBII (DY HKIIMOHATBHBII
API, a o6HOBIeHMS 10 HOBBIX Bepcuii hpeiiMBopka Spark Bpsij v morpebyIoT cyiie-
CTBEHHBIX M3MeHeHui koga. Habopsr RDD rtakske 06/1eryaior CeKIMOHUPOBAHIE, YTO
OYEHb TTOJIE3HO JIJIsI MHOTHUX PACIPEIE/ICHHBIX aTOPUTMOB. HeKoTOpbIe BUIBI omtepalnii
(HampuMep, MHOTOCTONIGIIOBBIE arperupyioniie OyHKINH, CJIOKHBIE COSIMHEH ST 1 OKOH-
HBIE Ollepallii) MHOTAA HEIIPOCTO BhIPasuTh ¢ moMomibio API Habopos RDD. Habopsr
MOTYT paboTaTh ¢ JTOOBIMU Cepran3yeMbIMU aHHbIMU Java uiu Kryo, XoTs cepuanm-
3alKs 324acTyto TpeOyeT OOJBIIIX 3aTpar U MeHee a(h(HEKTUBHA B CMBICIIE PACXOLYEMOTO
MeCTa Ha JIMCKe 110 CPAaBHEHUIO C ee 9KBUBAJIEHTOM B Habopax DataFrame/Dataset.

Teneps, kak ciepyer pazobpasuich ¢ MoayJieM Spark SQL, MOKHO 1epeldTH K COe/Ir-
HEeHUsIM Kak jiuist Habopos RDD, rak u 8 Spark SQL.



CoeanHeHud
(SQL u Core)

CoenuHenne JaHHBIX — BaykKHas COCTABJSAIONIAs MHOTUX KOHBelepos; Spark Core
n Spark SQL noziepskuBaioT oHK 1 Te ke Ga30Bble TUIIbI COeMHEHNI. XOTsI COeIMHEHUS
HIUPOKO PACIPOCTPAHEHBI U 3((HEKTUBHDI, TIPU UX MCHOJIb30BAHUN CJIELyeT 0OPATUTh
0coboe BHIMaHHUE Ha TPOU3BOUTEBHOCTD, TIOCKOJIbKY OHH MOTYT TIOTPEO0BATh GOJIBIINX
006BEMOB TIepeMeleH s TaHHbIX 110 CeTH WU ke CO3JaHus] HabOPOB JaHHbIX, TPEBbI-
MIAOTIIX HAIK BO3MOsKHOCTH 0Opabotku'. B Spark Core ocoberto BaskeH TTPaBUIIBHBIIT
nopsi/Iok orteparuii, Begib DAG-ontumuzatop, B otsimane ot SQL-ontuMuzaropa, He cro-
cobeH yrnopsiIouuTh (GUIbTPI 3AHOBO UJIH CIIYCTUTD UX HA YPOBEHD XPAHIJIHUIIA.

CoeanHeHunsa Spark Core

B aToMm pasjesie Mbl paCCMOTPUM COEIMHEHUST JIIst PasMIHbIX THIIOB HaGopoB RDD.
CoenuHennst BOoGIe BeChbMa 3aTpaTHBIE OTEPAIIH, BEb COOTBETCTBYIOIINE KIOUN
Bcex RDD nosknbl pacniosiaratbes B OZIHON U TOH JKe CEKIUU JIJIs1 BO3MOXKHOCTH CO-
eIUHSATDH uX JiokanbHo. I[Ipu oTcyrecTBun B ABYX Habopax RDD undopmaiiuu o cex-
[MOHUPOBAHIK UX MPUAETCS MEPETACOBATH, YTOOBI METOJ CEKIIMOHUPOBAHUS (0OBEKT
Partitioner) y HUX OKa3aJCsI OJJMHAKOBBIM M JJAHHBIE C OTMHAKOBBIMH KJIIOUaMU HAaX0-
JUJIVNCH B OMHUX CEKINX, KaK TTOKa3aHo Ha puc. 4.1. Ecam 06bekT Partitioner y HUX
OJIMH, TO IAHHBIE MOJKHO PA3MECTUTH COBMECTHO, KaK Ha PUC. 4.2, 4T0OBI M36eKaTh He06-
XOJIMMOCTH TIePEIaBaTh UX 110 CeTH. BHe 3aBUCHMOCTH OT TOTO, OJIMHAKOBDI JIK OOHEKTHI
Partitioner, ecim y opnoro (i oboux) Habopos RDD 06bekT Partitioner ussecren,
TO CO3/IAETCST TOJTBKO Y3Kast 3aBUCUMOCTD, Kak Ha puc. 4.3. Kax u mpu 60IbImuHCTBe
omnepanuii ¢ JaHHBIMU TUTIA <KJI0Y — 3HAYE€HUEe», CTOMMOCTh COe/IMHEHUS PacTeT MIpo-
[IOPLUOHAJIBHO KOJNYECTBY KJIOYell 1 pacCTOSIHUIO, Ha KOTOPOoe cJie/lyeT IIepeMecTUTD
3aIiCH, YTOOBI OHU TIOTIAJIA B HYKHYO CEKI[HO.

Kak roBoputcst, IeKapToBO MPOU3BEICHHE [BYX OOMBITIX HAGOPOB TAHHBIX PABHSIETCS OMIHOKE
HEXBATKU TTAMSITH.
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rddA rddB

Poan-
Tenbckne

MepeTacoBka

rddA.join(rddB),
JoyepHuii ecnv MeToabl
CEeKLMOHUPOBaHWSA
Habopos rddA u rddB
HEN3BECTHbI

Puc. 4.1. CoeanHeHWe C NepeTacoBKoi

Puc. 4.2. CoBMeCTHOe coeanHeHne

Pooutensckue Habopbl rddA n rddB
pas3MeLLeHbl COBMECTHO M OAMHAKOBO
CEKLMOHMPOBaHbI MO NCMONHUTENSM

ArpervpoBaHue npu oTobpaxeHnn
LOYEPHMX CEKLMIA B UCTMIOJTHUTENSAX

MeTopn cekumoHupoBaHusa Habopa rddA n3secteH —
Habopa rddB — HeT

Y3Kue 3aBUCUMOCTUN MNepeTtacoska

Puc. 4.3. CoeanHeHwne ¢ aByMs! nsBecTHbIMKM 06bekTamm Partitioner

! B pannoMm ciyuae ¢ oM. — [pumeu. nep.
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[1Ba Habopa RDD 6yayT pa3MelleHbl COBMECTHO, €CNIU Y HUX OAMHAKOBbIN 06BEKT
Partitioner n oHM 6bIK NOABEPrHYTHI NEPETACOBKE B paMKax OAHOrO AENCTBUS.

CoeauHeHuns Spark Core peann3oBaHbl € MOMOLLbIO hyHKLMM cogroup. Mbl 06¢cyamm
ee B NyHkTe «CoBMeCTHasl rpynnupoBKa» Ha C. 165.

Bbibop TMnNa coeanHeHns

B Spark coeputenve o yMOJUAHUIO BKJIOYAET TOJBKO 3HAYEHUS [IJIsI KJIFOUe, Mpu-
cyTcTByOIINX B 00onx Habopax RDD, a B ciiy4ae HECKOJBKUX 3HAUYECHUN JIJIST OJJHOTO
KJTI0Ya BO3BPAIaeT BCE BO3MOKHBIE TEPECTAHOBKU Mapbl «KJII04 — 3HaueHues. Jlyure
Bcero 00blYHOE coeguHenne paboraet, Korga 06a Habopa RDD cozepskaT OfuH U TOT e
Ha0OP HEMOBTOPSIONINXCS KItoueil. B ciyuae nybimupoBanust Kiaoueil 00beMbl JaHHBIX
MOTYT PE3KO BO3PACTaTh, IPUBOJIS K IPOOJIEMAaM ¢ TPOM3BOAUTENBHOCTHIO, & €CJIU OJUH
U3 KJIOYEH OTCYTCTBYET XOTst OBbl B OJJHOM M3 HAOOPOB, TO COOTBETCTBYIOIIAST CTPOKA
JAHHBIX OyzieT yTpadeHa. BoT HECKOJIBKO PEKOMEHIAIIHIL.

O Ecau B 060oux Habopax RDD ecTb MOBTOPSIONIMECS KIIOYH, TO COEIMHEHUE MOKET
MPUBECTH K PE3KOMY POCTY 00beMa JaHHbIX. B aToM cirydae Jrydiiie 6yieT BHIMOJIHUTE
omnepaiuio distinct min combineByKey, 4TOObI CHU3UTD 3aHUMAaEMOE KJIIOYaMU IIPO-
CTPaHCTBO, JINGO BOCTIOMb30BaThCs (DYHKIIHEH cogroup /st 06pabOTKU TIOBTOPSIIO-
HIUXCS KII0YeH BMECTO MOJIydeHHs TIOJTHOTO JieKapToBa 1ponsseieHns. C moMoIbio
UHTEJUIEKTYaIbHOTO CEKIIMOHUPOBAHIST BO BPEMs dTara 0ObeINHEHNsT MOXKHO 136e-
JKaTh BTOPO# TIEPETACOBKY TP COETMHEHNU (MBI 0OCY/IM 3TO MOAPOOHEE TTO3KE).

Q Ilpu orcyTCcTBUM KIOYA B OJHOM U3 HAOOPOB BOSHUKAET PUCK HEOKUIAHHO TTOTE-
PSTh YacTh JaHHbIX. BesomnacHee B TakoM cirydae GbII0 ObI HCIIOTIb30BATh BHEITHEE
coefinHEHNE, YTOOBI FAPAHTPOBAHHO COXPAHUTH BCE IAHHbIE KaK 13 JIEBOTO, TAK U 13
npasoro Habopa RDD, u oTuibTpoBaTh JaHHBIE [OC/IE COEIMHEHMS.

Q Ecau B omrom u3 mabopos RDD nmeercst yno6HOe /TSt OTIMCAHUS TIOIMHOKECTBO
KJIIOUEH, TO, BOBMOKHO, Oy/eT Jryuiiie OTUIBTPOBATD APYTO HaGOP WM BBITTOJHHUTh
€r0 CBEPTKY, YTOObI TPEAOTBPATUTH MACITAGHYTO IIEPETACOBKY JaHHBIX, KOTOPBIE BCE
PaBHO TPUETCST OTOPOCHT.

CoeanHeHVe — OfiHa M3 CaMbIX PECYPCOEMKMX OnepaLuii cpeam YacTto UCMob-
3yeMbIx B Spark, Mo3TOMy Jiydlle nepes CoeAMHEHNEM CAENaTh BCE BO3MOXHOE
A1 COKpaLleHnst 06beMa AaHHbIX.

Jomycrum, y Hac ectb ogud Habop RDD ¢ zannbiMu Buga (Panda id, score) u apy-
roii — Bujia (Panda id, address) 1 MblI XOTeJIn Obl OTIIPABUTD KaXK/0M MaHje cooblenme



98 fnaBa4 e CoeanHenns (SQL n Core)

110 9JIEKTPOHHOU TOYTE, cCoZepKalllee ee MAaKCUMAIbHYIO OIeHKY. /79 3TOTO MOXKHO
coeaunuTh Habopel RDD 110 id, moCje 4ero BLIYUCIUTD MAaKCUMAJIbHYIO OIEHKY [
Ka)KJIOTO U3 address, KakK MoKa3aHo B ipumepe 4.1.

Mpumep 4.1. MNMpocToe coeanHeHne Habopos RDD

def joinScoresWithAddress1( scoreRDD : RDD[(Long, Double)],
addressRDD : RDD[(Long, String )]) : RDD[(Long, (Double, String))]= {
val joinedRDD = scoreRDD.join(addressRDD)
joinedRDD.reduceByKey( (x, y) => if(x._1 > y. 1) x else y )
}

Onnako atot oaxo 1 6yer paboTarh, BEPOATHO, ME/ITICHHEE, YeM eCJIi Obl MbI CHaYasa
BBITIOJIHUJIU CBEPTKY JIAHHBIX, YTOOBI TIEPBBIiT HAOOP TAHHBIX COAEPIKAI TOJIBKO O OIHON
CTPOKe JIJIsT KaK/ION TTaH/bI C ee MAaKCUMATbHOU OIIEHKOM, TTOCJIe Yero COeIMHUIN 3TN
JaHHbIe ¢ JaHHBIMU 00 ajgpecax (Kak IOKasaHo B pumepe 4.2).

Mpumep 4.2. MNpeasapuTensHas hunbTpauns nepes coeMHeHneM

def joinScoresWithAddress2(scoreRDD : RDD[(Long, Double)],
addressRDD: RDD[(Long, String)]) : RDD[(Long, (Double, String))]= {
val bestScoreData = scoreRDD.reduceByKey((x, y) => if(x > y) x else y)
bestScoreData.join(addressRDD)
}

Eciin xosimuecTBO O1leHOK [tst Kaskaoi manabl = 1000, To 00beM TepeTacoBbIBaEMbIX
JTaHHBIX pu epBoM noaxoze B 1000 pas npesbiniaer 0ObeM IPK 9TOM HoAxo1e!

ITpu skeTaHuM MOKHO OBLITO TaK/Ke BHITIOJIHUTH JIEBOE BHEITHEE COeUHEHIE, YTOObI
COXPAHUTB 111 00pabOTKY BCe KJIIOUH, IaKe Te, KOTOPbIe OTCYTCTBYIOT B IIPaBoM Habo-
pe RDD. /151 aTOTO CIem0BaIo BOCIIOIB30BATLCS METOIOM leftOuterJoin BMecTO join,
Kak B npumepe 4.3. B dpeiimBopke Spark MoskHO IprMeHATh 1 MeToAbl fullOuterJoin
U rightOuterJoin B 3aBUCKMOCTH OT TOTO, KAKUE 3aIICU XOTEJI0Ch Obl 0CTaBUTh. Bee oT-
CYTCTBYTOTIME 3HAUCHUS — None, a TIPUCYTCTBYIOTHE — Some('X").

Mpumep 4.3. MNpocToe neBoe BHeLLHee coenHeHne Habopos RDD

def outerJoinScoresWithAddress(scoreRDD : RDD[(Long, Double)],
addressRDD: RDD[(Long, String)]) : RDD[(Long, (Double, Option[String]))]= {
val joinedRDD = scoreRDD.leftOuterJoin(addressRDD)
joinedRDD.reduceByKey( (x, y) => if(x._1 > y. 1) x else y )
¥

Bbl60p MNJiaHa BbIMNMOJIHEHUA

s coequnenus ganubix GpeiiMBopKy Spark Hy:KHO, 4TOOBI coerHAeMbIe JaHHbIE
(TO ecTb OTHOCSIIMECH K OAHOMY KJI04Yy) HaXOAMUIUCH B 0AHOU cexiuu. B Spark co-
eJIMHEHKE PeaIi30BaHO 110 YMOJIYaHUIO KaK nepemacosounoe xeut-coedunenue (shuffled
hash join). OHo rapanTUpyeT: y faHHBIX U3 KaXKIOU CEKIUU OYIyT T€ Ke KIIOUH CEK-
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[MOHUPOBAHUS, UTO U 'y BTOPOTO HAOOPA IAHHBIX, C TEM e METOJIOM CEKITMOHUPOBAHST
10 YMOJIYaHHU1O, YTO 1 y IEPBOTO, ITO3TOMY KJIIOUN C OJJHUM 3HAYECHHEM Xellla 13 06OI/IX
HA0OPOB JAHHBIX OY/IyT HAXOIUTHCS B OJHOU CeKInK, XOTsT OMMUCAHHBIN MOX0/] paboTa-
et 6e3 c60eB, OH HHOT/IA BJI€YeT OOJIbIIIE 3aTPAT PECYPCOB, YeM HEOOXOIMMO, TIOCKOIbKY
Tpebyer nepetacoBku. M30exkaTh MocaeHeit MOKHO TIPH CITELYIONIX YCIOBUSX.

O6mbekT Partitioner o6oux HaGopos RDD usBecteH.

2. Onpun us Ha60pOB JaHHbIX JOCTATOYHO MalJi, 4TOObI YMECTUTBHCS B OHepaTHBHOﬁ
mamath. B rakom CJIydac MOKHO BBITIOJTHUTD X€NII-COCANMHEHUE C TpaHCJIHHI/IeI‘/JI (LITO
I9TO TaKOe€, MbI ITOACHHUM HOS)KQ).

O6parure BHUMaHUE: cCOBMeCTHOE pasmenienne Habopos RDD nosBosisier usbesxarhb
repeMenieHns JaHHbBIX 110 CETH, a TAKKe TIePETaCOBKHU.

YckopeHue coeanHEHWIA MYTEM NPUCBOEHMS
MU3BecTHoro obbekTa Partitioner

Ecin HyKHO COBEPIINTD Iepe]] COeAMHEHNEeM Ollepaliiio, TPeOYIOIIYIO IIePeTaCOBKI
(TaKyIO Kak aggregateByKey miau reduceByKey), TO MOKXHO nsbexarhb IepeTacoBKU.
Il aToro caepyer 1o6aBUTh OOBEKT THIIA HashPartitioner ¢ TeM e KOJMYECTBOM
CEeKIUi B BUJIe SIBHOTO apryMeHTa TePBOii orieparuu u coxpanuts Habop RDD 10 BbI-
[OJIHEHU coegnHerns. MOKHO elle yCKOPUThH paboTy IpruMepa U3 IPe/blIYIIero pas-
JieJjia, BOCIOJIb30BaBIIINCH 00BeKTOM Partitioner JIJIA TaHHBIX 00 aJipecax B KayecTBe
apryMmenTa Jijist MeTojia reduceByKey, Kak B ipuMepe 4.4 u Ha puc. 4.4.

Y 060u1x Ha6opos RDD oanH 1 TOT XXe N3BECTHbI MEeTo, CEKLIMOHMPOBaHMS

NS

JoyepHee cekuMoHpoBaHWe
3aBMCUT OT U3BECTHOIr0 MeToa
CEeKUMOHMPOBaHNS 0601xX
poanTenbckux Habopos RDD

Puc. 4.4. CoeanHeHwve ¢ ABYMS M3BECTHbIMM 0bbekTamm Partitioner

Mpumep 4.4. CoeanHeHmne C n3BeCTHbIM 06bekToM Partitioner

def joinScoresWithAddress3(scoreRDD: RDD[(Long, Double)],
addressRDD: RDD[ (Long, String)]) : RDD[(Long, (Double, String))]= {
// Ecnn obbekT Partitioner Habopa addressRDD u3BeCTeH, BOCMOJIb3yeMCA UM,
// B NpOTUBHOM C/ly4ae y Hero umeeTcsa 06bekT HashPartitioner
// No yMONnYaHWk, KOTOpbIi MOXHO BOCCO3[aTb, MOJNYYUB KOJIMHECTBO CeKLUi
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val addressDataPartitioner = addressRDD.partitioner match {
case (Some(p)) =>p
case (None) => new HashPartitioner(addressRDD.partitions.length)
}
val bestScoreData = scoreRDD.reduceByKey(addressDataPartitioner,
(x, y) => if(x > y) x else y)
bestScoreData.join(addressRDD)

Bcerza BbINOMHSNTE COXpaHEHWE MOC/E PECEKLIMOHMPOBAHWSI.

YCKOpeHMe COeaMHEHUIN C MOMOLLbIO XELL-COEAMHEHNS
C TpaHcnsumnen

Xew-coedunenue ¢ mpancasyuei (broadcast hash join) «BbITasKkuBaeT» OAUH U3 Ha-
60pos RDD (MenbImii) B kask/biii u3 pabounx y3s08. Tam 1pu oTobpakeHnn coBep-
IIAETCST arperupoBaHue ¢ Kaxaoi us cexiuii 6osbuiero Habopa. Ecau ogun u3 RDD
MOMEIIAETCsT B OTIEPATHBHON TAMSITH HJIH MOKHO J0OOUTHCS TOTO, YTOOBI OH TOMECTHIICST
TaM, TO BCET/Ia UMEET CMBICJI BBITIOJIHUTH Xelll-COe/IMHEHNE C TPAHCISIINEH, TOCKOTBKY
oHO He TpebyeT neperacoBku. IHOTIA (HO He Beeraa) MoayJib Spark SQL okasbiBaeTcst
JIOCTATOYHO «COO0OPA3UTENBHBIMY 1 CaM JIeJIaeT Takoe coennHenne; B Spark SQL ympas-
JIATH 9TUM MOJKHO C IIOMOIIBIO IMapaMeTpoB spark.sql.autoBroadcastJoinThreshold
u spark.sql.broadcastTimeout. BoiiieckazanHoe MpOUJTIOCTPUPOBAHO HA PHC. 4.9.

rddB

‘ ‘ ‘ i Ha6op rddA man. Ha6op rddB

TPaHCANPYETCS B KaXAyto
cekumio Habopa rddA

A A A

ArpervpoBaHue npu oTobpaxeHumn

Bce cekuuu rddA coeamHsaioTca
C COOTBETCTBYOLMMU
3HaveHnamMn n3 rddB

Puc. 4.5. Xel-coeamHeHVE C TpaHCnsiumein

B Spark Core oTcyrcTBYyeT peanusaliust Xell-coeJIuHEHUsT ¢ TpaHcasueil. Bmecto
ATOTO MOKHO BPYUYHYTO PEAJM30BaTh HEKYIO €T0 BEPCUIO: HYKHO OTIIPaBUTH MEHBITUH
Habop RDD ¢ nomoribio GyHKIME collect() Ha ApaliBep B Bujie KapThl COOTBETCTBHIA,
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TPaHCINPOBATH IOJIYYUBIINICSA Pe3yabTaT U NPUMEHUTDh METOZ mapPartitions ama
06beIMHEHNS 2JIEMEHTOB.

[Tpumep 4.5 npeacrasiisier co60i YHUBEPCANBHYIO (QYHKIIUIO, TIPEIHAZHAYCHHYO [JIst
MCIIOJIb30BAHUS TIPK coefrHernn Goubinero u Metbiiero RDD. Ee nosejenue npeHTny-
HO COEAMHEHMIO 110 YMOIYaHuIo B Spark. Mbl HCKJIIOUaeM 3JIEMEHTBI, KJII0YM KOTOPBIX
He IIPUCYTCTBYIOT B 000X Habopax.

MpumMep 4.5. PeannsyeM BpyUHYIO XeLU-COeMHEHME C TpaHCsUuen

def manualBroadCastHashJoin[K : Ordering : ClassTag, V1 : ClassTag,
V2 : ClassTag](bigRDD : RDD[(K, V1)],
smallRDD : RDD[ (K, V2)])= {
val smallRDDLocal: Map[K, V2] = smallRDD.collectAsMap()
bigRDD. sparkContext.broadcast(smallRDDLocal)
bigRDD.mapPartitions(iter => {
iter.flatMap{
case (k,vl ) =>
smallRDDLocal.get (k) match {
case None => Seq.empty[ (K, (V1, V2))]
case Some(v2) => Seq((k, (vi, v2)))
}
}

}, preservesPartitioning = true)

}
//end:coreBroadCast[]

YacTMYHO «pyyYHOE» Xell-CoeaNHEHME C TpaHCnaumen

Wuorna ve Bce n3 MeHbmuX Ha6opoB RDD ymMemaiorcss B maMsATH, a HEKOTOPBIE
KJIIOYHM HACTOJIBKO YaCTO BCTPEYAIOTCS B GOJMBITOM HabOpe AaHHBIX, YTO OMTHMAIh-
HO 6BITO GBI TPAHCIUPOBATEH TOJIBKO CAMBIE PACTIPOCTPaHeHHbie Katoun. [Togo6mHbIit
crieHapuii 0COOEHHO TIOJIE3€H, CCJU OJUH U3 KJI0Uel TaK BEJUK, UYTO He YMEIAaeTCs
B 0/1HO#T cekiuu. B aToMm ciryuae st Gobinoro #abopa RDD MOKHO IPUMEHUTH METO]T
countByKeyApprox! ¢ IIeJIbIO TIOHSITD, TPAHCJISIITNS KaKUX KJIIOUEl TPIHeCceT 60.J1bIIIE BCe-
IO TI0JIb3bL. 3aTeM OT(HUIBTPOBATH MEHBIINN HAOGOP, OCTABUB TOJBKO 3TH KJIOYH, U BbI-
MOJTHUTD JIOKAJIBHBINA c6op mosydeHHoro pesyabrara B HashMap. C momoribsio Metosa
sc.broadcast Moo TpaHcmposath HashMap Tak, 9To6bI B KaKI0M U3 PAOOUNX Y3108
OblIa TOJIBKO OJ[HA KOTIWsI, TIOCJIE Yer0 BPYUHYIO BBIMOJIHUTH coeanHerne ¢ HashMap.
Ucnonbayst ot sxe HashMap, MoskHO 3aTeM oThunbTpoBarh 60sbiioil Habop RDD, uc-
KJIIOYNMB Ha/IN4ne B HEM 6OJIleOFO KoJinuecTBa [[y6JII/IpyIOHII/IXCH KJIIO‘{efl, U BBIIIOJIHUTD
06bIuHOE coeInHEH e, OOBEIUHIB €T0 € PE3YJAbTATOM «PYYHOTO» COCAMHEHUS . ITOT
O/IX0JT BECbMA 3aITyTaH, HO cocOGeH MOMOYb TP 06paboTKe NCKAKEHHBIX JAHHBIX,
KOTOpbI€ B TPOTUBHOM CJTyJae He yIaIoch Obr 06paboTaTh.

! Ecaun uncno Ppas/indaronnxca KJIIOYEN CIMIITKOM BEJIMKO, TO MOJKHO TaK’Ke€ BOCIIOJIb30BAaTbCA

metojioM reduceByKey, oTcopTupoBath 10 3HaYCHUSAM 1 IPUMEHSITH TOJIBKO K mepBbIX.
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CoeanHenuns Spark SQL

Mouyib Spark SQL noazaepskusaet te ske 6asoBbie TUIIBI coeauHernit, uto u Spark Core,
HO ONITUMU3ATOP CYIIECTBEHHO 0OJIETYaeT Bally 3a/[a9y, XOTSI U JUIIAET JaCTH BO3MOIK-
HOCTEH, MO3BOJISIIONINX KOHTPOJIUPOBaTh mpoucxosinee. Hampumep, Spark SQL nHo-
r/Ia CIIyCKaeT ONepaIuy Ha YPOBEHb XPAHUJIUIIA U MEHSIET MOPSIZIOK UX BBITOJHEHUS
PaJIv TIOBBITIIEHNS IPON3BONTENBHOCTHU coeiHeHnil. C Pyroli CTOPOHBI, BBl HE MOKeTe
KOHTPOJIPOBATD CEKIIMOHMPOBaHNe HabopOB DataFrame yu Dataset, TTOITOMY He TIOJTY-
YUTCST BPYYHYIO M30€KaTh TIEPETACOBOK, Kak B caydae coequnenuit Spark Core.

CoeauHeHnunst Habopos DataFrame

CoeuHeHue JaHHBIX 13 HAOOPOB DataFrame — OJHO U3 Yallle BCEIO BBIIOJHSIEMbIX
npeobpa3oBaHUil HaJl HECKOJbKUMEU 0ObeKTaMu DataFrame. I[Ipu aTOM Bee craHaapT-
HbIe TUTIBI coefimHennit SQL moiepsRUBaIOTCS, TUI COETMHEHUS MOSKHO 33/1aTh Yepe3
rnmapaMeTp joinType B Bbi3oBe MeToza df.join(otherDf, sqlCondition, joinType)
B MOMEHT CO€/IMHEHUS.

Kak u npu coepmHennsix Habopos RDD, coertenne ¢ HeyHUKaJIbHBIME KJIOUAMU TIPH-
BOIUT K JIEKAPTOBY [IPOU3BENIEHUIO B BBIBOAUMBIX pe3ysibrarax. (Tak uto eciu B jieBoit
tabsmie uMerorcs sHavenns R1 u R2 ¢ kmoyom key1, a B mpaBoit — R3 u R5 ¢ kiouom
key1, To Bl MOMTyumTe B pesyabrare (R1, R3), (R1, R5), (R2, R3), (R2, R5).) IIpu us-
yuerun coequuernii Spark SQL Mbl OyieM HCIOIB30BATH B KAU€CTBE MPUMEPA /[BE
Tabauiel nang, tabu. 4.1 u 4.2.

XoTs petneKkcuBHbIE COEAMHEHUS W MOAAEPXKMBAIOTCA, HEO6X0AMMO 3apaHee
3371aTh Pa3nnUYHbIe NCEBAOHUMbI ANt UHTEPECYIOLLMX Bac Noseid, YTobbl MOXKHO
N 6b1710 MONYUYUTb K HAUM JOCTYn.

Ta6bnuua 4.1. Tabnvua pasmMepoB naHa (neBblit Habop DataFrame)

Umsa Pasmep
Happy 1.0
Sad 0.9
Happy 1.5
Coffee 3.0

Ta6nuua 4.2. Tabnvua NoYToBbIX MHAEKCOB NaHA (Npasbiii Habop DataFrame)

Uma MouToBbIA MHAEKC
Happy 94110
Happy 94103
Coffee 10504

Tea 07012
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Spark momepskBaet cienyioniye THITB coenHennit: inner, left_outer (¢ mceBmonnmMom
outer), left_anti, right_outer, full outer u left semi. 3a uckioyennem nocjaeaHero, Bee
TUITBI IPEIHAZHAYEHDI [T IBYX TaOJIUII, HO WX MOBEIEHIE PasndaeTcst mpu 06paboTke
CTPOK, ST KOTOPBIX HET KITfoueil B 06enx Tabanax.

BryTpenHee coeunenue (inner) UCIOIb3yeTcst [0 YMOJYaHUIO U IPEICTABJIsIeT OO0
NMEHHO TO, 4YTO BbI O6bI‘{HO Ha3bIBaeTe coe//uHeHneM T&6JII/IL[. HJIE[ HETro HYKHO IIpu-
CYTCTBHE KJII0Ya B 06erx Tabiuiax, nHade pesyabrar Oyjaer oTOpolieH, Kak BUIHO U3
npumepa 4.6 u tabi. 4.3.

MpumMep 4.6. [pocToe BHYTpeHHee CoeIMHEHNE
// HeaBHoe BHYyTpeHHee coeauHeHue

dfl.join(df2, dfi("name") === df2("name"))
// fiBHOe BHYTpeHHee coejuHeHue
dfl.join(df2, dfi("name") === df2("name"), "inner"

Ta6nuua 4.3. BHyTpeHHee coeanHeHne Habopos dfl, df2 no umeHun nanabl

Ums Pasmep Uma MouToBbIii MHAEKC
Coffee 3.0 Coffee 10504
Happy 1.5 Happy 94110
Happy 1.5 Happy 94103
Happy 1.0 Happy 94110
Happy 1.0 Happy 94103

B pesyJbrare JI€BOr0 BHEITHETO COEIUHEHUS TTOJMYYaeTCsl TabIUIa CO BCEMU KITI0UaMu
u3 JeBoit Tabuiel. Bo Beex cTpokax, /IJIst KOTOPBIX HET COOTBETCTBYIOIETO KII0Ya
B MTPaBO# TabIIHIIE, B TOJISIX, TIOTEKAIINX 3aTIOTHEHIIO 3HAYEHIH U3 Hee, GyIeT comep-
xaTbes null. [IpaBoe BHemIHee coeITHEHNE AHAIOTHYHO ¢ TOYHOCTBIO /10 3¢PKATBHOTO
orpaxkensi. B mpumepe 4.7 npuBeieHo JieBOe BHEIIHEE COeITHEHNE, Pe3YIbTaThl KOTO-
POro MnokaszaHel B Ta0I. 4.4.

Mpumep 4.7. JleBoe BHellHee coeanHeHne

// flBHOe neBoe BHelWHee coefUHEHWe
dfl.join(df2, dfi("name") === df2("name"), "left_outer")

Ta6nuua 4.4. JleBoe BHellHee coeanHeHne Habopos dfl, df2 no umeHn naHab

Uma Pa3smep Uma MouToBbIN MHAEKC
Sad 0.9 null null

Coffee 3.0 Coffee 10504

Happy 1.0 Happy 94110

Happy 1.0 Happy 94103

Happy 1.5 Happy 94110

Happy 1.5 Happy 94103
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[TpaBoe BHelHee coeuHenne OKA3aHO B IprMepe 4.8, a pe3yJIbTaT ero BbITOJHEHUsT —

B Ta0II. 4.5.

Mpumep 4.8. MNpaBoe BHelHee coeanHeHne

// flBHOe MpaBoe BHellHee coefuHeHue
dfl.join(df2, dfi1("name") ===

df2("name"), "right_outer")

Ta6nuua 4.5. MNpaBoe BHelwHee coeanHeHne Habopos dfl, df2 no umMeHn naHap

Uma Pasmep Uma MouTOoBbI MHAEKC
Coffee 3.0 Coffee 10504
Happy 1.0 Happy 94110
Happy 1.0 Happy 94103
Happy 1.5 Happy 94110
Happy 1.5 Happy 94103
null null Tea 07012

Y1066 COXPaHUTDH BCE 3allMCH 13 obenx Ta6JII/I]_[, MOJKHO BOCIIOJIbB30BaTbCA ITOJTHBIM

BHEITHUM COeZIMHEHTEM, B Pe3yIbTaTe KOTOPOTO MOTydaeTcst Tabr. 4.6.

Ta6nuua 4.6. MNonHoe BHelwHee coeanHeHne Habopos dfl, df2 no umeHu naHabl

Uma Pasmep Uma MouToBbI MHAEKC
Sad 0.9 null null

Coffee 3.0 Coffee 10504

Happy 1.0 Happy 94110

Happy 1.0 Happy 94103

Happy 1.5 Happy 94110

Happy 1.5 Happy 94103

null null Tea 07012

JleBble nmosycoenuterns (kak B mpuMepe 4.9 u tabu. 4.7), a TaksKe JieBble aHTHCOEIN-
HeHust (Kak B Ta0J1. 4.8) — eIMHCTBEHHbIE TUITBI COCAMHEHNI, B PE3YJIbTaTe KOTOPHIX
BBIBOJISITCS 3HAYEHST TOIBKO U3 JIeBO# Tabuibl. JIeBoe ToMycoenHeH e aHaTOTHIHO
bunbTpanu geBoit TabINIBI, TIPU KOTOPOH OCTABJISIOTCS TOJBKO CTPOKU € KIFOUAMU,
MIPUCYTCTBYIONUMHI B TIPABOIA. JIeBoe aHTHCOEIMHEHE TOXKE BO3BPAIIAET TOJIBKO TAHHBIE
U3 JIEBOI TabIUIIBI, HO JIIIIb 3aMTUCH, OTCYTCTBYIOIIKE B TIPABOIL.

Mpumep 4.9. JleBoe nonycoeanHeHne

// fiIBHOoe neBoe nonycoeiuHeHue
dfl.join(df2, dfi1("name") === df2("name"), "left_semi")
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Ta6nuua 4.7. /leBoe nonycoeaMHeHvie

Umsa Pasmep
Coffee 3.0
Happy 1.0
Happy 1.5

Tabnuua 4.8. J/leBoe aHTUCOEANHEHNE

Umsa Pasmep
Sad 0.9

PechneKkcunBHble COeIMHEHMS]

Pe(bﬂeKCI/IBHbIe COeJIMHEeHU Ha/l, Ha60paMI/I DataFrame moAJep:K1UBaIOTCs, HO IIPU 3TOM
BO3HUKaeT AybaupoBaHue HasBaHUi cToa010B. [IoaToMy, 4T0OBl O6paMIaTHCS K pe-
3yJbTaTaM, HeoOX0AMMO MPUCBOUTH HabopaM DataFrame pasjuyHbIE TICEBAOHUMBI,
uHaye K cToJI01aM Heab3s OyaeT o0paTuThest n3-3a KonduukTa uMmed (pumep 4.10).
[Tocse mpucBoOeHUS KaXKIOMY U3 Ha60p03 DataFrame IiCeBAOHMMA MOKHO OOPATUTD-
Cd K OT/IeJIbHbIM CTO]I6L[8.M Kakzoro u3 DataFrame ¢ 11oMoI1lbI0 CUHTaKcuca MmaHabo-
pa.UmaCtonbua.

Mpumep 4.10. PednekcrBHOE coeanHeHne

val joined = df.as("a").join(df.as("b")).where($"a.name" === $"b.name")

Xell-coeanHeHNs C TpaHCNsaUmen

V3HaTh TUII BBIOJIHSIEMOTO coeHeHnst B Spark SQL 1mo3BoJisieT BhI30B queryExe -
cution.executedPlan. Kak u B cayuyae Spark Core, ecaiu ojHa 13 TabJauI] HAMHOTO
MeHBbIIIe J[PYTOH, TO JIydllle BOCTIOJIb30BAThCS XeIl-COeIMHEHNEM C TPaHCIIIne.
Coo6rurb Spark SQL 0 HEOOXOAMMOCTH BBITIOJTHUTD TPAHCJISIIINIO 3a[aHHOTO Habopa IIpu
COEIMHEHIH MOKHO, BBI3BAB [I7IsT 5TOr0 Habopa DataFrame MeTo/I broadcast mepert coe/-
Henuem (Hapumep, dfl.join(broadcast(df2), "key")). OpeiimBopk Spark Taksxe aB-
TOMATHUYECKU IIPUMeEHIeT mapameTp spark.sql.conf.autoBroadcastJoinThreshold,
4TOOBI OTPEAETUTD, CJIEAYET JIU TPAHCIUPOBATH TAOJIHILY.

CoeavHeHns HabopoB Dataset

CoenrnuTb HabOPbI Dataset MOKHO € IOMOIIBIO MeToa joinWith, Beayiuero cebs ana-
JIOTUYHO OOBITHOMY PEJIIIIHOHHOMY COEIMHEHUTO, 38 UCKIIOUEHUEM TOTO, YTO PE3YIHTAT
[IpeICTaBIsIeT COOOM KOPTEK PasIMYHbIX THIIOB 3allKCeil, Kak IMoKaszaHo B mpumepe 4.11.
PaboraTh ¢ TaKUM pPe3yJIbTaTOM TIOCJIE COEIUHEHIST HECKOJIBKO MeHee YI00HO, 3aTO
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ropas/io MPOIIle BBITOJIHATD pehIeKCUBHbIE COEJIMHEHM, KaK TOKa3aHo B ipumMepe 4.12,
MOCKOJIBKY HE HYKHO TIPEIBAPUTEIHHO 33/[aBATh [ICEBIOHUMBI CTOJIOTIOB.

Mpumep 4.11. CoeanHerune aByx Habopos Dataset

val result: Dataset[(RawPanda, CoffeeShop)] = pandas.joinWith(coffeeShops,
$"2ip" === $"zip")

Mpumep 4.12. PehnekcmBHoe coeanHeHne Habopa Dataset

val result: Dataset[(RawPanda, RawPanda)] = pandas.joinWith(pandas,
$"2ip" === $"zip")

PecdnekcrBHoe coeanHenne wm liti(true) Nno3BonsOT NOAYUUTb AEKapTOBO NPOu3-
BefeHne Habopa Dataset camoro Ha cebs, UTO MOXeT OKa3aTbCs MOSIE3HO, HO 3a-
0AHO N AEMOHCTPUPYET, Kak coeanHeHmnst (0Co6eHHO pedIEKCMBHBIE) C TErKOCTbIO
NPUBOAAT K HenpuemaeMblM o6bemMaM AaHHbIX.

Kax u B ciryuae HabopoB DataFrame, MOKHO 3a/aBaTh TUII KEJAEMOTO COEANHEHUS
(HampumMep, inner, left_outer, right outer, left _semi), ynpasjsis o6paboTkoii 3anucei,
[PUCYTCTBYIONIUX TOJIBKO B OJIHOM 13 HaGopoB Dataset. OGpaTuTe BHUMAHWE: IPOILY-
I[eHHbIE 3HAUEeHMsI Oy T IPEACTaBIEeHbI 3HAYEHUSIMU null.

Pe3iome

P3.306paBIHI/ICb C COEIMHEHUAMM, COCPEAOTOUYNMCA Ha HpeO6p8.30BaHI/I${X 1 CBA3aHHbIX
C HUMH BOIIPOCax MPOU3BOANUTETbHOCTH.

! Meroz, npeobpasyiomuii iurepaibHoe 3HaueHue B crosbeir. — [Ipumeu. nep.



D(PPeKTUBHbIE
npeobpa3oBaHus

Yaie Bcero nporpaMMbl Spark coszpaiorest Ha ocHoBe Habopo RDD: oHu BK/IIOYAIOT
YTeHWEe JAaHHBIX U3 YCTOWYNBOTO Xpanuiuiia B popmar RDD, BeimoTHeHIE HECKOITh-
KX BBIYMCJACHUI 1 peoOpasoBaHuil jaHHbIXx Haj RDD, a Takske 3aliCh UTOTOBOTO
Habopa RDD B ycToifunBoe XpaHUJIHIIE WK OTIPABKY € MOMOIIBI0 MeTo/ia collect ()
Ha zgpaiisep. CiezoBaTenbHo, OCHOBHAs cuja dppeiimBopka Spark sakiiodaercs B ero
peoGpasoBaHUSX: ollepalusax Haj Habopamu RDD), Bo3BpaIiaouMu Ipyrie HabophL.

B nacrostiiee Bpemst Spark copepkuT crienmaan3upoBaHHble MEXaHU3MbI JIJIST TOYTH
Oy AI0KUHBL TUIIOB RDD, Kaskablii — ¢ cCOOCTBEHHBIMY CBOMCTBAMU U IOAOOPKaMU
pasnuuHbx GYHKIUE ipeobpasoBanuii. B aToM pasjesie Mbl HajileeMCst TPOJEMOHCTPU-
pPOBaTh HHCTPYMEHTDI, KOTOPBIE TIOMOTYT TOHSATH, KaK BBIYUCJAAIOTCS TTPe0OPasOBaHst
(uam ux nocieposarebHocTn). B wacTHOCTH, Kakue pasnoBuaHocTH HaGopos RDD
BO3BPAIAIOT 9TH TIPeoOpasoBanus, uTo ah(heKTUBHEE — cOXpaHeHUe HabOPOB UJIN CO3-
JIaHV€e KOHTPOJIBHBIX TOUEK MESK/LY TPEOOPA3OBAHMSIMU — U KaK BBITIOJHUTH KOHKPETHYIO
HocJIeZI0BaTEIbHOCTD NIpeobpazoBanuii Hanbosee ahHeKTUBHO.

B 3TOM pasgene peyb naeT o npeobpaszoBaHusx, CBsA3aHHbIX ¢ 06bekTamm RDD,
ucnonb3yembix B Spark Core (u 6ubnuoteke MLIib). Habopbl RDD Takke npu-
MEHSI0TCA B MOTOKaxX AaHHblX DStreams npu pabote ¢ Spark Streaming, HO ux
BO3MOXHOCTM M NPOV3BOANTENBHOCTb OT/IMHAIOTCA. AHANOrMYHO 60MBLLMHCTBO 06-
CY)XAQeMbIX B JAHHON rnase hyHKUMI He NoaaepXxvBaeTcs B Habopax DataFrame.
B cuny mHoro ontummsaTopa Spark SQL ganeko He Bce BbiBOAbI JaHHOW aBbl
MOXHO NpuMeHuTb K Spark SQL.

Mo mMepe pa3suTus dperiMBopka Spark ans Habopos Dataset cTaHOBUTCS AOCTYMHO
BCe 6onblue Npeobpa3oBaHmii, KOTOpblE MOXHO 3aAecTBOBaTh B Spark SQL. OHK
obcyxxpaatotcs B pa3aene «Habopbl Dataset» Ha c. 83.
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Y3Kue 1 Wwnpokue npeobpasoBaHus

B rimaBe 2 MBI paccKazaiy 0 BAKHOM PAa3IHIMN MEKIY THTTAMU MTPeoOPa3oBaHmil: ¢ wiu-
poxumu 1 y3xumu 3agucumocmsamu. OHO SABJISAETCH TAKOBBIM B CUJIY CYIIECTBEHHDIX
MOCJIE/ICTBUH JIIST BBIYUCICHUST 9TUX TIPEOOPA3OBAHUIT 1, CJCIOBATENbHO, UX MTPOU3-
BOAWTENHHOCTH. B aHHOM paszesie Mbl faanM 6oJiee YeTKOE OTIpeieieH e TOTO, YTO
TaKOE IUPOKKE U Y3KHUe TTPe0dPas0BaHUsI, TIOKAKEM, KaK BBISICHUTD, SIBJISIETCST JIU TIPe-
06pa3oBaHue Y3KUM WJIH TTUPOKUM, U OOBSICHUM, TIOUEMY 3TO Pa3jindue TaK BJAUSICT Ha
BBITIOJIHEHWE BBIYUCICHUH 1 TIPOU3BOAUTETbHOCTD.

HanomHuM, 4To Spark ocyLecTBNSET OT/IOXKEHHbIE BbIMMCIEHNMS], TO €CTb Npeob-
pa3oBaHME HE BbINOJIHAETCA A0 MOMEHTA Bbi30Ba COOTBETCTBYIOLLEIO AGVICTBVIH.
370, Kak obcyxaanocb B nogpasgene «OT/NOXEHHbIE BblUNCIEHUS» Ha C. 29,
Cepbe3HO B/MSIET Ha OTKA30yCTOMYMBOCTb, MPOU3BOAUTENILHOCTb U BO3MOX-
HOCTM OTnaakun. Ecnu npeablaywine asa NpefnoXeHust He BMoJSIHE MOHATHbI, TO
pEKOMEHZYEM elle pa3 3arisHyTb B rMaBy 2, rae B 0bbeMe, 4OCTAaTOYHOM Ans
AaHHOVI rnaBbl, NpUBeAEHbl OCHOBHbIE CBEAEHUS, He06XO,qI/IMbIe Ang NOHUMMaHuA
MexaHu3Ma BbinosnHeHus Spark.

IToABITOKIM M3I0KEHHOE B IJIaBe 2: MNPOKKE IPeodpa3oBaHusl — Te, /I KOTOPBIX TPe-
OyeTcs IIepeTacoBKa, a y3KUe — Te, YTO B Hell He Hyskaatorcs. B nmoapasuese «Illupokue
U y3KKe 3aBUCUMOCTH» Ha C. 36 MbI MOSCHSIIN: B Y3KUX IIPeo0pasoBaHusX J0YepHIe
cexkiuu (cexiuu noaydennoro Habopa RDD) 3aBUCAT OT UBBECTHOIO IIOAMHOKECTBA
POIUTETHCKUX CEKIMI. XOTS 3TO olpesieJieHue KOPPEKTHO, OHO He CTOJIb TOUHO, KaK
(opMasIbHOE OIIpe/ieieHIe Y3KIX [IPeoOpasoBaHuUId.

Cratbs 2012 roga, B KOTOPOH BIlepBbie ObLIa OIMCaHa CEMAHTUKA BBIUMCIIEHII 115t (DpeiiM-
BOpPKa Spark (http://www-bcf.usc.edu/~minlanyu/teach/csci599-fall12/papers/nsdi_spark.pdf),
orpeziesisieT mpeodpa3oBaHus ¢ Y3KUMK 3aBUCUMOCTIME KaK TaKUe, B KOTOPBIX «KaK/ast
CEKIMsE poAuTeNbeKoro Habopa RDD ucmosb3yeTcst Kak MUHUMYM OJHO CeKITnei 10-
yepHero Habopa». Cosgarenn Spark onuceiBaroT IpeobpasoBaHus ¢ IUPOKUMU 3aBH-
CHMOCTSIMH KaK TaKHe, B KOTOPBIX <OT KayKIO! CEKI[IH POAUTENBCKOro Habopa MOKeT 3a-
BHCETh HECKOJILKO JIOUEPHUX». ITO OIpejiesieHre aHATIOTUYHO TOMY, YTO MbI TIPUBO/IAJIN
B IJIaBe 2, KOT/Ia 3a/IaBajii TIPeoOPa3soBaHusl Kak y3K1e WU ITUPOKKUE B COOTBETCTBUN
¢ 3aBucuMocTsAMU godeprero Habopa RDD. Oxnako onpezenenne cospareneil Spark
YCTaHABJIWUBAET Y3KM€E U MMPOKHUE 3aBUCMOCTU B TEPMUHAX 3aBUCUMOCTEN POIUTEh-
CKOTO HabOPa, a He J0YEPHETO.

Mgl 1oaraem, 4To TPEeACTABIEHHOE B TJIaBe 2 OTIpejiesieHNe JieTye OCMBICAUTB, T10-
CKOJIBKY IIPOTPAMMBbI OOBIYHO IIPOEKTUPYIOTCS B HAIIPABJIEHUH OT BXOIHBIX TaHHBIX
(pomutesnbeckoro Habopa RDD) k BoixoaHbIM (slouepHeMy Habopy). OfHAKO MEXaHU3M
Bbiunciaennii gppeiimopka Spark (DAG) cTpouT 11aH BBIIIOJIHEHNUS B IPOTUBOIIO-
JIO)KHOM HAIPaBJIEHUU: OT BBIXOJHBIX JAaHHBIX (TIOCJEHETO NEHCTBUS) K BXOJHOMY
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naGopy RDD. CnenoBaTensHo, onpenenenne cosareneil Spark orpaxaer crocod Bbl-
uncsennii phpeiiMBOpPKa, a 3HAYNT, SIBJISETCs 060JIee TOUHBIM B ABYX BasKHBIX CMbIC/IAX.
Bo-niepBbix, onpesiesieHne cosuareseii Spark nckirovaer ciaydail OHOM POAUTETbCKON
CEKIIMU € HECKOJIbKUMU JIOYEPHUMHE C Y3KOH 3aBUCUMOCTHIO. ITO 0OBSACHSET, TIOUeMy
coalesce npejcTasiser coOOl b y3K0e IPpeodpasoBaHue, XOTs U CHIKAET, a He
YBEJIUYMBAET KOJUYECTBO CeKIUil. Bo-BTOPBIX, onpeeneHue cosaaresein Spark 00b-
SICHAET, TOYEeMY KOJIMYECTBO 33/1a4, UCIIOTh3YEMBIX JIJIS1 BBITIOJTHEHUS BCETO BBIUUCIIE-
HUSI, COOTHOCHUTCSI CKOPee € CeKLUIMU Ha 6bir00e, a He Ha 6X00¢ — IIPU BBIYNUCIEHUN

Habopa RDD HeoGxoauMble 1715t TIpeoOpasoBaHMi 3a1aui BBIYMCISIOTCS 110 JOYEPHUM
CEKITUSIM.

Pucynok 5.1 1eMOHCTPUPYET 3aBUCUMOCTH MEK/LY POJAUTETbCKUMU 1 JIOYEPHUMHE CEK-
[USMU JIJIST Y3KUX U IAPOKUX peobpazoBanuil B mporpamMme Spark us mpumepa 5.1.
Jomyctum, uto rddl npeacrasiasger coboil Habop RDD 1e/104ncIeHHbIX 3HaUeHUI.
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Y3kue 3aBMCUMOCTH LLInpokne 3aBUCMMOCTU

val rdd2=rddl.map(x=(x,l)) val rdd3=rdd2.groupByKey

Puc. 5.1. Y3Kre 3aBUCMMOCTM MeXAy CeKUMSIMU MO CPaBHEHMIO C LUIMPOKUMU
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Mpumep 5.1. Y3Kre 3aBUCUMOCTY MO CPABHEHMIO C LUIMPOKMMMN

// Y3kas 3aBUcuMoCTb. OTob6bpaxaeT rdd Ha kopTexu us (x, 1)
val rdd2 = rddl.map(x => (x, 1))

// llupokaa 3aBucMMOCTb groupByKey

val rdd3 = rdd2.groupByKey()

CrpyKrypa TyT Takas ke, Kak U B cxemax Ha puc. 2.2 u 2.3. Crpesiku 0603Ha4aoT 3a-
BUCUMOCTH MEXKY CEKIIUSIMU. Y BCEX NOYEPHUX CEKIIUI eCTh CTPEJKU, YKA3bIBAIOIIME
HA POJUTETBCKUE, OT KOTOPBIX OHM 3ABUCST; €CJIU CTPeJIKA HAIPABJIEHA OT CEKIHH Y
K CEKIIUH X, TO X 3aBUCUT OT y. YepHbIe CTPEIKM 0003HAYAIOT Y3KHE 3aBUCUMOCTH, a Ce-
pble — IUPOKHE.

Mbl npeanoniaraeM, yro Habop RDD cocrout us uerbipex cekiuii. B otimune ot cxem
U3 TJIaBbI 2 3/1€Ch MbI TIOKaKeM CIIOCOObI paciipeieieHust 110 CEKIIUsM 3aluceil B 04eHb
MasieibkoM RDD. B 1aHHOM cJiydae IpoJeMOHCTPUPYEM, KaK MOLJIE Obl OBITh CEKI[HO-
HUPOBaHbI RDD1, RDD2 1 RDD3, ecsiu OGbI RDD1 nipezcrasisai coboit Habop RDD us 1eno-
YUCJIEHHbIX 3HAYEHUN 3, 3,9, 2, 8, 5, 6, 7.

Kak BumnTe, Ipu BHIYMCAEHUN IIara map KayK1ast [OYEPHSIS CEKII 3aBUCUT POBHO OT
OJTHOI POJIUTETBCKOM, TIOCKOJIBKY JIJIsT BBIIIOJTHEHISI 3TO Ollepaiui JaHHbie He Tpedy-
eTcst TepeMeriaTh Mesky ceknnsmMu. OHaKo Ha 1are groupByKey ¢peiimBopky Spark
HPUXOJUTCS IEPEMECTUTH HEKOTOPOE KOJMYECTBO 3aMNCEN TaK, YTO 3aMUCH C OJMHA-
KOBBIM KJIOUOM OY/IyT HAXOIUTHCS B OJHO CEKIINH, C IEJIbIO TIOTYYUTh BOSMOKHOCTh
CTPYIIIUPOBATH OTHOCSIIIECS K OMHOMY KJIIOUY 3ammucu B ogaun ureparop. (Hamomu-
HaeM: UTePaTop TPEACTABIIET COOOM JTOKATBHYIO, a He PACTIPENETEHHYI0 KOJIEKITHIO. )
CireoBaTeIbHO, I0UEPHIE CEKITNN 3aBUCAT OT HECKOJBKUX CEKITUI POAUTENTHCKOTO
nabopa RDD.

STa cxeMa npegHasHadeHa A5 AEMOHCTpaLmmM Toro, Kak CeKLMN — UCMOSb3yeMble
B BblUMCIUTESIbHOM MpoLecce dpeiiMBopka Spark abcTpakTHble KOHUenuun —
3aBUCAT ApYyr OT Apyra, a He OT (PU3MYECKOro nepemelleHnst aHHbIX MexXay
MawmHaMu. CTpOKM KBaApaTUKOB Ha CXeMEe COOTBETCTBYIOT OAHUM U TEM Xe UC-
NOSIHUTENAM B pa3Hble MOMeHTbl BpeMeHW. CTpenkn 0603HayaloT 3aBUCUMOCTH
Mexzay cekumsiMu. Ha caMoM aene NoBTOPHOE CEKLMOHMPOBaHWE AaHHbIX He 065-
3aTeNbHO TpebyeT nepemelleHns AaHHbIX MEXAY MallMHaMK, MOCKOSbKY CeKLmm
MOryT pacrnofiaratbCsi Ha OJHOM ucrosHuUTene. MNpyu CMeHe CEeKUMM, K KOTOPOW
OTHOCWTCS 3aMunCb, NEpeMELLEHNE AaHHbIX MEXAY UCMOMHUTENSMU HeEO6X0AMMO,
BeAb 3anucu JOKHbI MPOWTM Yepel3 ApaiiBep, a He rnepefaBaThCsl HanpsiMyo
MeXAy UCNOMHUTENSAMMU.

BnnaHue Ha npon3BoanTENbHOCTb

B nonpasmesne «I1Iupokne u y3Kue 3aBUCUMOCTI» Ha . 36 MBI yTBEPIKAAIH, UTO TPE0D-
Da30BAHIISI ¢ Y3KUMHU 3aBUCHMOCTSIMU COBEPIITAIOTCST OBICTPEE YACTIHIHO BCIENCTBUE TOTO,
YTO JIOMYCKAIOT IPYTIIUPOBKY W BBITIOJTHEHUE 32 OJIMH TTPOXO/I IAHHBIX. B TeKyTIem moj-
pasieJie Mbl HaJIeeMCsI TIOSICHUTD TY MBICJIb C TOUYKU 3PEHUS BLITIOJTHEH NS BEIYUCTEHUT.
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V3K1e 3aBUCHMOCTHU He HYKIAIOTCSA B MePEMEIleHNH JaHHbIX MEXKAY CEKIUIMU.
CureioBaresibHO, 3TH IIpeobpasoBaHus He TpeOyIoT 0OMeHa JaHHBIMU € Y3JI0M JpaiiBepa,
U TIOJIy9eHUsT OJIHOTO Habopa MHCTPYKIMI OT sipaiiBepa J0CTaTOUHO JIIsT COBEPIICHMSE
MPOU3BOJBLHOTO KOJIMYECTBA TAKUX MPeoOpasoBanmii Hajl JIOOBIM MOAMHOKECTBOM
samuceil (/o06oii cexnumeil). B repmunosnornu gpeiitmopka Spark jsobast mociegosa-
TEJLHOCTD Y3KUX TPEOOPAa3sOBAHUN MOKET OBITH BBIYKMCIEHA HA OJTHOM «3Talles TJIaHa
BBITIOJTHEHUS 3aIPOCa.

B orsmune ot 3T0T0, KaK Mbl OTMETHIIH B paszese « Ctpykrypa saganus Sparks» Ha c. 40,
CBSI3aHHAS C MIUPOKON 3aBUCUMOCTBIO [IEPETACOBKA 3HAMEHYeT COOOI HOBBIIT 9Tall BbI-
yrcseHnii Habopa RDD. A MOCKOJIbKY 3a/au JOJKHBL BBIUHCIISTHCS 110 OJJHOU CEKIINH,
a JlaHHble, He0OXOUMbIE JIJI BBIUMCACHUSA KaKJ0M CeKIMK IMNPOKON 3aBUCUMOCTH,
MOTYT OBITh PacIpeie/ieHbl 10 HECKOJIBKUM MAlllHHaM, TPe0OPA30BaHUSAM C MIMPOKHU-
MU 3aBUCUMOCTSIMU MOJKET TIOHAJOOUTHCS TIePEMEIaTh TaHHbIE MEKIY CEKI[USIMU.
A 3HAYUT, PacCIOJOKEHHbBIE Jlajiee TI0 KOHBEWePY BBIYMCIEHNS HEelb3sl TIPOU3BECTU /10
3aBEPIIEHUS TIEPETACOBKU.

Hampumep, "HTYUTUBHO TTOHSITHO, YTO BBITIOJTHUTH COPTUPOBKY C TMTOMOIIHIO Y3KUX
mpeobpa3zoBaHnii HEBO3MOKHO, TOCKOIBbKY OHA TPeGYeT YIOPSIOUEH s BCEX 3aITHCeit,
a He TOJIBKO B IipejiesiaX Kax o cekuuu. M geiicTBUTENbHO, 3aBUCUMOCTU (DYHKIIUN
sortByKey — mmpokue. OHa TpeGyeT CeKIIMOHUPOBAHUS JAHHBIX TAKUM 00pa3oM, 4To-
6bI BCe KITIOUH B OTTPE/IETEHHOM IHAMa30He PacoNaraiiuch B OTHON cekmn. Berencraue
9TOTO COPTUPOBKA JIAHHBIX 110 BCEM CEKIIUAM IIPUBOAUT K OTCOPTUPOBAHHOMY pPe3yJIbTaTy.
BoimotHuTE y3Kkie mpeobpasoBaHus, CAELYIONE 32 COPTUPOBKOHN, HEBO3MOKHO /10 3a-
BEPIITEHNST TEPETACOBKH, TAK KaK JaHHBIE B JIIOOOH 13 CEKINIT MOTYT M3MEHUTHCSI.

['paHUIE 9TAMIOB CYIIECTBEHHO BIMSAIOT HA TPOU3BOIUTEIBHOCTD. 32 UCKIIOUEHNEM
cJlydyaeB orepaiuii ¢ HeckoJbkiMu Habopamu RDD (Hampumep, join), oTHOCSIIMECS
k 06paboTke ogHOro Habopa RDD arambl JOTKHBI BBITOTHITHCS TTOCIETOBATETHHO
(cm. tmaBy 4). Takum 06pa3oM, MEPETACOBKU PECYPCOEMKH TTOTOMY, YTO He TOJIBKO
TPeOYIOT TIepeMENeH ST ITAHHBIX U TOTEHITHATBHO OTIePaInil IMCKOBOTO BBO/A,/BBIBO/IA
(7151 (paiiyioB MepeTacoBOK), HO M OTPAHUYMBAIOT TTAPAJLIIETN3M.

BnusiHne Ha 0TKa30yCTOMYMBOCTb

CroumocTb 0TKa3a /I CEKIUU C MUPOKUMU 3aBUCUMOCTIMI HAMHOTO BBIIIIE, YeM JIJIS
CEKI[UU C Y3KUMHU, MOCKOJIbKY MPUXOJAUTCSI 3aHOBO MEPECUYUTHIBATH GOJIBIIE CEKITUIL.
Hanpumep, B ciiydae oTKasa OfHON CeKIu B poauTese Habopa mappedRDD (110J1y4eHHbII
THUII OIIEPAIIMIA map) HyKHO 3aHOBO MEPECUUTATDH TOJIBKO OJIHY U3 €€ TOUYEPHUX CEKITIH,
[IpUYEM 324K, HeOOXO[UMbIE JIJIST HOBTOPHOTO BBHIYUCJIEHUST JIAHHON CEKIUI, MOKHO
pacipeziesinThb 110 HECKOJIbKUM UCIIOTHUTEJISM JIJIs1 yeKopeHus Bbruncaennit. Hanporus,
[IPU HOTEPEe CEKIUU POIUTETHCKOr0 Habopa orcoprupoBanHoro RDD moskeT moHao-
6uThCst (B HAUXY/IIIIEM CIIEHAPUN) [IEPECUUTATD BCe JloUepHue cekiun. [loaTomy 1ieHa
repecyeTa CeKIUU B CIyvae 0TKa3a Vi CEeKIN ¢ IMUPOKUME 3aBUCUMOCTSIMU HAMHOTO
BBIIIE, YeM JIJISI CEKITUI C Y3KUMU.
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Opranusaius mpeobpasoBaHUl ¢ MUPOKUME 3aBUCUMOCTSIME I[EMOYKON TOJBKO
MOBBIIIAET PUCK YPE3BLIUAITHO JJOPOTOCTOSIINX TIOBTOPHBIX BHIUUCIEHUH, 0COGEHHO
€CJIU KaKasi-T00 13 3TUX 3aBUCUMOCTEH € BBICOKOI BEPOSITHOCTHIO BBI3BIBAET OIITHO-
Ku ramMsatu. B HEKOTOPDLIX CJIydadX CTOMMOCTDb ITOBTOPHDBIX BBIUMCJIEHUI MOJKET 6I)ITI)
HACTOJIBKO BBICOKA, YTO UMEET CMBICT CO3/IaTh KOHTPOJbHBIE TOUKH (checkpointing)
1t Habopa RDD pajirt coXpaHeHUsT TPOMEKYTOUHBIX Pe3yIbTaTOB. M bl 06CyAUM CO3-
JlaHKe 9TUX ToYeK moapodHee B paszaese «IlosropHoe ucnosb3osanre Habopos RDD»
ma c. 135.

OcobbIt cny4dan onepaumm coalesce

Omneparnust coalesce HCIOJIBb3YETCS ISt MKBMEHEHUST KOJMUeCTBa ceKinii Habopa RDD.
Kaxk mokaszano B cxeMme Ha puc. 2.2, TPU CHUKEHUHU KOJUIECTBA BBIXOHBIX CEKITHI
€ TIOMOIIIBIO OTEPAINH coalesce Kak/Iast POAUTENbCKAS CEKITUST TIPUMEHSIETCS] POBHO
B OJIHOM JIOUEPHEIH, TIOCKOJIBKY MOCJIEIHUE MTPEACTABIISIOT c000i 00beIMHEHIE HECKOIb-
KUX poaurterbckux. CleoBaTelbHO, B COOTBETCTBUHN € HANIMM OTPE/IeJICHUEM Y3KIX
3aBUCHMOCTEN orepalisl coalesce sIBJSIETCS Y3KUM IIPEOOPA30BaHIEM, HECMOTPSI IajKe
HAa TO, YTO MEHSIET KOJIMYecTBO ceKiuii B Habope RDD. TTocKoIbKY 3aiauil pEiaroTcst
B JIOUEPHUX CEKIIUSIX, TO KOJUYECTBO 3a/[a4, BBIMTOJHSIEMBIX Ha BKIIOYAIOIEM OTIEPAITHIO
coalesce aTarne, 9KBUBAJIEHTHO KOJUYECTBY CEeKIIUH nTorosoro Habopa RDD mpeo6-
pasoBanug coalesce.

Mpw Mcnonb30BaHUM coalesce KOMMYECTBO CEKLIMI MOXET YMEHBLLUTHCS HA OHOM
3Tane gaxe 6e3 nepetacoBkn. OaHaKo onepaums coalesce NpuBOAUT K TOMY, YTO
PacronoXeHHbIe fanee Mo KOHBEMepy CeKLMu BCero 3Tana 6yayT BblUMCIISTHCS
C 3a/laBaeMoli coalesce CTeneHblo MapasniennsMa, a 3T0 B HEKOTOPbIX CryyYasix
MOXET 0Ka3aTbCs HeXenaTeNbHbIM. M36exaTh Takoro noBeAeHUs 3a cHeT nepe-
TACOBKM MOXHO, 3afaB aprymeHTy shuffle dpyHKkumm coalesce 3HaueHue true nnm
NpUMeHMB BMeCTO Hee dyHKumto repartition.

OnHako, Korja coalesce yBEJNYMBAET KOJTUYECTBO CEKIIUI, COOIOAETCS IPABUIIO:
KasKast U3 POAUTENbCKUX CEKIINI 00s13aTEIbHO 3aBUCUT OT HECKOJBKUX JOYEPHUX.
Cuie1oBaTesIbHO, B COOTBETCTBUH ¢ 60Jiee TOYHBIM OTIPEeIEHUEM IMPOKUX 3aBUCH-
MOCTeIi, IPUBEJEHHBIM B pasjie/ie «Y3Kue U Iupokue npeobpasopanus» Ha ¢. 108, uc-
oJIb30BaHMe (PYHKIIUK coalesce [T YBeIMUEHUS KOJUIECTBA CEKITUIA TIPEICTABISIET
co6oii muporoe npeobpasosarue. DyHKINS coalesce MPUIAET OCHOBHOE 3HAYEHUE
PaBHOMEPHOMY pacIpe/ieJIeHHIO JaHHBIX 110 JoYepHUM ceKIusiM. COOTBETCTBEHHO,
HEBO3MOXKHO OIIPEEUTh PACIIOJIOKEHIE 3alICell B BBIXOJIHBIX JAaHHBIX BO BPEMS
MIPOEKTUPOBAHUS, TIOCKOJbKY OHO 3aBUCUT OT KOJIMYECTBA XPAHUMBIX B KKIOH HC-
XOJIHOW CEKIINHU 3aIKCel, KOTOPOe, KOHEYHO, HEJIb3sI OTPEAeUTh O3 UTeHUS JaHHbBIX
U BBITMTOJHEH U IPEABIYIINX peobpasoBanuil. Takum o6paszoM, MOBBIIIEHIE KOJIH-
YecTBa CEKIUI ¢ TIOMOIIBIO BBI30BA (GYHKIMHU coalesce Wian (GyHKIWH repartition
Tpebyer mepeTacoBKu.
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Kakon Tun Habopa RDD Bo3BpallaeT
npeobpa3oBaHue

Ha6opbsr RDD — BaBoiiHe abcTpakTHOE NOHATHE: TUIIbI 3aIlMCell B HUX MOTYT ObITh
NPAKTUYEeCKU KAKUMH YrOAHO (Hanmpumep, String, Row, Tuple) U OTHOCUTBCS K OJTHOI
13 HECKOJIBKUX peannsanuii marepdeiica RDD, 06Ja1aI0MINX Pa3IHYHBIMI CBOHCTBAMH.
O6a aTHX OTIUYUS CYIECTBEHHBI I TPOU3BOAUTEIHHOCTH U BBITTOJTHEHS BBIUNC-
sennii. [lepBoe BasKHO MOTOMY, YTO HEKOTOPBIE MPeoOPA3OBaHUsT MOKHO MTPUMEHSITH
TOJIbKO K Habopam RDD ¢ onpezeneHHbIM TUIIOM 3a1iKceil. Bropoe — I0ToMY, 4TO Kask-
Joe 1peobpasoBaHye BO3BPALIaeT OJHY U3 HECKOJIbKUX peanusaiuii uarepdeiica RDD,
a 3HAYWT, OJTHO U TO JKe MpeoGpasoBaHue, BHI3BAHHOE JIJIsT JIBYX PA3IMYHBIX peainsa-
it RDD (manmpumep, mappedRDD 1 GoGroupedRDD), MOKET BBIUMCISITHCS TT0-PAa3HOMY.
B wactHocTH, oTenbHbie peanuzanuun RDD coxXpaHsioT OT IPeablIyIux mpeobpaso-
BaHuil mHMGOPMALKIO 00 YIIOPAZOYEHHOCTH MU JoKaabHOCTH 3anuceii B RDD. A 3Ha-
HUSI O JIOKQJIbHOCTH JIAHHBIX M CEKIIMOHUPOBAHUN UTOTOBOro RDD-npeo6pasoBanust
MO3BOJISAT U36EKaTh HEHYKHBIX MTEPeTacoBOK. bojiee mogipodHO 9TOT BOMPOC U3IOKEH
B niozipaseie «Coxpanenre WHGOPMAIUN O CEKITMOHUPOBAHUN OT MPeobpasoBaHuUsT
K npeobpazoBanmio» Ha ¢. 170, MOCKOJIBKY MPEKIIE BCETO OTHOCUTCS K mapam Habo-
pos RDD. B nanHoM pasjiesie Mbl 00CYIMM cOXpaHeHre HHMOPMAIUK O TUIIE 3aIIiCeil,
TaK KaK 3TO MOXKET OBITh BasKHO JIJIsT TPOU3BOJUTEIBHOCTH U TIPEACTABIISIET coO0il Ha
YAMBJIEHHE HEITPOCTYIO 3a/1a4y B CJIydyae CIOKHBIX mporpamm Spark.

Ha6op RDD — Tui-koJuieKIust, 9K3eMILISIPbl KOTOPOTO, aHAJIOTHYHO TUIIAM KOJLTTEKIHIA
B s3bIkax Scala, Java v GOJIBITMHCTBE CUIIBHO TUITU3UPOBAHHBIX SI3BIKOB TIPOTPAMMHU-
pOBaHU, CO3/IAI0TCS B COOTBETCTBUU C [IAPAMETPOM THIIA, YKA3bIBAIOIUM THUII YJIEHOB
KOJIIEKIIUH.

B sA3bike Scala cMHTakcMc nmapameTpa Tvna — KBagpaTHble CKObKK, Hampumep
List[String], cumBonuM3npytowme nocneaoBaTenbHOCTb! 06beKTOB TMNa String.
OTO 3KBMBANIEHTHO CUHTAKCUCY < > a3blka Java (Hanpumep, List<String>).

Tunuzaius Habopos RDD anasmornuHa. Tak, eciiv BbI HCIIOJIb3YETe METOJ sC. textfile
1uist urennst Habopa RDD, to mosyuure RDD paHHbIx THa String (0603HaYaeMbIil
RDD[String] B si3bike Scala u RDD<String> B si3bike Java).

Wudopmanus o tuie sanuceit Habopa RDD BakHa OTOMY, 4TO MHOTHE TIpeobpa-
30BaHUS BO3MOXKHDBI TONbKO ¢ RDD fmanubpiX onpesesieHHOTO TUTIA, BCIEICTBUE YETO
IOIBITKA BOCIIOAb30BaThCS STUMU MeTogaMu A1t RDD 06001meHHoro Tiia IpuBeaer
K o1mrOKaM BO BPeMsl KOMIIIJISIUY MJIU BblnoJHeHns. Hanpumep, eciu ObLia motepsina
undopmaius o tune st RDD kopresxeii 1 OH ObLI HHTEPIIPETUPOBAH KOMITHIATOPOM
Kak RDD[Any] uiu faxe RDD[ (Any, Int)], To BBI30B MeTo/ia sortByKey He MPOieT

U Tounee, criucok. — Ipumeu. nep.
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koMo, OmubKa BOSHIUKHET TIOTOMY, 4TO sortByKey MOJKHO BbI3bIBaTh TOJIBKO
st Habopos RDD map «KJIiou — 3HaYeHrne», B KOTOPBIX Y KJIIoUeil nMeeTcst Kakasi-in0o
HesIBHAS YIIOPAI0YEHHOCTh. AHAJIOTHYHO YNCTOBBIE (DYHKITUH (HAIIPUMED, max, min win
sum) MOKHO BBI3BIBATH TOJIHKO /It RDD nanubix TuoB Long, Int min Double.

Wudopmarus o tuie sanuceil — oHo u3 MHorux mect B API Spark, rze HesBHbIe mpe-
006pa3oBaHKs TUIIOB MOTYT IIPUBECTH K 1Ipobiemam. IIpu HaIMcaHUK TOAIPOrPAMM,
IpeiHasHAYeHHBIX /I MCIOJIb30BaHus B peobpasoBanusax HabopoB RDD, 3ayacryio
OyzeT Jydile 3a7aTh BXOAHOI M BO3BPAILIAEMBII TUIIBI BCIIOMOTATENbHON (hyHKIINI
SABHBIM 00pa3oM U n3beraTh yKazaHusa X B Buge 00001IIEHHOrO THIIA.

O u3 cirydaes, Korja motepst HHGOPMAIIUHT O THIIE YacTo MPUBOAUT K TpobeMaM, —
pabota ¢ Habopamu DataFrame kak RDD. Takue HaOOpbI MOTYT HESBHO [IPe0OPA3OBbI-
BaTbcst B RDD gannbix Trna Row. OQHAKO, TOCKOABKY 00beKT Row Moy Spark SQL
He SABJISETCS CUJIBHO TUIIM3WPOBAHHBIM (€r0 MOKHO CO3/IaTh U3 TTOCIe/[0BATEIbHOCTH
3HAUYEHUiT II06OTo THIA), KOMIUIATOP Scala He ciocobeH «BCIIOMHUTH> TUTT 3HAYCHUS,
MCIOJIb30BABIIETOCH IS CO3/[aHus CTPOKU. VIHekcanms nocseiHeil Bo3Bpaiiaer 3Ha-
YeHVe THUIA Any, KOTOPOE JIJISt BBITIOJIHEHUsT GOJBITUHCTBA BEIYUCTECHUNA HEOOXOAUMO
npuBecTH K 60Jiee KOHKPETHOMY THUITY, HarpuMep String min Int. Mndopmarius o Ture
cTpok xpanutcst B cxeme. OpiHako npeobpasoanue B it RDD npuBoautT k norepe
nHgopMalum o cxeme TUIia DataFrame, Tak YTO BakKHO MPUBSA3aTh cXxeMy DataFrame
k nepemennoit. Oxno u3 npenmytniects API Dataset 3aksouaercst B €ro cusibHOU TH-
MU3AIUH, T09TOMY 3HAYEHUS B KKIOH U3 CTPOK COXPAHAT MH(OPMAIIUIO O CBOEM THUIIE
Jaske mocJie mpeobpasopanus nocsiennero 8 RDD.

MUHMMM3aALUNS KOIMYECTBA CO3aBaeMbIX 0ObEKTOB

C6opka Mycopa — MpoIece 0CBOOOKACHUS BBIIETICHHO M0/{ 0GBEKT MaMSATH TIOCJIE TOTO,
KaK 9TOT 00bEKT CTAHOBUTCS He HysKeH. ITockonbky dpeiiMBopk Spark paGoraer 8 JVM,
B KOTOPOIT UMEETCSI aBTOMATHYECKOE YIIPABJICHIE TAMATHIO 1 GOJIBIITUMHU CTPYKTYPaMU
JIaHHBIX, TO cO0PKA MOKET GBICTPO TIPEBPATUTHCS B BEChMA 3aTPATHYIO COCTABJISIOILYIO
sazanuii Spark. Coopka Mycopa 1 MpOUCXOJISIIIE BO BpeMs Hee ONMOKN — yacTast TIpu-
uynHa c6oeB. Jlaske ecyiu HaKIaHbIE PACX0/bl COOPKY HE HACTOIBKO BEJIMKU, YTOOBI 3a-
JlaHve BooOIIe He MOTJIO PA00TaTh, OHA BCE PABHO YBEINUMBAET BPEMsI HA CEPUAIIZAIIHIO,
a 3TO 3aMe/IJISIET BBIITOJHEHHUE 3a/[aHust. MUHUMU3UPOBATD 3aTPaThl Ha COOPKY Mycopa
MOJKHO, CHU3HB KOJIMYECTBO OOBEKTOB U UX padMepbl. 371ech OY/IeT yMECTHO TTOBTOPHO
HCIOJIB30BATh ysKe CYNIECTBYIOIINE OOBEKTHI U CTPYKTYPY JAHHBIX (HAITPUMED, TIPOCTHIX
TUIIOB JIAHHBIX ), 3aHUMAIOIIIe MEHBIIIE MeCTa B AMSTH.

[MOBTOPHOE MCMO/b30BaHME CYLLECTBYHOLLNX OOBEKTOB

Hexotopsie npeobpaszosaniist Habopos RDD 1mo3BoJAI0T MOAMMUITIPOBATH TAPAMETPbI
JsaMb/1a-BBIPaKEHUH BMECTO BO3BpallleHust HOBOro obbekTa. Harpumep, B hyHKInm/
onepanuu GopMUPOBAHUS TTOCAeJ0BATEJbHOCTEH DYHKIIMM arperupoBaHus JJis
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aggregateByKey 1 aggregate MOXKHO MOIU(DUITUPOBATH UCXOHbIN apryMeHT-HAKOIIUTE b
U onucath GYHKIHMO 00beIUHEHUST TAKUM 00pPa3oM, UTOOBI TPYIINA CO3/aBaIACh IIyTeM
MoarUKAINY TIEPBOTO U3 ABYX Hakomutesel. HacTo ucnoiabzyemasd U BIoJHEe 3¢h-
(exTUBHAA MapagnTMa BBIOJTHEHUS CIOKHBIX OTIEPAIUil arPeTUPOBAHUSA COCTOUT
B OIIHCAHUU KJacca si3bika Scala, cofepskaiiero omnepanuu GopMUPOBAHUS TOCTIEN0BA-
TEJLHOCTEN U 00beANHEHNST, BO3BPAIIAIOIINE CYIIECTBYIOMINN 0OBEKT ¢ TIOMOIIHIO aH-
HOTaIui this.type.

Harmpumep, Hy>KHO BBITTOJTHUTD KaKy0-TO OTIEPAIIAIO arPETUPOBAHMS, HE ONIPEIETICHHYTO
BO dpeiimBopke Spark. ITycts y Hac umeercst Habop RDD map «KJtoy — 3HaueHUe»,
T/I€ KJII0YN — IMaH/AbI-TPEHEPDI, a SHAYCHUA — Ta6e]II/I YyCII€BAEMOCTH ITaH/[-YICHUKOB.
TpebyeTcst MOIYUUTD IS KAUKAOTO TPEHEpa TTMHY CaMOTO JUTMHHOTO U3 CJIOB B Tabere,
CpejtHee KOMMIECTBO CJI0B B OTHOM Tabesie YCIeBaeMOCTH M KOJIMYECTBO BXOJKIEHNH CTOBA
«CHACTJINB». OI[I/IH n3 yI[O6HbIX " IIOHATHBIX IIOAX0/I0B — BOCITIOJIB30BATHCA (byHK].IHeﬁ
aggregateByKey, IPUHUMAIOIIEH TPH apryMeHTa: HyJIeBoe 3HaUeHNe, COOTBETCTBYTOIee
ITyCTOMY HAaKOTINTETI0, QYHKITIIO GOPMUPOBAHS TTOCIEI0BATETbHOCTH, TPUHIMAIOIITYTO
Ha BXOJIe HAKOTIUTEh U 3HAUEHNE U TOOABIISIONTYI0 3HAUEHNE K HAKOITITEIIO, & TAK/Ke
orepatop 0ObEeANHEH NS, OTIPEIESIIONNH, Kak He0OX0ANMO 00beTMHUTD HAKOTIUTETH.
B namnOM crydae MOXKHO CI€TaTh HAKOTUTENh OOHEKTOM C YeTHIPHLMSI TTOJISIMI: 0fTIee
KOJITYECTBO CJIOB, 0011Iee KOJIMIeCTBO Tabenelt, caMoe [THHHOE 13 HAHIEHHDIX TTOKA YTO
CJTOB 1 00TITee KOJTMIECTBO YITOMIHAHUN CTOBA «CUACTIIHBS.

Jlita Gosbiell SICHOCTU MOKHO OIIMCATD ATO KAK OTAEJbHBIIN 0OBEKT ¢ METOJaMU J1J1d
(hopMUpPOBaHUS TIOCIE0BATEILHOCTEN 1 IPYIIIUPOBKU. Mbl HA30BEM JaHHbBII OOBEKT
MetricsCalculator, ero BEpOsITHBIN KO/ IOKA3aH B IPUMeEpe 5.2.

MpumMep 5.2. Monb30BaTeNbCKUIN OGBEKT 15t ONepaLmMy arpermpoBaHus

class MetricsCalculator(
val totalWords : Int,
val longestWord: Int,
val happyMentions : Int,
val numberReportCards: Int) extends Serializable {

def sequenceOp(reportCardContent : String) : MetricsCalculator = {
val words = reportCardContent.split(" ")
val tW = words.length
val 1IW = words.map( w => w.length).max
val hM = words.count(w => w.toLowerCase.equals("cyactaus"))

new MetricsCalculator(
tW + totalWords,
Math.max(longestWord, 1W),
hM + happyMentions,
numberReportCards + 1)

}

def compOp(other : MetricsCalculator) : MetricsCalculator = {
new MetricsCalculator(
this.totalWords + other.totalWords,
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Math.max(this.longestWord, other.longestWord),
this.happyMentions + other.happyMentions,
this.numberReportCards + other.numberReportCards)

}

def toReportCardMetrics =
ReportCardMetrics(
longestWord,
happyMentions,
totalWords.toDouble/numberReportCards)
}

Jlajiee MOKHO BOCTIOJIb30BAThCST HTUM OOBEKTOM B apryMeHTax Hatell (DyHKIIUHU arpe-
TUPOBAHUS, KAK [TOKA3aHO B IPUMepe 5.4, B TOAMPOTPAMMe, KOTOPAsT BBITIOHIET OTO-
6paxerrie RDD TpeHepoB u TekcTa Tabesiell B case-KIace ¢ TPEeMst HHTEPECYIONIUME Hac
MOKA3aTeJSIMU U TIPUBEIeHa B IpuMepe 5.3.

Mpumep 5.3. Case-knacc Anst CBOAHbIX MokasaTenei

case class ReportCardMetrics(
longestWord : Int,
happyMentions : Int,
averageWords : Double)

Mpumep 5.4. ArpernposaHue 6e3 NOBTOPHOrO UCMOMb30BaHNs 06bEKTOB

/**
* ArperupoBaTb 3ajaHHblii Habop RDD u3 (Pandalnstructor, ReportCardText)
* B RDD M3 HenoBTOPAWWMXCA KJ4Yen

(PandaInstructor, ReportCardStatistics),

roe ReportCardMetrics npepctaBnseT coboil case-knacc

longestWord -> Camoe ANMHHOE M3 C/NOB, COAEPXAWWUXCHA B HAMUCaHHbIX
TpeHepoM TabenAax ycrneBaemoCTH

happyMentions -> Konu4ecTBO YMOMWHAHWiIA AaHHbIM TPEHEPOM CJI0Ba «CYaCTAUB»
averageWords -> CpefjHee KO/WYeCTBO CJI0B B TabenAax AaHHOro TpeHepa

* K X X X X ¥

*/
def calculateReportCardStatistics(rdd : RDD[(String, String)]
): RDD[(String, ReportCardMetrics)] ={

rdd.aggregateByKey(new MetricsCalculator(totalWords = @,
longestWord = 0, happyMentions = @, numberReportCards = 0))(
seqOp = ((reportCardMetrics, reportCardText) =>
reportCardMetrics.sequenceOp(reportCardText)),
combOp = (x, y) => x.compOp(y))
.mapValues(_.toReportCardMetrics)

}

JlaHubIil METO T JTyUlIle NCTIOIb30BAHUS JIBYX BBI30BOB METOJIOB map M OJIHOTO reduceByKey.
DyHkImsa arpernpoBatnst 0ObeAMHIET BCe CEKIMK JIOKAJIbHO, TI0C/Ie Yero meperaco-
BBIBAET JIJISI BBITIOJTHEHUS MEKCEKITMOHHON cBepTKu. OHAKO Yy METO/Ia €CTh HE/O-
CTATOK, 3aKJIIOYAIONIUICS B CO3/TAaHUU HOBOTO 9K3EMILJISIPA HAIIETO MOJIh30BATENbCKO-
ro oObeKTa s KakI0l 3amen Habopa JaHHbIX U JIs KaKIOTO Iara o0be uHeHusl.
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Ouenb POCTOit CrI0COO CHU3UTH 3aTPAThl HA CO3MaHne 00BEKTOB — MOAU(DUIIMPOBATH
ReportCardMetrics A7 IpUMEHEHN ITapagUuTrMbl IPOEKTUPOBAHUA this. type a3bIKa
Scala Tax, uroObl oneparys GOPMUPOBAHUS MOCIEA0BATEILHOCTEN MOAU(UIIPOBAIa
U3HAYATBHBIA HAKOIIUTE b, & OTepaIis 00beInHeHUsT MOAU(DUIINPOBAIa TIEPBHII Ha-
KOITUTETh BMECTO BO3BpaTa HOBOTO, KaK TIOKA3aHO B TIpUMepe 5.5.

Mpumep 5.5. ArpervpoBaHune C MOBTOPHbIM MCMOMb30BaHNEM O06BEKTOB

class MetricsCalculatorReuseObjects(
var totalWords : Int,
var longestWord: Int,
var happyMentions : Int,
var numberReportCards: Int) extends Serializable {

def sequenceOp(reportCardContent : String) : this.type = {
val words = reportCardContent.split(" ")
totalWords += words.length
longestiWord = Math.max(longestWord, words.map( w => w.length).max)
happyMentions += words.count(w => w.toLowerCase.equals("c4yacTaus"))
numberReportCards +=1
this

}

def compOp(other : MetricsCalculatorReuseObjects) : this.type = {
totalWords += other.totalWords
longestWord = Math.max(this.longestWord, other.longestWord)
happyMentions += other.happyMentions
numberReportCards += other.numberReportCards
this

}

def toReportCardMetrics =
ReportCardMetrics(
longestWord,
happyMentions,
totalWords.toDouble/numberReportCards)
}

Hpouezlypa arpernpoBaiHmsg OCTaHETCA TaKoM Ke.

[lomkHO BbITb 04eBMAHO, YTO koA Scala BHYTpU onepaummn GopMmnpoBaHus no-
CneaoBaTesibHOCTEN paboTaeT MeasiIeHHee, YeM Mor 6bl. BMeCTO Tpex pasninyHbIX
BbI30BOB (PYHKLUMI C MaccvBoM words B KayecTBe apryMeHTa cieaoBasno 6bl
BOCIO0J1b30BaTbCsl CTPOKOM Kak CTPOKOBbIM BychepoM, noacymMTaTh C10Ba, He 3a-
6blBasi OTCNEXMBaTb CaMoe AJIMHHOE C/IOBO M MOACYMTbLIBAsi BXOXAEHUSI C/OBa
«cyacTnme» (UM No KpakHen Mepe npuMeHnTb UMk while ans pasbopa MaccvBa
words BMEeCTO Tpex PeKYPCMBHbLIX Bbl30BOB). Mbl OCTaBWUAW [aHHbIA BapuaHT
pelleHnst NOTOMyY, YTO OH npeacTaBnseTcs bonee untabenbHbIM, @ OCHOBHas!
Lenb NpuMepa — NPOAEMOHCTPUPOBaTbL BO3MOXHOCTb ONTMMU3aLMK NpoLeaypbl
aggregateByKey dpeitmMBopka Spark.
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Omnepanu reduce (BBI3BIBAIOIIAS OIIEPAIIAIO arpernpoBanus) u fold (foldLeft, fold,
foldRight) Tak:ke M3BIEKAIOT BBITOLY U3 TTOBTOPHOTO MCIIOIb30BaHsI 00beKTOB. O/Ha-
KO 9TO €/IMHCTBEHHbIE Takke (PYHKIMHU arperuposanus. Jlydine usberarb U3MeHsIEMbIX
CTPYKTYP AaHHbBIX B Koje Spark (z1a u BooGiiie B kKojie Ha siabike Scala), mocKosbKy oHI
MOTYT TIPUBOJUTH K OIIUOKAM Ceprau3alliy 1 HEeNPaBUIbHBIM pe3yibratam. Hebeso-
MmacHa MOAM(UKAIIIS TIEPBOTO APTYMEHTA U JIJIsI MHOTUX ApyTruX (yHKIwmil Habopos RDD,
0cob6eHHO Y3KUX Tpeobpa3oBaHuii, Tak Kak MOCTEHUE MOTYT OBITH OPTAaHU30BAHBI
[EMOYKON € IPUMEHEHUEM OTJIOKEHHOTO BBIYUCJIEHUST, BCJIEICTBUE Yer0 OYIyT BbIUKC-
JIeHbI HeCKoJIbKo pas. Hanpumep, npu najauanu zabopa RDD usmenseMbix 00bEKTOB
Mo/UKAIINA MACCUBOB € TOMOTIBIO (DYHKITUH map MOKET TPUBOANTD K HEITPABUJIbHBIM
pesyJibTaTtaM B CHJIY TIOBTOPHOTO MCITOJIb30BaHUsI 00BEKTOB GOJIbIIIEe KOJIMIECTBO Pas,
4eM 0JKU/IAIOCh, 0COOEHHO TIPY TIOBTOPHOM BhIuMcIeHN Habopa RDD.

cnonb3oBaHME MEHbLUMX CTPYKTYP AaHHbIX

DpeiimBopk Spark criocoben okasaTbes «mnoxkupaTenem» namsatu. OQuH 13 BasKHbIX
cnoco6oB oNTUMHU3aLUK 3a1anuii Spark Kak B CMbICJIE AMSTH, TAK U BPEMEHU BbIIIOJIHE-
HUA — CTapaTbCAa 33[[eI>)ICTBOBaTb IIPOCTBIE TUIIBI /IAHHBIX, a HE ITOJIb30BATEJIbCKUE KJIacC-
bl XOTS OT 9TOTO ¥ MOKET MOCTPaAaTh yA0604NTAEMOCTD KO/Ia, TPUMEHEHNE MACCUBOB
BMECTO Case-KJIaCCOB WU KOPTeKeil HoHMyKaeT 3aTpaThl Ha cOOpPKY Mycopa. MaccuBbl
s3bika Scala, 10 CyTH ABASIONIMECS MaCCUBAMU S3bIKa Java, — Hanbosee a(ppeKTUBHBIII
1o naMaTu Tui Koatekuuit Scala. Kopresxu Scala npegcrapasior co6oii 00beKTbI, Tak
4TO B HEKOTOPBIX CJyYasX BMECTO KOPTeXKa /1 PECYPCOEMKHX OIE€PAIUi MPeIOuTH-
TeJIbHEE 3a/1eHiCTBOBATD [IBYX- MJIM TPEX3JEMEHTHBIA MaccuB. THIIBI-KOJIEKIIMH S3bIKA
Scala B mestoM mpuBOAAT K GOJIBIINM HAKJIAZHBIM PACXOIAM, YeM MACCHUBBIL.

O6partuTe BHUMaHKe: Halll 00bEKT ReportCardMetrics — IIPOCTO ajgamTep sl He-
CKOJIbKUX YHUCJIOBBIX 3HaUeHN . HecMOTpst Ha MEHBIYIO y10604MTaEMOCTh 1 00HEKTO-
OPHUEHTHUPOBAHHOCTD, C TOYKHN 3PpEHUA IIPUMEHAECMOTO ITPOCTPaHCTBa 3(1)(1)€KTI/IBHQC
6bI]IO 6bI BOCITOJIb30BATbCA YE€THIPEXIJIEMEHTHBIM MAaCCUBOM IEJIbIX YU CEJI. I[OCTI/I‘H)
TOTO JK€ YPOBHSI yI060YMTAEMOCTH KOJIa MOJKHO C TIOMOII[BIO KJTFOUEBOTO CJI0Ba object
s3bika Scala BMecTo class ¢ onmcaHieM onepaiuii popMUPOBaHIsI TTOCIEJ0BATETbHOCTH
u obberHenns Kak (DyHKIUI Haj CTPOKaMu U MaccuBaMu (ripumep 5.6).

MpumMep 5.6. Micnonb3oBaHne MaccmBa B kayecTBe 06bekTa Anst CBOAHbIX riokasaTesnein

object MetricsCalculator_Arrays extends Serializable {
val totalWordIndex = ©
val longestWordIndex = 1
val happyMentionsIndex = 2
val numberReportCardsIndex = 3

def sequenceOp(reportCardMetrics : Array[Int],
reportCardContent : String) : Array[Int] = {

val words = reportCardContent.split(" ")
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// Mopuduumpyem Kaxnapli U3 31eMEHTOB MaccuBa
reportCardMetrics(totalWordIndex) += words.length
reportCardMetrics(longestWordIndex) = Math.max(

reportCardMetrics(longestWordIndex),

words.map(w => w.length).max)
reportCardMetrics(happyMentionsIndex) += words.count(

w => w.tolLowerCase.equals("cyacTams"))
reportCardMetrics(numberReportCardsIndex) +=1
reportCardMetrics

}

def compOp(x : Array[Int], y : Array[Int]) : Array[Int] = {
// ObbeanHAeM nepBblii U BTOPOW MACCUBbLI MyTeM MoaudpuKaLMm
// 3nemMeHTOB MepBOro Maccusa
x(totalWordIndex) += y(totalWordIndex)
x(longestWordIndex) = Math.max(x(longestWordIndex), y(longestWordIndex))
x(happyMentionsIndex) += y(happyMentionsIndex)
x(numberReportCardsIndex) += y(numberReportCardsIndex)
X

}

def toReportCardMetrics(ar : Array[Int]) : ReportCardMetrics =
ReportCardMetrics(
ar(longestWordIndex),
ar(happyMentionsIndex),
ar(totalWordIndex)/ar(numberReportCardsIndex)
)
¥

3aTeM HeoOXONMO HECKOJIBKO U3MEHUTH HAIl KOJL IJIsT arperupoBanust. Mbl yike He 3a-
JEHCTBYEM TOT JK€ TIOJIb30BATEIbCKIIT OOBEKT /IS CBOJHBIX TIOKa3aTeieil, U HyIeBoe
3HaUeHNe MTOMEHsITOCh. Bee 910 mokaszano B mpumepe 5.7.

Mpumep 5.7. ArpernpoBaHue C MpUMEHEeHNeM MacCMBOB A1 MUHMMU3aLUMM peCypcoeMKoro co3aaHns
06beKkTOB

def calculateReportCardStatisticsWithArrays(rdd : RDD[(String, String)]
): RDD[(String, ReportCardMetrics)] = {

rdd.aggregateByKey (
// HyneBoe 3HayeHue npepcTaBnseT coboil YeTblpeX3/IeMeHTHbIi MacCUB Hynen
Array.fill[Int](4)(0)
)(
// Onepauusa seqOp pob6aBnAeT B MacCUMB COOTBETCTBYHIWME 3HaYeHUA
seqOp = (reportCardMetrics, reportCardText) =>
MetricsCalculator_Arrays.sequenceOp(reportCardMetrics, reportCardText),
// Onepauua combo onpepenaeT cnocob obbeAWHEHWSs MaCCUMBOB
combOp = (x, y) => MetricsCalculator_Arrays.compOp(x, y))
.mapValues(MetricsCalculator_Arrays.toReportCardMetrics)

}

YacTo 6pIBAET BBHITOAHO U30ETATh CO3/AHNST BHYTPU (DYHKIINU TIPOMEKYTOTHBIX 00D-
€KTOB. BaXkHO MOMHITB, 4TO TTPe0bpa3oBane MEX/IY TUTTaMI (HATIPUMED, PA3THIHBIMIT
BUIAMU KOJUTEKTINH s13bIka Scala) MPUBOAUT K CO3MAHUIO TPOMEKYTOTHBIX 0OBEKTOB.
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ITO ellle OJTHO MECTO, TJI€ HESIBHBIE MTPe0OPA30BAHMSI TUIIOB MOTYT IPUBOUTH K HEKE-
JIATEJIbHBIM MTOCJIE/ICTBUSAM JIJISI [IPOU3BO/IUTENBHOCTH.

[lomyctrm, mpounTaB mpuMedanue U3 TPe/IbIIYINero pas/iesia, Bbl 3aX0TeJN YCKOPUTh
paboty hyHKINH (hOPMUPOBAHNUS TTOCTIEA0BATEIBHOCTEH 00beKTa MetricsCalculator
ReuseObjects. /lajiee Bbl 0OHAPYIKUJIM, YTO Balll COTPYIHUK HAIIKCAJ YHUBEPCAIbHYIO
(byHKIIMIO /17151 TOMCKA BXOK/IEHU CJIOBA «CYACTIIUBY U CAMOTO JIJIMHHOTO CJIOBA B KOJI-
JIEKIIUH cTPoK (Tipumep 5.8).

Mpumep 5.8. GyHKUMS C HESIBHBIMU NPEO6PA30BAHMSIMU TUMOB MOC/ELOBaTENLHOCTEN

def findWordMetrics[T <:Seq[String]](collection : T ): (Int, Int)={

val iterator = collection.toIterator
var mentionsOfHappy = ©
var longestWordSoFar = ©
while(iterator.hasNext){

val n = iterator.next()

if(n.toLowerCase == "cyactaus"){

mentionsOfHappy +=1

}

val length = n.length

if(length> longestWordSoFar) {
longestWordSoFar = length

}

¥
(longestWordSoFar, mentionsOfHappy)
}

ITOT COTPYAHNK YAAUHO OMPEAETUI TAHHYIO (QYHKIUIO Kak paboTaiolNyio ¢ JIoObIM
TUITOM JIAHHBIX, PACIIMPAIONINM HHIEKC Traversable sizbika Scala. CiegoBarensHo,
BOOOITIE He HYKHO TPeoOPa30BBIBATH THIT MACCHBA CJIOB M MOXKHO MTPOCTO HATTHCATH KO,
MPUBEIEHHBIN B IprMepe 5.9.

anMep 5.9. ArperMpOBaHme C HeyaAa4HbIMN HEABHbIMU I'IpeOGpa3OBaHVI9IMVI TUNOB

val totalWordIndex = ©

val longestWordIndex = 1

val happyMentionsIndex = 2

val numberReportCardsIndex = 3

def fasterSeqOp(reportCardMetrics : Array[Int], content : String): Array[Int] = {
val words: Seq[String] = content.split(" ")
val (longestWord, happyMentions) = CollectionRoutines.findWordMetrics(words)
reportCardMetrics(totalWordIndex) += words.length
reportCardMetrics(longestWordIndex) = longestWord
reportCardMetrics(happyMentionsIndex) += happyMentions
reportCardMetrics(numberReportCardsIndex) +=1
reportCardMetrics

}

K COJKaJIEHNIO, B CMbICJIE€ CO3/IaHWA 06BEKTOB 9Ta peasinsanus enie Xyxe, 4eM I1pe/bl-
Ayurad. Omna CO3/Ia€eT JiBa /IOIIOJTHUTEJIbHbBIX 06’beKTa, CO/ZIEPiKallX KOJIJIEKIUU CO CJI0-
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BaMU TIPU KaXKIOM BBI30Be otiepariui (popMupoBannd mocenoBaTesabiocreit! Crnagamna
IIPU BBI30BE IIOAIPOrpaMMbl findWordMetrics B cuiry HEOOXOAMMOCTH IIPEOGPA30BATh
BXOJIHON MacCuB B 00beKT Traversable (IIPU 9TOM CO3/IA€TCS HOBBIN 0OBEKT TOTO JKe
pasMmepa), a 3aTeM MpU MPUBEIEHNN THTTa 00beKTa Traversable k Tumy Iterator.

M3MeHsATb NepeaaBaeMoe B NpeobpasoBaHue 3HaueHne He Bceraa 6e3onacHo,
TaK YTO BHMUMATENbHO MU3YyuYMTE JOKYMEHTALMIO MO WMCMOJb3YeMON AN 3TOro

\ dyHKUMN.

MoMnMo cBepTKM 06BEKTOB, MOA KOTOPbIE NaMsATh BbIAENSETCH HEMOCPEACTBEHHO,
HesiBHble npeobpa3oBaHus TMMOB A3blka Scala nHoraa MoryT NpUMBOAUTL K Bbl-
[ENEHNO AOMOSTHATENIbHOM NaMATK B npouecce npeobpasoBaHus Tuna.

BbinonHeHne npeobpa3oBaHUN «uTeEpPaTOp —
nTepaTop» C NOMOLLbLID PYHKUMKM mapPartitions

Oyukius mapPartitions nabopa RDD npunuMaer Ha BXojie B KaueCTBe apryMeHTa
(yHKIMIO, B KOTOPOH OINH iterator 1mo 3anucam (TIPe/CTaBIISIONINI 3aITCH U3 OJTHON
CEKITNN ) TTEPEXO/IUT B IPYTOH (TTPEeICTABIISIONINHN TTOMYYEHHYIO CEKITNIO).

ITpeoGpasoBanue mapPartitions — oxHO U3 Haubosee MOIIHBIX B Spark, Benh Oraro-
Jlapsl eMy 10JIb30BaTesb UMeeT BO3MOKHOCTb OIIMCATh BBITIOJHEHWE TPOU3BOJIbHON
pOIEeyPhl HaJl OJHON U3 ceKiuil nanubix. [Ipeobpasosanue mapPartitions MOKHO
MPUMEHSITH JIJIST OYEHb ITPOCTHIX MPE0OPA3OBaHI TaHHBIX, HATPUMED CHHTAKCHIECKOTO
pas6opa ctpok. OHAKO OHO TTOON/IET 1 IS OUEHb CTIOKHOM, PECYPCOEMKOiT 00paboTKI
JMAHHDIX B I[EJIAX PEIIeHN TaKNX 3a7a4, KaK BTOPUYHAsA COPTUPOBKA WJIN BBIYUCTIEHIIE
BechbMa HECTAHIAPTHBIX CBOAHDIX MokazaTeseil. DyHkius mapPartitions mo3Bosser
BBINIOJIHATH MHOTHE JpyTHe ipeoOpasosanust Spark, k npumepy filter, map u flatMap.
OnruMmusanus npouenyp mapPartitions — BakHas COCTABIIAIONIAS HAITMCAHUS CIJIOXK-
HOTO ¥ BEICOKOTIPOM3BOANTENBHOTO Kozia Spark, kax Mbr yBuanM B TiaBe 6. DpeiiMBopky
Spark Hy:kHO aTh BOSMOKHOCTH cOpachIBaTh YacTh 3aliceil Ha auck. [1Jist 9Toro BaskHO
nenath GYHKIMU BHYTPU mapPartitions Takumu, 4TOOBI OHU HE TPeOOBAIN 3arpysKu
BCeil CEKIUU B OTIEPATUBHYO MAMSTH (JIOMYCTHM, U3-3a HESTBHOTO TPe00PA30BaHUS €€
B CIIUCOK). Y UTEPATOPOB UMEETCS MHOKECTBO METO/IOB, TOAXOANINX /I HAITUCAHWS
npeobpazoBanuii B crusie GyHKIIMOHAIBLHOTO TPOrpaMMUpoBanust. MOXKHO TakKe co3-
JlaBaTh COOCTBEHHBIE MOTb30BATEIHCKUE UTEPATOPBI TIYTEM PacIipeHst nHTepdeiica
Iterator. Mbr GyseM Ha3bIBaTh MPeoOPa3oBaHusI, KOTOPbIe TIPUHUMAIOT Ha BXOJE
UTEPATOP U €0 JKe BO3BPAIIA0T (Ge3 IPUMEHEHUs TIPOMEKYTOUHON KOJIIEKITUH, TPe0l-
pa3oBaHUsIMU «umepamop — umepamop» (iterator-to-iterator).
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YTo Takoe npeobpa3oBaHMe «UTEPATOP — UTEPATOP»

O6bekT iterator g3bika Scala siBisieTcst Ha caMoM Jiesie He KoJUIeKIineid, a (hyHKIUeH,
3aarolieit mporecc o6paIeHus K aIeMeHTaM KOJIEKIIH 110 oHOMY. M TepaTopsr
He TOJIbKO HEM3MEHSIEMbI, HO K OJTHOMY 2JIEMEHTY B UTEPATOPE MOKHO 0OPATUTHCS
TOJIBKO OJIWH Pa3. [Ipyrumu cioBamu, opa3yMeBaeTcs: TOJIbKO OHOKPATHBIN POXO.T
UTEPAaTOPOB — OHM BBICTYMAIOT paclinpeHneM mHTepdeiica TraversableOnce sg3bIKa
Scala. Hekotopbie 13 ompeiesieHHbIX 71T UTEPATOPOB METOMIOB AHATOTHIHBI METOIAM
JPYTUX HEU3MEHSIEMbIX KOJIJIEKIINH, HATIPIMED METO/IbI 0ToOpaskenust (map u flatMap),
cnoxkenus (++), cBepTku (foldLeft, reduceRight, reduce), onipe/iesieHUsT yCIOBUH 15T
asneMeHTOB (forall u exists), a Takske 06x0/10B (next u foreach). B psizie ciryuaeB atu
METO/IBI BEIyT ceOsl He Tak, Kak Y APYTUX KOJUIeKIni s3bika Scala. A OCKoIbKy urepa-
TOP MOYKHO TIPOITH JIVIITh OINH Pa3, TO BCE METO/IBI UTEPATOPOB, /LTSI KOTOPBIX TPeGyeTCst
MIPOCMOTP BCEX 2JIEMEHTOB, OCTABJISTIOT UCXO[HBII UTEPATOP ITYCTHIM.

B s3blke Java ecTb CBOsSI peanu3aumsi UTepaTopoB, HTepdelc java.util.Iterator,
C TEMM XXe MpenMyLLecTBaMU A1 BblYMCIEHUI Spark, YTO M UTepaTopbl S3blka
Scala.

ByabTe OCTOpOXHEe C Bbi30BaMM (DyHKUMIA. HET HWUYEro mpotle, Yem CiyyaiiHo
M3pacxoaoBaTh UTepaTop NyTeM obpalleHunst K 06beKTY, NPOn3BOAsILLIEMY 06X0A,

N uTepaTopa, HanpuMep Size, UK Bbi3BaTb cpabaTbiBaHWE HESIBHOMO Npeobpaso-
BaHuWsi Tvna. itepaTopbl MOXHO Npeobpa3oBaTh B 060N APYroi TUM KONNeKLMI
a3blka Scala. OgHako aT1o TpebyeT obpalleHnss K KaXaoMy U3 UX 3/1EMEHTOB.
CnepoBaTenbHO, Nocse NpeobpasoBaHus B APYron TUM-KOMNEKLMIO BHYTPEHHUN
yKasaTesb UCXOAHOro utepaTopa OyAeT HaxoAUTbCS Ha MOCNEeAHEM 3fIeMEHTe
(utepatop 6yzeT nycr).

B usBecTHOI Mepe MoJIe3HO TPEICTaBISATh cebe METOJBI HTEPATOPOB TaK, KAK MbI C/le-
JIaJIi 310 ¢ MeToaMu Habopos RDD: B kauecTBe WK npeobpasosanus, Wi 0eticmeust,
MOCKOJIBKY, 110710610 RDD, ntepatopbl IpeAcTaBIsgior coboii ckopee Habop HHCTPYKIHA
10 BBIYMCJIEHUIO, a HE COXPAaHEHHOe cocTosinue. HekoTopbie 13 METOI0B UTEPATOPOB,
HanpuMep next, size u foreach, BBIIOJHSIOT 00X0JI TE€paTOPa U €ro BIYKCIeH e (4TO
HaIlOMUHaeT cKopee JieiicTBre). [[pyrue, Takue kak map 1 flatMap, BO3BpalaloT HOBIN
ureparop — (haKTUIECKH TPEACTABISIONIIT Habop WHCTPYKIUIT TIO BEIYUCIEHUTO (TT0-
noGHO TOMY Kak mpeobpasoBarust Habopos RDD BosBpaiaoT HOBBII Takoil HabOD).
OpHaxo, B oTsinune ot npeobpazoBanuii Spark, mpeobpazoBaHst HTEPATOPOB COBEPIIA-
I0TCSI JIMHEHHO, TI0 OJIHOMY 2JIEMEHTY 3a Pa3, a He MapaJiieJIbHO. ITO 3aMe/TIsAeT paboTy
UTEPATOPOB, HO CUJIBHO YIIPOIIAET WX MCIOIb30BAHKE [0 CPABHEHUIO C TTAPAJLIEIbHBIM
BBITIOJTHEHUEM. TaK, eciin HeOOXOUMO COXPAHUTh HEKYH0 HH(MOPMAIIHIO O TPOCMOTPEH-
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HBIX 3AITUCSX, TO MOKHO C/IEJIaTh 9TO B DyHKIUHU filter Wjn map UTEpaTopa, MOCKOJIbKY
onepanuu oTobpaxeHus/GuabTpaun OyayT MOCIeA0BATENPHO IPUMEHEHbBI K KasK 10+
My u3 37eMeHTOB (1mpumep 5.12 B KOHIle JaHHOTO pa3zesa). BaauMHo o1HO3HAYHDIE
(GyHKIIUY TaKKe He OPraHU30BBIBAIOTCS B IEITOYKHU B OTIEPAIUIX HAJ[ UTEPATOPAMH,
BCJIE[ICTBHE Yero TPU BbI30Ba (PYHKLIUU map IOTPeGYIOT IIPOCMOTPA BCEX DJIEMEHTOB
uTepaTopa TpU pasa.

[Tox nmpeoGpasoBaHueM «UTEPATOP — UTEPATOP> MbI TOHMMAEM UCIIOJIb30BAHIE OHO-
T0 U3 9TUX MPe0oOPa30BAHNI UTEPATOPOB JIJIsI MOJYUEHNST HOBOTO UTEPATOPA BMECTO:
a) peobpasoBaHyst UTEPATOPA B IPYTON TUTT KOJIEKTIU# nin 6) BBIYMCTICHUS UTepaTopa
C TIOMOIIIBIO O/IHOTO U3 «/ICHCTBUIT» UTEPATOPA U CO3/IaHNs HOBOH KoJutekiuu. IloBropum:
HCTIOMb30BaHMe TIMKIA while 71T 06X0/1a 9IEMEHTOB UTEPATOPA U CO3[AHUST HOBOIT
KOJLJTeKTINH (1ake HOBOTO UTEPATOPA) He A6As1emcs TIPe0OPAZ0BAHIEM «UTEPATOP —
urepartops. [Ipeobpazosanue ureparopa B 6oJiee HHTYUTHUBHO TTOHATHBIA TUTT KOJIIEK-
I1i1, BBITIOJTHEHME HAJl HIM KaKiX-Ti00 MAHUIYJISIIUI 1 TpeoOpasoBaHiie ero 0OpaTHo
B UTEPATOP HE eCTh TPe0dPA30BaIe «UTEPATOP — UTEPATOP». PazyMeeTcst, Bee BHITOIbI
OT TaKOTo MPpeodPasoBaHUs TEPSIOTCS P TPEOOPAZOBAHIN THIIA APTYMEHTa UTEPATOPA
B yHKIIMHN mapPartitions B 06BEKT-KOMTEKITHIO.

MpenMyLLEeCTBa B CMbIC/IE 3aHMMAEMOr0 MECTa
1 BPEMEHW BbIMONIHEHUS

Hcnonb3oBanue mpeoOdpasoBatuii «<iMTepaTop — UTepaTop» B porpammax Spark Beiroz-
HO MPesK/Ie BCETO TeM, UTO MO3BOJIsIeT (DPeiMBOPKY M30MpaTeIbHO cOPAChIBATH JaHHBIE
Ha juck. [To cyTu, 910 TpeobpasoBaHie 03HAYAET YCTAHOBKY TPOIECCA BBIYMCIEHUS
9JIeMeHTOB 110 onHoMy. CienoBaresibHo, Spark MOKeT IPUMEHUTD 9Ty HPOLEAYPY
K TPYIIIaM 3aIHCell, a He YMUTATh BCIO CEKIUIO B OMEPATUBHYIO TAMSTh WU CO3/1aBaTh
B OIIEPAaTUBHON MaMITU KOJIJIEKITUIO U3 BCEX BBIXOJIHBIX 3aIKCeH ¢ MOCIeAYIONUM ee
BosppaienueM. COOTBETCTBEHHO, Oarogaps IpeoOpasoBaHusIM «<UTEPATOP — UTEPATOP»>
(dpeiimBopk Spark Moxker paboraTh ¢ CEKIMAMU, He TIOMEMIAIOIUMUCS B OIIEPATUBHON
MaMSATH OTAEIBbHOTO UCTIOTTHUTEIIA.

Bouee Toro, npecrabienue cekuu B BUE uTeparopa obecrieunsaet dppeiiMBopky Spark
BO3MOKHOCTD GoJiee M30MpaTebHO UCIOAb30BaTh MECTO Ha aucke. IIpeobpasoBanus
«UTEpaTOp — UTEPATOP» MO3BOJSIOT BMECTO cOPOCA Ha IMCK BCEH He MOMEeIaKoeii-
CS1 B ONEpaTHBHON MaMsTH CEKIIMU cOpachiBaTh TOJIBKO He MOMENIAIONIIECs 3aIliCH,
a 3HAYUT, 9KOHOMUTDH Omepannum JUCKOBOTO BBOI[a/BbIBO[[a " 3aTpaThbl Ha IMTOBTOPHOE
Boruncsenne. Hakowerr, 6aroiapst IpuMEHEHUTO METOIOB UTEPATOPOB MOKHO N30EKaTh
OIMCAHNUS IIPOMEKYTOUHBIX CTPYKTYP AanubiX. CHUKEHNE KOJMYEeCTBa OObIIHIX PO~
MEKYTOUHBIX CTPYKTYP JAHHBIX — OJINH 13 CTOCOO0B 000 THCH 63 CO3MaHMUsT JTUITHITX
06BbEKTOB, KOTOPOE IPUBOAUT K 3aMeIEHII0 cOOPKU Mycopa (MbI 00CysK/1aJI1 3TO B Pas-
neste «MUHIMM3AIMs KOJIMYECTBa CO3/1aBaeéMbIX OObBEKTOB> BBbIILE).
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K coxanenuto, API-dpyHkumn mapPartitions 6ubnunotekn Spark Streaming — ogHo
13 OTHOCUTENIbHO HEMHOIMX MecCT, B KoTopbixX API Scala pelumntensHo 06xoanT no
NpON3BOAMTENBHOCTM CBOEro KOHKYpeHTa 13 s3bika Java. [o Spark 1.6 dyHkums
mapPartitions B Spark Streaming paboTtana c obbekTamu Tuna Iterable, a He
Iterator s3bika Java u, cnegosaTesibHO, aBTOMaTUYECKN CUMTBIBAIA B ONepaTus-
HYI0 NMaMsTb BCHO KONEKUMIO LiennkoM. B Spark Core crpynnmpoBaHHbIv pesysib-
TaT nNpeobpaszoBaHus groupByKey B API Java Bce elle npeacTaBnsieT cobom Tun
Iterable, a He utepatop, uckntoyas, Takum 06pa3oM, BO3MOXXHOCTb NMPUMEHEHUS
npeobpaszoBaHusl «MTepaTop — UTepaTop» Noce Bbi30Ba groupByKey.

MNpumep

HecmoTps Ha Bce yKazaHHbIE IIPEUMYIIECTBa, UTEPATOPbl — adCTPaKILIMs HAMHOTO OoJiee
CJIOJKHAS JIJISI OCMBICJIEHUST U TIPUMEHEH U], YeM TUIIbl KOJJIEKI[UI, TAaK1e KaK MAaCCUBbI
U XelI-KapThl, YK€ 3HAKOMbIE T10JIb30BATEJSAM TI0 IPYTUM SI3bIKaM ITPOTPaMMHUPOBa-
HUs. B 3TOM paszesie Mbl IpUBeieM TTPUMeED CIO0KHOU MPOTIeAYyPhl, 3aeicTBYIOIel
mapPartitions, KoTopas 110 3a7aHHOMY oTcopTUpoBanHoMy Habopy RDD kopresxeit
((value, columnIndex), count) U CIIMCKY CBOJHBIX ITOKa3aTeseil peTUHTA 10 JAaHHOKI
CeKILIUK Bo3BpallaeT apbl (value, columnIndex), IpecTaBsiionie co60i CBOAHbIE 110~
kazaresm peiituara (mpumep 5.10). DTOT METOL — YacTh ONTUMATBHOTO PEIIEHNS 3aaUn
3J1aTOBJIACKH, TIOKA3aHHOT'O MOJIHOCTBIO B TI0/[pa3jiesie «3aTosaacka. Bepcus 4: cBepTka
JI0O YHUKAJbHBIX 3HAYEHUI 110 KaXK/0i ceKiuny» Ha ¢. 193 u BKpatiie 1npejcraBieHHoro
B pasjiesie «IIpumep co 3matoBiackoii» Ha c. 151.

Mpumep 5.10. BapuaHT ncnonb3osaHms dyHkUmMM mapPartitions

private def findTargetRanksIteratively(
sortedAggregatedvValueColumnPairs : RDD[((Double, Int), Long)],
ranksLocations : Array[(Int, List[(Int, Long)])]): RDD[(Int, Double)] = {

sortedAggregatedValueColumnPairs.mapPartitionsWithIndex((partitionIndex : Int,
aggregatedvValueColumnPairs : Iterator[((Double, Int), Long)]) => {

val targetsInThisPart: List[(Int, Long)] = ranksLocations(partitionIndex)._2
if (targetsInThisPart.nonEmpty) {
FindTargetsSubRoutine.asIteratorToIteratorTransformation(
aggregatedValueColumnPairs,
targetsInThisPart)
} else {
Iterator.empty
¥
)
}

Ira mpolieaypa — XOPOIIUil 00paser] MOBBIIIEHIS TPOU3BOANTEIBHOCTH Garoaapst
mpeo6PasOBaAHNIO «UTEPATOP — UTEPATOP», MOCKOJIBKY OHA BBITIOTHSIETCS IO CEKIIHSIM,
KOTOPbIE, ITOXOKE, OKAKYTCA CJAUIIKOM BEJIMKU /1JIA TOTO, ‘ITO6]:>I TIOMECTUTDHCA B OIiepa-
TUBHOM mmamsaTi. OHAKO B 9TOM CJiydae MCIOJIb30BaHNE HTEPATOPOB SIBJISIETCS C TOYKN
3PEHUA ITPOCKTUPOBaHWA HECOUYEBUHBIM PEIIECHUEM, BEb IIPUXOJNUTCA BECTHU KapTy IIPO-
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MEKYTOYHBIX UTOTOB C KOJTMYECTBOM 3JIEMEHTOB JIJI K&JKIOTO MTPOCMOTPEHHOTO /10 CUX
nop crosbia. Bosmoskta Gosiee pocTast apxXUTEKTypa AAHHOM MPOTIEAYPHI: UK 110
UTEPATOPY, COXPAHEHHUE TPOMEKYTOUHBIX UTOTOB B 0GBEKTE hashMap 1 co3/amHe HOBOiT
KOJIEKITY HEOOXOANMBIX 9JIEMEHTOB € MMOMOIIBI0 MaccuBa-Oydepa ¢ MoCTIeayoNnM
peobpasoBaHUEM TIOCJIETHETO B UTEPATOP, KaK TOKa3aHo B mpuMepe 5.11.

Mpumep 5.11. Vicnonb3osaHue @yHKUMM mapPartitions 6e3 npeobpa3oBaHus «uTepaTop — UTEpaTOp»

def withArrayBuffer(valueColumnPairsIter : Iterator[((Double, Int), Long)],
targetsInThisPart: List[(Int, Long)] ): Iterator[(Int, Double)] = {

val columnsRelativeIndex: Predef.Map[Int, List[Long]] =
targetsInThisPart.groupBy(_._1).mapValues(_.map(_._2))

// VHpeKcbl CTON6UOB Map C HyXHbIMW CBOAHbIMW MOKasaTenAamu,
// pacnofoxXeHHbMX B AAHHOW ceKuuu
val columnsInThisPart: List[Int] = targetsInThisPart.map(_._1).distinct

// 06bekT HashMap c MpomMexyTOYHbIMU UTOraMuM KaxAoro M3 WHAEKCOB CTON6LOB

// Bo BpemAa uukna no urepaTopy Mbl b6ynem OOHOBNATbL Xew-KapTy

// npu OBHapyXeHUW SNEeMEeHTOB KaxAoro M3 WHAEKCOB CTON6uUOB
val runningTotals : mutable.HashMap[Int, Long]= new mutable.HashMap()
runningTotals ++= columnsInThisPart.map(columnIndex => (columnIndex, ©L)).toMap

// Bocnonb3yemcAa MaccuBom-bydpepom ANs CO3LaHUA UTOroBOro utepaTtopa
val result: ArrayBuffer[(Int, Double)] =
new scala.collection.mutable.ArrayBuffer()

valueColumnPairsIter.foreach {
case ((value, colIndex), count) =>

if (columnsInThisPart contains colIndex) {

val total = runningTotals(colIndex)
// PeiTuHrun, copepxawueca B AAHHOM 3/eMeHTe BXOAHOro uTepaTopa,
// nony4aem c nomouwbw ¢uabTpauuu
val ranksPresent = columnsRelativeIndex(colIndex)
.filter(index => (index <= count + total) && (index > total))
ranksPresent.foreach(r => result += ((colIndex, value)))
// O6HOBNAEM NPOMEXYTOYHblE UTOrWU
runningTotals.update(colIndex, total + count)
¥
}

// TMpeobpasoBaHue TUNa
result.tolterator

}

Ha riepBblii B31JIsi/1 9TO peliieHne KaKeTcst HEIJIOXUM, TaK Kak IPe/IoJaraeTcst, 4To BO3-
BpalaeMoe KOJUUECTBO 9JIEMEHTOB OyIeT HEBEJIUKO M MACCUBbBI-Oy(hepbl — JI0BOJIBHO
(D GEeKTUBHBIA c110co06 mocTpoeHust KoJIeKIui a3bika Scala. OqHako ecu BXOAHbIE
JIaHHbBIE OYEHb BEJIMKH 110 CPABHEHUIO C Pa3MEPOM KJIacTepa, TO Ha JAHHOM JTalle Hac BCe
paBHO OyayT mpecjaenoBarh c6ou u OMMOKY HeXBaTKK HaMATH. D derTrBHee ObLI0 Obl
UCTIOJIb30BATh MTPE0OPA3OBAHIISI <UTEPATOP — UTEPATOP». MBI MOKEM TIEPEIENATH ATY
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MOAMPOTPAMMY B MCKOMOE TPeoOPa30Baiie, XOTsI TTPOTIeypa 1 He Tapajenn3yeMa
(Tpebyer BeseHnsI CIMCKa TIPOMESKYTOUHBIX UTOTOB). BBITTOJHNUTH 3a[yMaHHOE TI03BOJIUT
TO 06CTOATENBCTBO, YTO BbIYKMCIEHUE HEOOXOAUMOIT TTOIIPOrPaMMBbI BO3MOKHO JIJIsk
OJIHOTO 3JIeMeHTa uTepatopa 6e3 Kakoh-160 nH(MOPMAIIUH O IPYTHX 3jieMeHTax. Vtoro-
BOe pelreHne TpUMeHUT (pyHKINo filter UTepaTopoB — /JI UCKIIOUEHUS 2JIEMEHTOB,
He BXO/ISIIUX B UTOTOBBIE JaHHble, — U (hyHKIMIO flatMap jyi GopMUPOBaHUS HOBOTO
UTEPATOPA U3 AJIEMEHTOB UTOTOBBIX CEKIINIA, KaK MOKA3aHOo B puMepe 5.12.

Mpumep 5.12. cnonb3oBaHue dyHkumMM mapPartitions ¢ npeobpasoBaHnem
«UTEpaTop — uUTepaTop»

def asIteratorToIteratorTransformation(
valueColumnPairsIter : Iterator[((Double, Int), Long)],
targetsInThisPart: List[(Int, Long)] ): Iterator[(Int, Double)] = {

val columnsRelativeIndex = targetsInThisPart.groupBy(_._1).mapValues(_.map(_._2))
val columnsInThisPart = targetsInThisPart.map(_._1).distinct

val runningTotals : mutable.HashMap[Int, Long]= new mutable.HashMap()
runningTotals ++= columnsInThisPart.map(columnIndex => (columnIndex, ©L)).toMap

// OTGMNbTpOBbLIBAEM Napbl, Yy KOTOPbIX HET cojepxXawerocA B LAHHOW 4acTu
// vHpekca cTon6bua
val pairsWithRanksInThisPart = valueColumnPairsIter.filter{
case (((value, colIndex), count)) =>
columnsInThisPart contains colIndex

}

// YcTaHaBnuBaem cooTBeTcTBMe nap valueColumn cnucky nap
// (colIndex, value), COOTBETCTBYHWWX OLHOMY M3 XesaemblX
// CBOAHbLIX MOKasaTenei MO AAHHOW CeKuuu
pairsWithRanksInThisPart.flatMap{

case (((value, colIndex), count)) =>

val total = runningTotals(colIndex)
val ranksPresent: List[Long] = columnsRelativeIndex(colIndex)
.filter(index => (index <= count + total)
&& (index > total))

val nextElems: Iterator[(Int, Double)] =
ranksPresent.map(r => (colIndex, value)).toIterator

// O6bHOBNAEM MpPOMEXYTOYHbIE UTOrU
runningTotals.update(colIndex, total + count)
nextElems

}
}

OnucaHHbIH MOAX0 MO3BOJIAET 30U PATETLHO cOPACHIBATH (DYHKIIUU JAHHBIX HA JIUCK,
paboTast ¢ Kax/IbIM 9JIEMEHTOM MTEPaTOpa WHANBHUAYATIbHO. Takas peausalius 9Ko-
HOMUT MECTO Ha JIiCKe Garoapst ocTerneHHoMY (hOPMUPOBAHUIO PE3yJIbTaTta BMECTO
XpaHEeHUs1 HOBOTO TUIIA-KOJJIEKIIMU B OTIEPATUBHON naMsTH B BUJIe MaccuBa-Oydepa.
W 5KOHOMUT HEMHOTO PECYPCOB IpH cOOPKe Mycopa BBHIY TOTO, 4TO B KQUeCTBE MPO-
MEKyTOYHOTO TI1ara He Co3/1aeTcst MaccuB-6ydep.
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Mpwu ncnonb3osaHun obbekTa ArrayBuffer ¢ uenbto popMmpoBaTb HOBYHO KOJNeK-
umto ana dyHkumm mapPartitions Bceraa MoXxHoO (1, BEposTHO, okaxeTcs 6onee
acdekTBHLIM) 3aaencTBOBaTb GyHKUMIO map unu flatMap utepatopa ans no-
CTEneHHOro A06aBneHNst HOBbLIX 3/1IEMEHTOB.

Onepaunn ¢ MHOXXeCTBaMu

Bo ¢peitmBopre Spark ecTh Macca pasaudHBIX omepaliii ¢ MHOKECTBaMHU, YaCThiO
BECbMa PECYPCOEMKUX, IIPUYEM IT0Be/leHUe HEKOTOPBIX OTJIMYAETC OT MaTeMaTHYeCKIX
onpe/iesieHUN 9KBUBAJIEHTHBIX oliepaliuii. B aToMm pasesie Mbl moctapaemcsi okasaTh,
KaK MCTIOJIB30BaTh 3TH OTepariii 6e30macto un a¢hheKTUBHO.

[TockonbKy 3HaYeHust B Habopax RDD HeyHUKaIbHbI, TO OCHOBHOE OTJINUUE OT MaTe-
MATHYECKHUX OTIEPAIITil ¢ MHOKECTBAMHU 3aKII0YAETCST B 00pabOTKe TTOBTOPSIONTIXCST
sHadeHni. Tak, omeparust union MpocTo 0OBEANHSIET CBOU apTYMEHTBI, TOATOMY pa3Mep
pesyJsibTarta onepaiuu union GyzeT Bcerja paBeH pasmepy oObelMHeHUs IBYX Habo-
poB RDD. Onpesnesienus onepanuii intersection u subtract aHaJOTUYHBI UX TEOPe-
TUKO-MHOKECTBEHHBIM aHAJIOTaM, HO, TaK Kak BO BXOAHBIX Habopax RDD (B ormune
OT MaTeMaTHYEeCKUX MHOKECTB) MOTYT OBITh TIOBTOPSIOIINECS 3HAYEHUS, PE3YIbTAThI
crocoOHbI yAUBUTH. Berauranue Habopos RDD npuBOAWT K yIaJeHUIO 13 IEPBOTO Ha-
60pa RDD Bcex aJIeMeHTOB, K104 KOTOPBIX TPUCYTCTBYET BO BTOPOM. Cire/[oBaTesIbHo,
[IPU BBIYUTAHUU BO3MOKHO, UTO PE3YJIbTAT OKAKETCS MEHbBIIE, YeM pa3Mep IepBOro
Habopa MUHYC pa3Mep BTOPOTO,  9TO HAPYIIAET OANH M3 3aKOHOB TEOPHU MHOKECTB.

Tak, mpocToit MOYIbHBIH TeCT U3 IpuMepa 5.13 MpoU/IeT yCIemHo.

Mpumep 5.13. Onepauus BolUUTaHMUS

val a = Array(1, 2, 3, 4, 4, 4, 4)

val b = Array(3, 4)

val rddA = sc.parallelize(a)

val rddB = sc.parallelize(b)

val rddC = rddA.subtract(rddB)

assert(rddC.count() < rddA.count() - rddB.count())

B Spark oneparust intersection COBMECTHO TpyIITUPYeET HAGOPBI-APTYMEHTHI, HCITOJIb-
3ys UX 3HAYEeHUs B KaueCcTBe KJIIo4yell 1 yOupas Te 9JIeMEHTbI, KOTOPbIe He IIPUCYTCTBYIOT
B 06oux Habopax. COOTBETCTBEHHO, PE3YJIbTAT OEpPAIliU intersection He COMEPKUT
MTOBTOPSTIONINXCSI 3HAYEHNI. XOTsI TaKOe MOBeIeHNe JIJIs oflepalii intersection BIIOJI-
He 0KIJaeMO, IPUMEHEHIe HECKOJbKUX Ollepaliii K MHOKecTBaM ¢ HaGopamu RDD,
cojiepKalUMU TTOBTOPSION[MECST 3HAYE€HUsI, MOXKET TIPUBECTH K HEOKUJAHHBIM T10-
caencteusiM. O6beauHenne ayx Habopos RDD us npumepa 5.13 npezcrasisier co-
60it nabop RDD, coxepskainuii asa snemenTa, 1 u 2. CleoBaTebHO, KAK IOKa3bIBaeT
MOJYJIBHBIN TecT u3 mpuMepa 5.14, He Bcerzia MOKHO BOCCTAHOBHUTD rddA ¢ TTOMOIIIBIO
00beIMHEHNS PE3YIbTATOB OllePaLlUil IepecedeHrs U BblYuTaHus ',

' Ecim A u B — mHOxecTBa, T0 (A — B)U (BN A) = A Beerna. B Spark sto He tak. [Ipu Hasmmanu
B rddA i rddB nosropsiroumxcest wim nepecexatonmxcst kioueii (rddA — rddB)U (rddBNrddA)
apiidercs noaMHoxkectBoM rdd A.
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Mpumep 5.14. Onepaums nepeceyeHns

val a = Array(1, 2, 3, 4, 4, 4, 4)

val b = Array(3, 4)

val rddA = sc.parallelize(a)

val rddB = sc.parallelize(b)

val intersection = rddA.intersection(rddB)

val subtraction = rddA.subtract(rddB)

val union = intersection.union(subtraction)
assert(!rddA.collect().sorted.sameElements(union.collect().sorted))

Yto6bl Habopbl RDD Benu cebst 6onee Noxoxe Ha MHOXECTBA, MOXHO BOCMOJIb-
30BaTbCa onepaumen distinct 4o BblUMCIEHMS KaKMX-TMGO onepauunii ¢ MHOXe-
ctBaMu. OHAKO BbI30B JaHHOM OnepaLnm NPUBEAET K NEPETacoBKe, eC/IN 06BEKT
Partitioner Hen3BecTeH!.

CHuXeHune 3aTpaT Ha NoAroToBUTEJIbHbIE pa60Tb|

Hexoropbie oneparuu TpeGyIOT BBITOJHEHUS HACTPOUKH 17T KasKIOTO K3EMILISAPA
Spark wiu cexim, ckakeM, CO3aHUs TOAKIIOUYEHNS K 6a3e JaHHBIX WM YCTAHOBKU
reHepaTopa ciaydaiiHbix uynces. st npeobpazoBaHUil MOKHO BOCIIOJIb30BAThCS (PYHK-
1eil mapPartitions, MPOBECTH TTOATOTOBUTEBHbIE PAGOTHI VIS CEKIIN B (DYHKIUU map,
OCJIE YETO COBEPIUINTD JKeJaeMoe IpeodpasoBaHue ¢ IOMOIIIBIO UTePaTOpa /Jist JaHHO
cekiuu. Mbl IPOMJLTIOCTPUPYEM 9TO Ha 06pasiie reHepaTtopa MCeBI0CTy aiiHbIX YUCesT
(mipumep 3.13).

Mpumep 5.15. C NOMOLLbIO TPaHCIMPYHOLLEW NEPEMEHHON CO3AaeM MO reHepaTopy C/lyYalHbIX Yncen
[NS KaXKAoW M3 CeKLmi

rdd.mapPartitions{itr =>
// OBHOKpaTHO CO3Jl@aeM FeHepaTop CJly4vaiHbIX Yucen
val r = new Random()
itr.filter(x => r.nextInt(10) == 0)

}

Ba)xHO: He 3abblBaiTe UCMosb30BaTh NpeobpasoBaHme «MTepaTop — UTepaTop»
ans nsbupartenbHoro cbpoca AaHHbIX Ha AUCK, Kak 0b6Ccy>xaanocb B paspene
«BbINONMHEHNE Npeobpa3oBaHnit “UTepaTop — UTepaTop” C NOMOLLbIO hYHKLMM
mapPartitions» Ha c. 121.

KpOMe 9TOTO MaTTEPHaA [JIdd CHUKEHU A HaKJ/Ia/HbIX PaCX0/10B ITOATOTOBUTEJbHBIX pa60T
1pun npe06pa30}3aHH§1X, €CTb enie OJMH 9aCTo I/ICHOJIBByeMHﬁ ITaTTEPH: CO3JaHUE 110/1-

! Ha camoM JieJie riepeTacoBKa IIPOU30IIeT B JII0OOM CJIydae, XOTsI eCJIU METOJ] CEKI[OHUPOBA-
HIIsI MI3BECTEH 3apaHee, TO Bee JyOarKaThl OyyT yOpaHbl Ha Iare CBEPTKU, JI0 EPETACOBKU. —
Ipumey. nep.
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KJTIOYeHUS BHYTPH IeCTBUSA /I COXpaHeHUs TaHHbIX. Ecim Baa mporpaMma BHIBOIUT
JMIAHHbIE, TO MOYKETe 3a/elICTBOBATDL TOT JKE HaTTepH, 4TO U ¢ mapPartitions, TOJIBKO
¢ foreachPartition.

Ecsmi mofrroToBuTe IbHBIE PAGOTHI OMYCKAIOT CEPUATUBAIINIO, TO PACIIPOCTPAHUTD 00b-
€KT MOXKHO C ITOMOIIBIO TPAHCJUPYIOIIeil TepeMeHHo. B IpoTUBHOM ciiydyae yMecTHO
OyzieT IPUMEHUTH TPAHCAUPYIOILYIO IEPEMEHHYIO ¢ CUTHAaTypoii transient lazy val
(mpumep 5.17).

PasgenseMble nepeMeHHble

B dpeiimBopre Spark mmMeercst 1Ba Bua pa3ieisieMbIX EPEMEHHBIX: TPAHCIUPYIOTIITe
repeMeHHbIe U HAKOTTUTENH, KasK/as U3 KOTOPBIX MOYKET 3aIUChIBATHCSA TOJIBKO B OTHOM
KOHTEeKCTe (JipaiiBep miu pabOTHUK COOTBETCTBEHHO) U YUTATHCS B pyrom. Tpancm-
pyIoIye epeMeHHbIe MOTYT 3alTUChIBATHCA B JIPAiBEPHON MTpOrpaMMe, a YATAThCSA Ha
MCIOJTHUTEJIAX, a HAKOIUTEIN — HA000POT.

TpaHcMpytolme NepeMeHHble

TpaHcaupyIoliie nepeMeHHble — CIIocO0 PaCPOCTPAHEHHS TPEHAZHAYEHHOM TOTBKO
JUJIS ITEHUS KOTIMH JIOKAJTbHOTO 3HAYEHN C ipaiiBepa Ha BCe MAIIMHBI BMECTO TIepe/laun
HOBOI KOIIMK € Kaxk10ii 3agaueil. Takue mepeMeHHble MOTYT II0Ka3aThest He 0COOEHHO
MTOJIE3HBIMHU, Be/lb MOKHO TIPOCTO 3aXBATUTh JIOKATBHYIO TIEPEMEHHYIO B 3aMbIKAHUHN [IJI51
Trepejiauu JAHHBIX OT jipaiiBepa Ha paboune y3ibl. OHAKO SKOHOMUST OT Hepeiaui JIUIIh
OJIHOI1 Koluu U3 pacyera Ha paboTHuka (worker), 110 cpaBHEHUIO ¢ OTIIPABKOM 110 OJHON
KOIUU JUUISE KaXK0M 3a1a4¥, MOKET OKa3aThCsl KOJIOCCAIbHOU, 0COOEHHO eCJIn OTHA
U Ta JKe TPaHCJAUPYIoIIast IepeMeHHast 3a1efiCTBYETCS B HECKOJIBKIX TPeoOpasoBaHuU-
sx. /[Ba pacmpocTpaHeHHBIX TPUMepa UCIOTb30BAHUS TPAHCTUPYIOMNX TIEPEeMEHHDBIX:
a) TPAHCJISIIIUST HeOOIBIION TAOJIUIIBL JJIst COeIUHEHST; () TPAHCJISIIS MOJIEJTH MATITIH-
HOro 00yueHust /st (HOPMUPOBAHUSI IIPOTHO30B HA OCHOBE HAIINX JIAHHBIX.

TpaHcampyiomas repeMeHHast CO3/IAETCs ¢ TIOMOIIBIO BbI30Ba MeTo/a broadcast oObekTa
SparkContext. ITO TIPUBOAUT K PACIPOCTPAHEHUTO 3HAUCHMS TIO PAOOTHUKAM ¥ BO3BPa-
aeT ajlanTep, KOTOPBI MOXKHO MCIIOIB30BATD JJIS I0CTYTIA K 9TUM 3HAYCHUSAM ITyTeM
obpatieHns K value, Kak MoKa3aHo B mpumepax 5.16 u 5.17. Ecaiu tpancaupyronast nepe-
MeHHast ObLJTa CO3/[aHa ¢ M3MEHSIEMBIMU BXOTHBIMU JIAHHBIMH, TO TIOCJIEHUE HE JTOJIKHBI
MEHSITBCS TIOCJIE €€ CO3/IAHMUS, BE/Ib YK CYIIECTBYIONINE IK3eMILIAPBI Spark sTux 06HOB-
JICHWH He 3aMETST, B TO BPEMsI KaK HOBbIE PAOOTHUKN YBUJAT HOBOE 3HAUCHIIE.

MpumMep 5.16. TpaHcnsumsa obbekTa HashSet HEKOPPEKTHBIX MECTOMONIOXXEHUIN MaHL B LENSX UX
nocneaytowlei hbunbTpaumumn

val invalid = HashSet() ++ invalidPandas
val invalidBroadcast = sc.broadcast(invalid)
input.filter{panda => !invalidBroadcast.value.contains(panda.id)}
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Mpumep 5.17. CozgaeM Mo reHepaTopy ClyyanHbIX Yncen Ans Kaxaoro n3 paboTHUKOB

class LazyPrng {
@transient lazy val r = new Random()

}

def customSampleBroadcast[T: ClassTag](sc: SparkContext, rdd: RDD[T]): RDD[T]= {
val bcastprng = sc.broadcast(new LazyPrng())
rdd.filter(x => bcastprng.value.r.nextInt(10) == 0)

}

3HaueHWe TpaHCIMPYIOLLE NePEMEHHON AOMKHO 6bITb NOKA/IbHLIM 1 CEPUANM3Y-
eMbIM: HMKakue Habopbl RDD mau apyrve pacnpeaenieHHble CTPYKTypbl AaHHbIX
N He AoMyCcKaloTCs.

DpeiimBopk Spark 3aselicTByeT TpaHCIUPYIOIIE TEPEMEHHBIE 1T 00bEKTOB KOH-
duryparuu 3aganuit Hadoop n 60sbiimx 610K0B KOfIa MOJIb30BATEACKUX (DYHKITHIT
Ha s3pike Python. Korga tpanciupytoriast nepemMeHHast O0JIblile He HYKHA, €€ MOKHO
SIBHBIM 00Pa30M Y/IaJIUTh, BHI3BAB JIJIST HEE METOJ unpersist().

Hakonutenu

Haxonmrein — BTOPOii U3 TUIIOB pas/ie/iseMblX IepeMeHHbIX (ppeiiMBopka Spark. Omu 11o-
3BOJISIIOT HAKAILIMBaTh Ha PabOTHUKAX TOGOYHYI0 MHMOPMAIINIO OT TPeobpasoBaHIist
WU JIEHCTBUS C MOCIEAYIONIel Tiepeiaueil pesyJibraTa oGpaTHo apaiisepy. B coorseTcTBIm
C MOJIEJTbIO BBITIOJTHEH ST Spark mpupariuBaeT HaKOIIMTE I TOJIBKO HPH 3aITycKe (CKasKeM,
JIEHICTBIEM ) BBIYUCIIEHWH. Eciii mocetame BHITIOTHSIOTCS HECKOIBKO pas, TO GpeiiMBOPK
KayK/Iblii pa3 0OHOBJIsIET HaKoITe b, [T0106HBII MHOTOKPATHBIH TTOACYET OyIeT yMeCTeH
JUIst TH(OPMAIIUU YPOBHSI TIPOIIECCca, TAKOM KaK BbIYUCJICHHUE TTOJHOTO BpeMeH! pasbopa
3amuceir. OHAKO OH MOKET KpaiiHe TII0X0 TMOAXOAUTD s HH(MOPMAIIH, OTHOCSIIENHCS
K 00paboTKe TaHHbIX, HATPUMED MOACUETY KOJTUUECTBA HEKOPPEKTHBIX 3aITHCEil.

API HakonuTenei peimBopka Spark 6bin MoaMdbuumMpoBaH ans Bepcun 2.0 —
[OaHHble nNpuMepbl aganTupoBaHbl K API 2.X, xoTs npuMmepbl ans sepcun 1.X no-
npeXxxHeMy AOCTYMHbI B cneumanbHoM penosutopumn (https://github.com/high-
performance-spark/high-performance-spark-examples/blob/master/src/main/scala/
com/high-performance-spark-examples/transformations/Accumulators.scala).

HakonuTenu mMoryT Bect cebsi HenpeackasyembiM 06pa3oM. B 1x HblHeLHeM co-
CTOSIHUM WX JTyYLle UCMOMb30BaThb TaM, e BO3MOXHbI MHOMOKpaTHbIV NnoacyeT
N SIBNSIETCS XKeNaeMblM NMoBeLeHNEM.

CyH.[eCTByeT HEMaJI0O BCTPOEHHDbIX TUIIOB HaKOHHTe]IefI, yHupouamuinx nx co3jlanmne
B PAaCIIPpOCTPAaHEHHbIX CHEHAPUAX NCIIOJIb30BaHUA. Haxonurenu ne NnpeaAHasHa4Y€HbI 1JIA
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cbopa 60/1b1IX 00beMOB HH(GOPMALUH, TAK YTO IPH J00ABIEHNN 3HAYNTEIBHOTO KOJIH-
4eCTBA HJIEMEHTOB B KOJJIEKIIUIO MV PUCOEMHEHNN K CTPOKE JIydIlle 3a1eHCTBOBAT
OTZEeNIbHOE AeficTBre BMeCcTO HakomuTes. Onepanueii mo yMOMIYaHUIO A/ YACTIOBBIX
HaKOINTeJIeH BBICTYIIAET +, IO3TOMY ITPUMEHUM ee JIJ1s1 BBIMUCTIeHUsT CyMMapHOH Iy in-
CTOCTH BCeX TaH/I, KaK TTOKa3aHo B mpumepe 5.18.

MpumMmep 5.18. BbluncnisgeM nyLNCTOCTb MaHA C MOMOLLbIO HaKonuTenen

def computeTotalFuzzyNess(sc: SparkContext, rdd: RDD[RawPanda]):
(RDD[ (String, Long)], Double) = {
// Co3paeM MOMMEHOBaHHbI HakonuTenb ANna 4ucen Tuna double
val acc = sc.doubleAccumulator("fuzzyNess")
val transformed = rdd.map{x => acc.add(x.attributes(®)); (x.zip, x.id)}
// 3HavyeHue HakonWUTenAa No-npexHemy Hynesoe
// TNpumeyaHue: 3TOT npumep HebesonaceH, Beab npeobpasoBaHue
// MOXeT BbYUCNATBHCA HECKO/IbKO pas
transformed.count() // WHMUMMpyeM BbINOJSIHEHUE BbIYUCIEHWIA
(transformed, acc.value)

}

Kpome Toro, HaKOIMTEe | TIOAIEePKUBAIOT MHOKECTBO PasHOOOPA3HBIX THUIIOB JAHHbBIX
JIJIST aCCOLMATUBHBIX ONIEPAIIiA, HO HEKOTOPbIE U3 HUX OoJIee IIpob/ieMHble, 4eM APYIHe.
Jl1s1 MCIIoIb30BaHsl HAKOIUTEJIsl IPYIOro TUIIA HeOOX0AUMO pealn3oBarh nurepdeiic
AccumulatorV2[InputType, ValueType], onucaB MeTO/bI reset, copy, isZero, value,
merge 1 add. Bbl TOJKHDBI peain30BaTh JIOTUKY KJacca /I OTCJIeKUBAHUS HaKalanBa-
€MBIX 3HaueHuii. B 1me1oM 10cTaTtouno ogHoi var, BO3MOKHO, 4BYX. [loMuMo TpeGyeMoro
METO/Ia, IIEPEOIPEAEIUTE METOI resetAndCopy, YTOOBI IOBBICUTH IPOU3BOAUTENBHOCTD
B KOHKPETHBIX CIIeHAPUAX.

OO6bIuHO MeTO/IbI reset U copy IIPUMEHAIOTCA COBMECTHO B Bujie MeTo/1a resetAndCopy,
KOTOPBII MOKHO peasin30BaTh apheKTuBHEE U MCKIIOUNTD ATl KOTMPOBaHUS (KaK Jie-
Jiaetcst B 060UX MpUMeEPax MmoJb30BaTeIbckux Hakormuresneid — 5.19 u 5.20). Metos reset
cOpachiBaeT 3HAYEHME TEKYIIETO HAKOUTEIISI B HOJIb, TAK UTO [TPU BBI30BE METO/IA isZero
Oyzet Bo3BpalleHo true. MeTo copy IpelHAZHAYEH VIS CO3/IaHIST KOITUHU 3a/[aHHOTO
HAKOTIMTEJIS C TEM JKe 3HAUYCHHUEM, YTO 1y TeKyIero. OH BbI3bIBAETCS ITPYU KOTTMPOBAHNN
3HaueHMsI Ha PaGOTHUKAX C IEJIbI0 M30€eKaTh PACX0I0B (M MOTEHI[MATBHOI Ty TAHUIIb)
KOIIMPOBAHMS PaHee HAaKOIJIEHHBIX 3HaUYeHNI1 Ha paiiBephbl.

[TapameTpsl Tra mHTEpdeiica AccumulatorV2 3a/1a10T THIT HAKATITABAEMOTO 3HAUCHUS
(add) u nToroBBIN BOo3BpamaemMblil THM (value). UTo cyiecTBEHHO, OHM HE OTPAaHUYN-
BalOT U He 3a/1a10T TUIL, UCIIOJIb3YeMbIi 1 XpaHeHus caMoro Hakomutress. [l orcie-
JKUBAHUA 3HaYeHU B cile[yIoMuX [IpUMepax 3aJelCTByeTcs TOAbKO O/jHa IlepeMeHHas.
OpHako He orpaHUuKBaiiTe cebst €0 0HOI. Bo MHOTUX YHCJIOBBIX HAKOTUTENSAX Spark
UCIIOJIb3YETCS /IBE var.

Curnatypa Tuna metojia merge 17151 APl HakonuTeseil BKioyaeT mosydenne Ha BXo/e
TOTO e 6a30BoTO THMA AccumulatorV2. [TockombKy THTTAK AccumulatorV2 He ycTaHaB-
JIMBAET, KaKMM 00pa30M pabOTHUKY JOKHBI OTCJEKUBATH 3HAYEHHUS BO BPEMST BBIUHIC-
JIEHUH, TO IIPUAETCS IPUBOAUTD TUII [10JIy4aeMOI0 HAKOIUTE/IS K OJKUIaeMOMY THILY,
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LITO6I)I TIONTYYUTH BO3SMOKHOCTD O6paH_[aTbC$[ K CBOMM BHYTPEHHUM HaKallJIMBAIOIITUM
mosisim. [IpocTast peanmsariist 3Toro mokasana B mpumepe 5.19.

Mpumep 5.19. BbluncniseM MakcMManbHbI aeHTUhMKATOp NaHAab

def computeMaxFuzzyNess(sc: SparkContext, rdd: RDD[RawPanda]):
(RDD[ (String, Long)], Option[Double]) = {
class MaxDoubleAccumulator extends AccumulatorV2[Double, Option[Double]] {
// B 3Toll mepemMeHHOW Mbl byAeM HakamnauMBaTb Hale 3HayeHue
var currentVal: Option[Double] = None
override def isZero = currentVal.isEmpty

// CbpacbiBaeM 3HayeHMe TeKyllero HakKonuTesns B HONb — WUCMOAb3yeTcs
// npu oTrnpaBke 3Ha4yeHUA NO ceTu Ha paboumx ysnax
override def reset() = {

currentVal = None

}

// Konupyem TeKkywwii HakonuTesb — Ha CaMOM fesie 3TO WUCMONb3yeTcA
// TONbKO B KOHTEKCTe KOMWpoBaHWA M cbpoca, HO pa3 yx 3TO 4YacTb
// obwepocTtynHoro API, To He 6yaem pUCKOBaTb.
def copy() = {

val newCopy = new MaxDoubleAccumulator()

newCopy.currentVal = currentVal

newCopy

// Nepeonpepenum ¢yHKUMK KOMUMPOBaHUA U cbpoca AnA 6bICTPOTbl —
// HeT HeobXOoAMMOCTW KOMUpOBaTb 3HAYeHMe, eC/IM Mbl BCE paBHO
// cobupaemcs TyT Xe cbpocUTb ero B HONMb. OCO60OM pasHuubl AnA
// Option[Double] HeT, HO anA 4ero-To Bpoje Array[X] pa3Huua
// MOXeT 6blTb KONOCCanbHOW

override def copyAndReset() = {
new MaxDoubleAccumulator()

}

// Do6aBnsem HoBOoe 3HayeHue (obpalieHMe K KOTOPOMY MPOUCXOAUT
// Ha cTopoHe paboTHUKa)
override def add(value: Double) = {
currentVal = Some(
// ECnu 3HayeHue eCTb — CpPaBHWBAEM €ro C HOBbIM, B MPOTUBHOM
// cnyyae MpocTO COXpaHAemM HOBOe 3HayeHue B KayecTBe
// TeKkywero makcumyma
currentVal.map(acc => Math.max(acc, value)).getOrElse(value))

}

override def merge(other: AccumulatorV2[Double, Option[Double]]) = {
other match {

case otherFuzzy: MaxDoubleAccumulator =>
// Ecnu napameTp option HakonuTens other 3apaH, TO BbiNoJHAEM
// ero cnuAaHue c nomoubk obblMHOW dyHKLMKM add
// Ecnn xe HeT, TO He Aenaem Hu4Yero
otherFuzzy.currentVal. foreach(value => add(value))

case _ =>
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}

// TIOTOK BbIMOJIHEHNA He [OJIXeH nonajaThb CloAa HUKorpa,
// ¢peitmBopk Spark 6yaeT Bbi3bIBaTb MeTOh merge Nulb
// C npaBWibHbLIM TWUMOM AaHHbIX, HO mMerge MOXeT Bbi3BaTb
// w KTo-HMbYAb elle, TaK 4TO reHepupyem WCK4eHue,
// npocTo Ha BCAKWIA cay4vain
throw new Exception("HenpeaycMoTpeHHbIi BbiI30OB merge C HenoaLepXvBaeMbiM
Tunom" + other)
}
}

// Bo3Bpalwaem HakomniaeHHoe 3HayeHue
override def value = currentVal
}
// Co3paeM HOBbIA MOSb30OBaTeNbCKUIA HaKoNMuUTesNb
val acc = new MaxDoubleAccumulator()
sc.register(acc)
val transformed = rdd.map{x => acc.add(x.attributes(®)); (x.zip, x.id)}
// 3HadeHue HakonuTens no-npexHemy paBHO None.
// TNpumeyaHue: 3ToT npumep Hebe3onaceH, Beab nNpeobpasoBaHue
// MOXeT BbYUCNATBHCA HECKO/NIbKO pas
transformed.count() // WHMUMMpyeM BbINOSIHEHUE BbIYUCIEHWI
(transformed, acc.value)

JLJ1st BBIIIENIPUBEAECHHOTO TPUMEpA MO-TIPEKHEMY TPeGYEeTCs COBITaileHIe TUTIOB PE3YJIb-
TaTa 1 HaKallJInBaeMbIX TaHHDBIX. Ecim HYXHO CO6paTb BCe€ pa3jmmyarlroninuecsd 3JIEMEHTDI,
TO TIPHUIETCST, BEPOSATHO, COOUPATH UX B HashSet, ¥ THUITI MOTYT OKa3aThCsT PA3JIMYHBIMI.
ITO MPOUJLTIOCTPUPOBAHO B ipuMepe 5.20.

Mpumep 5.20. Bbluncnsgem yHukanbHble MAEHTUMUKATOPbI NaHA
def uniquePandas(sc: SparkContext, rdd: RDD[RawPanda]): HashSet[Long] = {

class UnigParam extends AccumulatorV2[Long, HashSet[Long]] {
var accValue: HashSet[Long] = new HashSet[Long]()

def value = accValue

override def copy() = {
val newCopy = new UnigParam()
newCopy.accValue = accValue.clone
newCopy

}

override def reset() = {
this.accValue = new HashSet[Long]()

¥

override def isZero() = {
accValue.isEmpty

}

// Nepeonpepenvm ¢yHKUUW KONUpPOBaHMA M cbpoca ANA ObICTPOTh —
// HeT Heob6XOoAMMOCTMU KOMUPOBaTb 3Ha4eHue, eCc/u Mbl BCE paBHO
// cobupaemca TyT Xe ero obHynuTb
override def copyAndReset() = {

new UnigParam()

}

// Ana pobaBfieHUA HOBbLIX 3HAYeHWui
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override def add(value: Long) = {
accValue += value
¥
// OnAa cnuaHua HakonuTenewn
override def merge(other: AccumulatorV2[Long, HashSet[Long]]) = {
other match {
case otherUniq: UnigParam =>
accValue = accValue ++ otherUniq.accValue
case _ =>
throw new Exception('"MoanepxuBaeTca ciusHUE 3HAYEHMWit TONbKO
C OAMHAKOBbIM Tunom")
}
}
¥

// Co3paem HakonuTenb ANA OTCAEXWBAHWUA YHWUKANbHbIX 3Ha4YeHWin
val acc = new UnigParam()

// Peructpupyem, 3ajaBafA Ha3BaHue

sc.register(acc, "YHuKanbHble 3HayeHua")

val transformed = rdd.map{x => acc.add(x.id); (x.zip, x.id)}
// 3HadeHue HakonuTenAa no-npexHemy Double.MinValue.
transformed.count() // WHWUMMpyeM BbINONHEHUE BbIYUCIEHUN
acc.value

DyHKUMS value MOXXET peLlaTh C/IOXKHbIE 33[1a4M U BO3BPALLATb TUM AaHHbIX, OT-
NIMYAIOLIMXCSA OT BXOAHOMO TUMA WUAM BHYTPEHHErO HAKarIMBaeMoro 3HayeHus.
Hanpumep, npu BbIYMCIEHWM CPEAHErO 3HAUYEHWs OHa CrMOCOBbHA AENUTb OfHO
JJIMHHOE Liefloe Ha Apyroe v Bo3BpallaTth 4ncio tuna double.

B s3blke Scala MoxHO 3a1aBaTb Ha3BaHWs HAKOMUTENEN, KOTopble ByayT OTObpaXxaTh-
€A B M0/1b30BaTe/NbCKOM Beb-MHTEpdelice. [JoCTaTo4HO NPOCTo A06aBUTL Ha3BaHKe
B KayecTBe BTOporo napametpa. OAHaKo 3TO MPUBOAUT, KOHEYHO, K BbI30BY ASS
HakonuTens toString, No3ToMy ecnu AaHHas onepauus TpebyeT B BalleM ciyyae
60nbLUKNX 3aTpaT pecypcoBs, TO flyylle OCTaBUTb HakonuTenb 6e3 HaseaHus.

ITpu paGoTe ¢ KIUIMPOBAHHBIMU JAaHHBIMU MOJKET [I0Ka3aThCs, YTO HAKOIUTEIU pabo-
TAIOT MTPAKTUYECKH COTJIACOBAHHO, HO, KaK Oy/IeT BUIHO 13 0OCYIKIAEHS B MOPA3/Iese
«BzanMmogeiicTBue ¢ HaKonuTeISIMU» Ha €. 148, 9TO He Tak.

Mpeanaraetcst 406aBUTb HAKOMUTENN CBOMCTB AaHHbIX («COrNlacoBaHHbIE HaKo-
nutenu») B Bepcun 2.1 Spark!. Hakonutenu cBoicTB no3sonunm 6bl M3bexaTtb
[BOMHOro NoAcCYeTa — HO MOKa elle 3TOT MEXaHW3M He BKIoUeH BO (hpeliMBOPK.
Bbl MOXeTe cneauTb 3a COCTOSIHMEM Aen MO CreAytoLeMy 3anpocy Ha BKIIOYEHME
nameHenun (https://github.com/apache/spark/pull/11105).

! Wznavanpao TTAaHUPOBAJIOCH CAeJIaTh 9TO B BEPCUUN 2.0.
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Hauwnas ¢ Bepcuu 2.0, Spark ncmosib3yer HaKOTATEH [T OTCIEKUBAHUS OKA3aTe el
BBITIOJIHEHUS 3a/1a4.

[loBTOpHOE ncrnosb3oBaHne Habopos RDD

Spark npenaraer HeCKOJIBKO BApUAHTOB IIOBTOPHOI'O UCIIOAb30BaHUA Habopos RDD,
BKJIIOYAS COXpaHeHue, KANMPOBAHNE U CO3/IaHe KOHTPOJIbHBIX Touek. OHako ¢Gpeiim-
BOPK He [[eJIaeT HUYEro U3 MePedncaeHHOr0 aBTOMATUIECKN !, TOCKOIbKY COXPaHe-
Hue RDD /it HOBTOPHOTO MCITOJIb30BaHUsI HapylaeT paboTy psifia KOHBeepoB —
mycTast Tpata yCUJIUN B caydae OJHOKPATHOTO nmpuMeHenuns atoro RDD nnu ecam
[IOBTOPHOE BbIYKC/IeHHE TIpeobpasoBatus He TpeGyeT GOJIbIINX BhIYMCIUTEIbHbIX 3aTPaT.
Bce Buibt coxpanenust (0IMH U3 KOTOPBIX — KANIMPOBAHNE) W CO3/ITaHUST KOHTPOJBHBIX
TOYEK O3HAYaIOT OollpeJesieHHbIe BbIYMCAUTEJIbHbIE 3aTPAaTbl 1 BPA/L JIM ITOBBICAT TIPO-
U3BOAUTENLHOCTD OJJHOKPATHBIX oTtepaiiuil. BoJiee Toro, B ciydae OOJIbIIIX HAOOPOB
JTAHHBIX 3aTPATHI HA COXPaHEHNE NN CO3/IaHNe KOHTPOJIBHBIX TOUEK MOTYT OKa3aThCsI Ha-
CTOJIBKO BBICOKH, YTO JIY4YIINM BbIXO/IOM 6bUIO 6]31 ITOBTOPHOE BbIYUCJICHUE. OlIHaKO JJIA
HEKOTOPBIX 0COOBIX BUAOB IIporpamMM Spark mosropHoe ucnosbsoBanue Habopa RDD
MOZKET TIPUBECTH K KOJIOCCATIbHOMY BBIUTPHIITY B IPOU3BOIUTETLHOCTH KAaK B CMBICJIE
TTOBBIIEHUS CKOPOCTH pa6OTbI, TaK 1 B O6JIaCTI/I CHUXEHNA 4aCTOThI OTKa30B.

CueHapum1 NOBTOPHOIO UCMOJb30BaHMS

B aToM pasfernie MbI pacCMOTPHM CJIYYAH, B KOTOPBIX COXPAHEHNE NN CO3TAHNE KOH-
TPOJIBHBIX TOUEK BJIEUET TIOBBINIEHIE TPOU3BOAUTETBHOCTH. BoobIie TOBOPSI, BasKHel-
IIMe ClieHapUHU MMOBTOPHOTO HUCMOJIb30BaHUSA — TpuMenenne Habopa RDD Heckonbko
pas, BBITIOJIHEHUE HECKOJIBKUX ACHCTBIN HA/l OHUM HAOOPOM, a TaKksKe JJTUHHbIE (M
Tpebyioliue OOJIbIIMX BBIYUCIUTENBHDBIX 3aTPAT) IEMOYKH IIPEOOPasOBAHUIA.

NTepaTuBHbIE BblUMCIEHNS

[TosTopHOe ucnob3oBarre RDD st ipeoOpasoBaHmii, B KOTOPBIX OAUH POAUTETbCKIIA
Habop RDD npuMeHsieTcst HECKOJIBKO Pas, O3BOJIIeT MIPUHYANTENbHO HHUIINHPOBATh
COBepIIIEHNe BBIYNCACHHUIT 1 TakuM 06pazoM nsbeskarh ux mosropa. Hampumep, coxpa-
Henure Habopa JaHHbBIX, ¢ KOTOPBIM BBIOJIHAETCS UK COSAMHEHMIT, MOJKET TIPUBECTH
K KOJIOCCAJIbHOMY ITOBBIIMIEHWIO ITPOU3BOANTEIbHOCTHU, IIOCKOJIbKY I'apaHTUPYET HaJadunue
ceknuii JanHoro Habopa RDD B omepaTHBHOI TAMSTH TIPU BCEX COEMHEHUSIX.

B npumepe 5.21 BbIamcIIsieTcst CpeiHEKBaApaTdecKas ommbOKa (root mean squared error,
RMSE) 110 HECKOIBKUM pasindHbiM HabopaM RDD, npeactaBasionum mporHo3bl Ha

CpeI[I/I ZlOCTOfIIIbIX yYIIOMUHaHWA HCKJIIOYEHN I MOKHO Ha3BaTh HEKOTOPbIE aJITOPUTMbI ML,
KOTOpbIE IIpU Iiepe/laye UM HECOXPAHAEMOTO Ha60pa RDD aBromarmueckmn IIOMEN[aloT ero
B XpaHWJIHIIIE, a [IOTOM YyAAJIAIOT OTTY/1a.
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OCHOBE Pa3HBIX MojieJieil. J{Jist 5Toro HeoOXOMMO COEIMHUTD KaKIblil 113 HabopoB RDD
C IIPOTHO3aMU ¢ HaOOPOM IIPOBEPOYHBIX JAHHBIX.

B aTOM npuMepe Mbl 3ageicTByeM Metopn persist(), coxpaHsitowmii Habop RDD
B NamsiTu. Kak 6yaeT onncaHo B noapasaene «Buabl MOBTOPHOIro MCMob30BaHus:
K3LLI, COXPAaHEHWNE, KOHTPOJIbHAs TOUKa, MEPETAcOBOYHbIE (aiinbl» Ha C. 140, Bbi30B
cache() akBMBanNeHTEH BbI30BY persist(), KOTOPbIN, B CBOKO OYepeb, SKBUBANEHTEH
BbI30BY persist("MEMORY_ONLY").

Mpumep 5.21. OyHKUMA C MTEPaTUBHBIMU BbIYMCIIEHNSMU

val testSet: Array[RDD[(Double, Int)]] =
Array(
validationSet.mapvalues(_ + 1),
validationSet.mapValues(_ + 2),
validationSet)
validationSet.persist()
// CoxpaHsem, MOCKONbKY MCMOJib3yeM AaHHblii Habop RDD HeckonbkKo pas
val errors = testSet.map( rdd => {
rmse(rdd.join(validationSet).values)

b))

Bes coxpanenns GppeiiMBopKy Spark mpuiiiock Gbl epe3arpysuTh U 3aHOBO CEKITMOHU-
poBathb obydaIuii Habop AaHHBIX [T 3aBepiieHus coennenus. OpHako Orarogapst
coxpanenuto oOyuaroruit Habop RDD ocTaercst 3arpy KeHHbBIM B OTIEPATUBHYIO TIAMSITH
Ha UCIOJTHUTEJISX TIOCTIE KaXK/IOTO BBITIOJIHEHUs aqroput™a. [loapo6Hee MbI 06CyImiTi
BOIIPOCHI ITPOM3BOAIMTE/BHOCTH 1IPU PA3JIMYHBIX TUIIAX coelMHeHuil B paszese «Co-
epunenus Spark Core» na c. 95.

Cospanrie KOHTPOJIbHBIX TOYEK — €Iile OjiHa (HOPMA TIOBTOPHOTO MCIIOIb30BAHUST HAOO0-
poB RDD, nipu xoropoit RDD 3anucsiBaeTca BO BHellTHee XPaHUINUIILE U TTPOUCXOAUT
pasbuenue rpaca mpoucxoskaeHus Habopos. OnHako 6aarogapst CO3AAHUI0 KOHTPOIIb-
HBIX TOYEK CEKI[UHU TaK)Ke OCTAIOTCS 3arpyKeHHBIMU HA UCIIOJTHUTEJISIX.

Heckonbko AencTBuin Hag oaHUM HabopoM RDD

Ecan me ncnompizoBatsh mosTropHo RDD, TO Kak/oe BbI3bIBaeMoe /IJis1 HETO /lelicTBUe
MPUBEJIET K 3AIYCKY OTAEIBHOTO 3a7aHust Spark ¢ TOJIHOI «PO0CTOBHOI» Tpeobpa-
3oBanuii Habopa RDD. CoxpaHenue u cosfianrie KOHTPOJIbHBIX TOUEK PazbuBaioT rpad
MPOUCXOXK/IEHUST HAOOPOB, TAK YTO OJHU MOCJIEI0BATETBHOCTH IPEOOPA3OBAHUI TIEPE]]
BBI30OBOM persist min checkpoint OyyT BBI3BIBATHCS JIMIIb OAHOKPATHO. II0CKOIbKY
coxpanenHnblit RDD u co3gannble KOHTPOJIbHBIE TOYKU CYIIECTBYIOT TOJIKO HA BPeMs
SKUBHE TTPUJIOKEHIS Spark (XOTs U MOz2ym BHITECHSATCS TIOCIELYOIINMEI COXPaHEHHbI-
MU ,/3aK3IMPOBAHHBIMU JJAHHBIMI ), TO COXPaHEHHBIN BO BpeMsT OHOTO 3ajiaHust Spark
HaGop RDD Oyzer gocTylied B CeayIomeM 3aJlaHii B paMKaX TOro ke SparkContext.
Jlotyctum, Tpebyercst cobpats nepsbie 10 % 3anuceit Habopa RDD. [liis aToro Mosx-
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HO 3a/efICTBOBATh KO U3 TIpuMepa 5.22, KOTOPBII BBI3BIBAET METOJ sortByKey, mocJe
4yero — METOJ[ count 1, HaKOHeLl, take.

Mpumep 5.22. [1Ba aeicTBus 6e3 3Tana coxpaHeHus

val sorted = rddA.sortByKey()
val count = sorted.count()
val sample: Long = count / 10
sorted.take(sample.toInt)

Metoz sortByKey (11, IIPE/IIOIOKUTETHHO, OTIEPALIUST UTEHUS ), HEOOXOAUMDIIN JJIS CO3-
nanns Habopa RDD sorted, OyieT BbIIOJHATHCS ABAK/Ibl, €CJIM MbI He coxpanum RDD:
OJVH pa3 B 3a/laHNH, BbI3bIBAEMOM METO/IOM COU nt, a BTOpOfI — B 3a/laH1H, BbI3bIBAEMOM
MeTOZIOM take. MBI He MOKEM TIPOTECTUPOBATD ATOT (DPArMEHT BBITTOJHEHUS TPOTPAMM-
HO, HO, 3aITyCTUB JJaHHOE IPUJIOKEHNE U 3aTJISTHYB B BeO-uHTepdeiic, yBUANM, UTO KOJ
3aITyCKaeT /IBa 33/IaHN, KasK/0€ U3 KOTOPBIX BKJIOUAET 3TAIl COPTUPOBKH. OTHAKO ecJin
J0GABUTD BBI30B OIIEPAIUN COXPAHEHUS WK CO3MAHUST KOHTPOJILHON TOUKHU TIepe]] eii-
cTBUsiME (KaK TTOKa3aHo B mpuMepe 5.23), To yKazaHHOe TipeodpasoBaHue Gy/IeT BBIIOJ-
HSTBCSI TOJIBKO OJiMH pa3. Tak mpoucxoaut noromy, uro ppeitmopk Spark crpour zpagh
npoucxoxcoenust (lineage graph), HaunHas wim ¢ cosganust Habopa RDD, wiu ¢ MomMeHTa
coxpaHeHus b0 co31aHust KOHTPOJIbHOM Touky st RDD.

Mpumep 5.23. [1Ba AeVCTBUS C 3TANOM COXpaHeHUs

val sorted = rddA.sortByKey()
rddA.persist()?*

val count = sorted.count()
val sample: Long = count / 10
sorted.take(sample.toInt)

BpeMst )XM3HN COXpPaHEHHbIX HAaBopoB RDD He MpeBbILAET BPEMEHM XU3HM Npu-
noxenus Spark. [1ns NOBTOPHOIO UCMO/b30BAHMSA AaHHbIX B APYriX NMPUIOXKEHNAX
Spark npuMeH1Te co3aaHne KOHTPOSbHBIX TOUEK B TOM Xe KaTasore.

Ecnu 3aTtpaTbl Ha BblUMUCEHNE CGKLI,VIVI CJIMLLKOM BbICOKU

axke IpU YCIOBUH, 9TO OAWH 1 TOT ke Habop RDD e mcmosb3yeTcst B mporpamMMe
HECKOJIBKO Pa3, COXpaHeHNe 1 cOo3/IlaHNe KOHTPOJIBHOI TOYKH MOKET YCKOPUTD BBITIOJN-
HeHWe MPOIEYPHI U CHU3UTH CTOMMOCTD OTKa3a 61aroiapst COXpaHeHHIo TIPOMEKYTOY-
HBIX pe3yabTaToB. OCOOEHHO TOE3HO COXPAHSTE UIH CO3/IaBATh KOHTPOIbHBIE TOUKIH
B CcJlydyae KPYITHBIX BEIYNCIUTETHHBIX 3aTPAT Ha BEIYMCIEHUE OJTHON CEKITUHU, TIOCKOJIbKY
3TO TAPAHTUPYET, YTO HE HYKHO OYAET MOBTOPSTH BCIO IOPOTOCTOSIIITYTO OTIEPATTHIO TIPI
0TKa3ax Jiasee Mo KOHBeliepy.

! Cwm. KOMMGHTapI/Iﬁ aBTOpPa B CIIMCKE 3aM€YE€HHbBIX HETOYHOCTeN Ha caliTe n3gaTeJabCTBa

O'Reilly. — IIpumeu. nep.
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Harmpumep, 1prt He0OXOIUMOCTH BBITIOJHUTD B IPOTPAMME [IMHHYIO MTOCJIEI0BATEb-
HOCTh B3aUMHO OJ{HO3HAYHBIX IIpeoOpazoBaHuii oHu OYAyT 0ObeANHEHbI B 3a/1auH,
TpebyIolre Ype3BbYaiiHo GoabIIOro 06beMa BhluncaeHui. [JanHoe 06CTOATENbCTBO
He BBI3BIBACT MPOOGIIEM, €CITH 9THU 3a/IaUH PEIIAIOTCS YCIIENTHO W TIOMENIAIOTCS B OTIepa-
TrBHON mamMsaTi. Ho B cirydae c60s1 0IHOTO M3 PACTIONOKEHHBIX /lajiee Mo KOHBeiepy
npeobpasoBaHUil 3aTPaThl HA TIOBTOPHOE BBIUUCJIEHIE OHON-eIMHCTBEHHOU CEKITUH
MOTYT OKa3aThest OrpOMHBIMU. OCOOEHHO TTOJIE3HDI CO3ANIE KOHTPOJBHBIX TOYEK HJTH
COXpaHeHHUe BHe Ky4H, KOT/la HAKJIA[HBIE PACXO/IbI HA COOPKY Mycopa Wi HArpy3Ka
Ha TaMSITh BCEX Y3KUX MPeoOpa30oBaHuil, B3sSITIX BMECTE, IPEBBIIIAIOT BO3MOKHOCTH
uCTHoTHUTe el Kaactepa. Kak co3manie KOHTPOTBHBIX TOUYEK, TAK M COXPaHEHUE BHE
KYUH [TO3BOJISIIOT coXpaHuTh Habop RDD BHe mamsiTu ucrosHuTesteil Spark, ocrasiisist
cBOOOIHYO MaMSITh JIJIst TIPOBe/IeHUsT BhIurcaeHmit. KpoMe TOro, 9T0 eIMHCTBEHHBIE
CII0CcO0BI TIPEIOTBPAIIEHHSI TOBTOPHBIX BBIYUCIECHUN B CJTydae MOJHOTO OTKAa3a OHOTO
u3 paborankos Spark. roraa camo no cebe pazbuene AJTUHHOTO Tpada MPOUCXosKie-
HESI MOXKET 0OECIIeUNTD YCIENTHOE BBITIOJHEHNE 3a[aH s, TOCKOJIbKY pasMep KaxK/oii
U3 3aj1a4 Oy/IeT MEHbIIIE.

VY3kne mpeobpa3oBanust 0OBITHO BBITOMHSIIOTCS OBICTpee, yeM mupokre. QOQHAKO OT-
nebHble y3KUe TPeoOpa3oBaHs, HATTPUMeD TOCEKITNOHHOe 0OyUeHre MOIENN Ui
paboTa ¢ OueHb JJIHHHBIMU CTPOKAMIE, MOTYT ITOTPEe6GOBATH GOJIBIITIX BHIYUCTUTETbHBIX
sarpar. B 9Tux ciryyasgx moBTOpHOE Ucmob3oBanue Habopa RDD mocie «1oporocro-
SIIUX> BBIYUCIICHU € TIEJBI0 N36eKaTh BEPOSATHOTO TIOBTOPHOTO BHIYUCJIEHHSI CIIOCOOHO
MIOBBICUTD IPOU3BOIUTETIHHOCTD.

Kak onpenenntb, 4OCTAaTOYHO /I HU3KKU 3aTpaThl
Ha NMOBTOPHOE BblYUCIIEHNE

XOoTsI coXpaHeHUe B ONEPATUBHON MaMsSTH — OJIHA W3 BaAXKHEHIIUX BO3MOKHOCTEH
Spark, oo TpebyeT onpeeseHHBIX 3aTpar. B 4acTHOCTH, 3HAYUTETHHOTO MECTa JIJIst
XpaHEHWS JAHHBIX B OTIEPATUBHON MaMSTH, a TAKKE BDEMEHN HA CEPUATN3AIINIO U Jlece-
puasmsanuio. Kak Ml 06cyinm B iogpasziene «Pasjenenne mecrta BHYTPU UCIIOJNHUTE-
Jist» Ha ¢. 310, coxpaHeHue B IaMSTU U BBIIOJIHSIEMbIE B Hell BBIYICTIEHHS OCYIeCTBIISIOT-
¢ B JVM ucnosmaurens Spark. CiienoBartesibHO, COXpaHEHHbIE B OIIEPATUBHOM ITaMATH
JIaHHBIE MOTYT 3aHUMATh MECTO, KOTOPOE B MPOTUBHOM CJIyYae TPUTOIUIOCH Obl JJIst
JMQJIBHENIITNX BBIYUCTECHII, MU TIPUBOAUTH K TIOBBIIIEHUIO YACTOTHI OMUOOK TTaMSITH.
Kammumposanue ¢ HOMOIIBIO CTPYKTYP HaMATH g3biKa Java (Bce mpezgocTrasisgembie Spark
BapUMAHTHI, 32 UCKJIIOUEHNEM COXPAHEHIS BHE KYUl) 3HAYUTEbHO MOBBINIAET 3aTPATHI
Ha c60PKY Mycopa 110 CPABHEHUIO € TIOBTOPHBIM BBIYUCJICHUEM.

CoxpaHeHUIo Ha JAUCK WIH co3danuio konmpoiviuvix mouex (checkpointing, samuch
Habopa RDD Bo BHemuHoO0 (hailioByto cucremy) npucyiu Hegocratku MapReduce
BCJIE/ICTBUE BBICOKUX 3aTPAT HA ONlEePAIUK YTeHUs U 3armuch. [Ipu coxpaneHnnn Ha IUCK
WY CO3JAHNK KOHTPOJIbHOM ToukK A1 Habopa RDD He06X0AUMO yYUTHIBATD HE TOJIBKO
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JIMCKOBOE IIPOCTPAHCTBO Ha KJactepe, Tpedyemoe st 3armci RDD, HO 1 BBIYUCINTE -
Hble 3aTPaThl UCTIOJTHUTEIeH Spark Ha JIOTIOJTHUTEJIbHBIE ONepalluil AUCKOBOTO BBOJIA/
BbIBOJA. B GOJIBIIMHCTBE CIIy4aeB cO3AaHIe KOHTPOIbHON TOUKH 11 60IbIIoro Habo-
pa RDD npumensieTcs ¢ 1171610 CHU3UTh YaCTOTY OTKA30B B KJIacTepaxX ¢ MHTEHCUBHBIM
O6MeHOM I/IH(l)OpMaLII/Ief/'I, HO peAKO IMPUBOJUT K IMOBBINICHWIO ITPOU3BOAUTEIBHOCTH,
Jlaske ecai HaboP MPUXOAUTCS BLIYUCISTD IOBTOPHO, 110 IPUYMHE BHICOKUX 3aTpaT Ha
cO3/aHme TaKOW TOUKU.

Hal onbIT NOKa3bIBAET: HET HUYEro MpoLle, YeM HELOOUEHUTb TO, HAaCKOSIbKO
3aTpaTbl Ha XpaHeHue n yteHne RDD BenunKn MO OTHOLIEHUIO K MOBTOPHOMY
BbIYMCNEHNIO. Mbl TakXe 0B6Hapy>XWun, YTO ANns OTHOCUTENIbHO MPOCThLIX One-
paumin 3aTpaTbl Ha YTEHME MNpu 3arpyske Habopa RDD HaMHOro npeBbilaloT
OCTasbHble, NO3TOMY COXPAHEHWE MOJIE3HEE BCEro, KOraa MOXET NpefoTBpaTuTb
[OOMONHUTENBHYIO ONepaumio YTEHUSI UK B C/lydae HECKOSIbKUX UTEPaTUBHbIX
BbIYMCIEHUN.

Bouee Toro, pasbuenue rpada mpoucxoxaennd Habopa RDD mryreM IpuHy IUTEIbHOTO
WHUIIMUPOBAHUS BBIYMCJIEHUS € TIOMOIIBIO COXPAHEHUS WU CO3/IaHUA KOHTPOJIBHON
TOYKHM MPeA0TBpaliaeT obbenHeHre mpeobpa3oBaHmil ¢ Y3KUMU 3aBUCHMOCTSIMI
B efimiyio 3amavy. CeoBaTeIbHO, MBI TEPSIEM HEKOTOPDIE U3 Y3KUX TPe0OpPa3oBaHmii,
KOTOpbIE He ToJIydaeTcst 0ObeIHHUTD U BBIOJHUTH B OHOU 3anaue. Hampumep, Bbi-
TOJIHEHNE COXPAHEHUS UK CO3/JaHKe KOHTPOJIBHOM TOUKU MEXKLY IIaraMu map u filter
[IPUBEJIET K Pa3pbiBy KOHBeliepa /i COXpaHEeHUsI HeKOr/la IPOMEeKYTOUHDIX JaHHbBIX.
Benenersue atoro Spark Gyziet BIHY:KIEH BBITTOJTHUTD [BA MTPOXOJIA MO TAHHBIM BMECTO
OJIHOTO, TTOCKOJIBKY JIJIsT MaTepuanusanuy Habopa RDD mocste omepariin map He06X0-
JIIMO BBIUUCJHUTD IIpeobpazoBanue. PazbuBaTh rpad MPOUCXOKICHUS MEKILY Y3KIUMU
PeoOPA3OBAHNSMHE JKENATENBHO NI B CAMBIX HCKIIOIUTETBHBIX CTyUasIX.

[Tpeapiayiiye yKasaHus MPEACTABIAIOT COOON HEIJIOXHE d9BPUCTUYECKIE TIPABIIIA /IS
OTIPEJIEJIEHUST TOTO, TPUHECET JIW TIOBTOPHOE MCIIOJTh30BAHUE CYIIECTBEHHYIO BBITOILY.
B 1ieiom nosropHo npumMensaTh Habop RDD, a He BBIYUC/ISATD €ro 3aHOBO, UMEET CMbICII,
Korga o0beM BhIUMCIEHUH 0CTATOYHO BEJIUK OTHOCUTEIbHO KJlacTepa U OCTaBIIencs
yacru 3aganusa. Haunydmmii criocob onpesennTh, caeayeT Ju HOBTOPHO UCIOJIb30-
BaTh RDD, — 3amycTuts BbintoTHEHME 33/1aHUs. Ecyiu poriecc ujietT oueHb MeJIJIEHHO,
CTOUT B3IJIAHYTh, He IOMOKET JIM coxXpaHeHue Habopa RDD, mpeske ueM IbITaThCs
[epenucarh MPOrpaMmy, BeJlb COXPAHEHKE U CO3/aHie KOHTPOJIBHOM TOUKK CIIOCOOHO
CHH3UTD 3aTPaThl HA TOBTOPHOE BBHIUMCJICHUE JaHHBIX B CJIyUae OTKa3a UK BOOOIIE X
ycrparuth. [Ipu c6oe 3aganust n3-3a ouMOOK cOOPKHM MycOpa UM HEOCTATKA TAMSITH
CO3/IaHre KOHTPOJIbHOM TOYKY UJTU COXPaHeHNe BHE KYyYU MOKET II03BOJIUTDH 3aBEPIIUTD
3ajaHue, ocobeHHo Kora Kiaacrep sanrymieH. C Ipyroil CTOPOHBI, €CJIM BbI YiKe HC-
MOJIb3yeTe COXPaHEeHNe, IPUYEM B OIEPATUBHON MMAMSITH, TO UMEET CMbBICT 33/[yMaThCs
00 yIaJIeHUH BbI30Ba ONepalliy COXPaHEHMs WK TIepexojie Ha co3JaHne KOHTPOJIbHON
TOYKW WJIN COXPAHEHUE,/CO3/[aHe KOHTPOJbHOM TOUYKH BHE KyUH.
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MNpun TectTMpoBaHWM KoAa nepej ero BBOAOM B 3KCMyaTauMIO CTOUT napaMeTpu-
30BaTb YPOBEHb COXPAHEHMUS NEPEMEHHOMN, Yepe3 KOTOPYH MOXHO 6bI0 3asiaBaTb
YPOBEHb COXPaHEHMS! C MOMOLLbIO apryMeHTa KOMaHAHOW CTPOKM. JTa uaes uc-
nonb3yetcst B hyHKUMU U3 npumepa 5.24, coaepxallelt apryMeHT storagelevel
(3Ha4eHue koToporo MoxeT paBHATbLCS NONE).

Bvabl NOBTOPHOMO MCMOMb30BaHMS: K3LL, COXPaHEHUE,
KOHTPOJIbHAs TOYKa, NepeTacoBoYHble (aisibl

DpeiiMBopk Spark mpezocTaBisieT MHOKECTBO BAPMAHTOB coxpaHeHust Habopa RDD
B ciydae HeOOXOAUMOCTH €r0 MOBTOPHOTO MCIOJIb30BaHUS. BasKHO 4€TKO MOHUMATD,
B KaKWX CIyJasix cJelyeT MPUMEHSITh Te WU UHbIEe TUITBI cOXpaHeHus. EcTb Tpu 0CHOB-
HbIe ollepaliy, TpuroHble /st xpanenust RDD: kammnpoBanne, coxpaHeHue 1 co3/laHne
KOHTPOJIBHOH TOYKU. B 11es10M kamupoBanue (9KBUBAJEHT COXPAHEHUIO C IIOMOIIBIO
XPAHWUJINIIA B OTIEPATUBHOM TAMSITI) U COXpAaHeHre HanbosIee yI0OHD! IS CKITIOUEH ST
MOBTOPHOTO BBIYUCJEHUS B OJIHOM 3aianuu Spark wim st pasbuenus nabopos RDD
C JUIMHHBIMU rpadaMul TIPOUCXOKIAECHUS, TIOCKOJIBKY HaOOPhI BO BPEMsl BBIIIOJHEHMUSI
samanus Spark B atom ciydae xpausitest B ucnonuutessix. Cosanme KOHTPOJTbHBIX
TOUEK ya0OHEee NCTIOMB30BATE B MEJSIX MPEAOTBPAIIEHIS OTKA30B U OOJIBINNX 3aTPaT
Ha MOBTOPHbIE BBIYUCIIEHUST OJIaroiapsi COXPAHEHUIO TPOMEKYTOUHBIX PE3YJIbTaTOB.
[Momo6HO coXpaHeHUIo, CO3aHIe KOHTPOJBHBIX TOUEK TIOMOTAET UCKIIOYUTH HAKL00-
HOCTb B JINIITHUX BBIYMCJICHUSIX, MUHUMU3UPYS TAKUM 00Pa3oM CTOMMOCTh OTKa3a,
a TaKsKe T03BOJIAET N36EKATh MOBTOPHOTO BBIYUCJIEHHUS € TOMOIIbIO pasbuenust rpada
TIPOMCXOKICHMS.

CoxpaHeHune 1 K3WunpoBaHue

Coxpanenue (persisting) nabopa RDD osnauaer matepuausaiuio RDD (06buHO
IyTeM pa3MeNIeHUs eTO B ONMEPATUBHOM TTaMATH ) JIJIsi TOBTOPHOTO UCIIOJIb30BAHUS 60
epems mexyuyezo sadanus. Spark zamoMuHaeT rpad MPOUCXOKACHUS COXPAHEHHOTO
Habopa RDD u MoJKeT ero BEIYHCIUTH 32aHOBO BO BPEMsT padOTHI TEKYIIETO 3aJaHNs,
ecJIv OJ[HA U3 COXPAHEHHDBIX CeKIUU Oyaer yrpadeHa. [locjae OKOHUAHUS 3a/laHUsT
(ysKIIIS persist mpuHUMAaET Ha BXO/le apTYMEHT Storagelevel, yKa3bIBAIONINHT, KaKk
HeoOX0MMO coxpanuTh Habop. MpeiimBopk Spark 1peocTaBsieT HECKOJIBKO KOHCTAHT
JUIS1 pA3JIMYHbBIX YPOBHEH COXpaHEeHMs, KasK/IbIi U3 KOTOPBIX CO3/1aeTCs Ha OCHOBE IISATH
aTpubyToB xpaHeHust HabopoB RDD: useDisk, useMemory, useOfHeap, deserialized
u replication. [lapameTpsl /11 ypOBHS XpaHEHUS MOXKHO Y3HATDb, BBI3BAB JIJII HETO Me-
Tol toString. TTocesieHHast coxpanennio gfokymenTanus Spark (http://spark.apache.org/
docs/latest/rdd-programming-guide.html) BKJiouaeT BecbMa IMOJTHbBIN CITUCOK JOCTYITHBIX JIJIST
IIPUMEHEHNS BAPUAHTOB XpaHEHUSL.

TeMm He MeHee MBI CUMTAEM, YTO HE TIOMEIAeT TIPUBECTH 4y Th GOJbIe WHHOPMAIUH
0 KayK/IOM U3 IIITU CBOMCTB, OIIpe/Ie/ISIONINX BAPUAHTDI XPaHeHU . JTO II03BOJIUT JIyYllle
HOHUMATh, KAKOIl 113 BADUAHTOB CJIE/YET BHIOPATD.
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QO useDisk — 1pW yKazaHWUM JJAHHOTO CBOMCTBA CEKIINH, He ITOMellaoluecs: B orepa-
TUBHOU TTaMsITH, OY/IyT 3aUCHIBATHCS HA JUCK.

ITO CBONCTBO aKTUBU3UPYIOT cojiepskaiiue DISK (Hanmpumep, MEMORY_AND_DISK)
aaru mis yposust xpanenust. [lo ymoryanuio He IOMeIAIONINECS B OTIEPATUBHOI
MaMsITH CEKIIUU TIPOCTO BBITECHSIOTCS, U UX MPUXOAUTCS BBIYUCISATH TOBTOP-
HO IIPYM UCII0JIb30BaHUU coxpaHeHnHoro Habopa RDD (cm. noxpasgen «LRU-
KammpoBanues Ha c. 145). CiemoBaTesbHO, COXpaHEHHE HA AUCK TIO3BOJISIET TapaH-
TUPOBAHHO M306€KaTh TIOBTOPHOTO BBIYMCACHUS 9TUX JHOMOJTHUTETbHBIX OOJIBITIX
cexruit. OIHAKO YTEHHUE C MCKA MOKET MOTPe6OBATh 3HAYUTEIHHOTO BPEMEHH,
TaK YTO COXPAHSATH HA HETO UMEET CMBICJ TOJBKO B CJlydyae OTHOCUTENBHO BBICOKOI
CTOMMOCTH TTIOBTOPHOTO BBIYUCJICHUS.

PazpewmnTb 3anncb Ha ANCK MOXHO B Clyvae npeanonoxeHus, 4to Habop RDD
He NoMecTUTCS B onepaTuBHOM NamsTn. OAHaKo ecnn CTOMMOCTb MOBTOPHOIO
BbIUNCIIEHUSI CEKLIMIA HE CZINLLKOM BbiCOKa (OHO MpeacTaBnsieT coboi 06blYHbIE
0TObpaXkeHus, a He yMeHbLUeHWe pa3Mepa AaHHbIX), TO bbicTpee 6yaeT BMecTo
YTEHMS C ANCKA BbIYUCIIUTL HEKOTOPbIE CEKLIMM MOBTOPHO.

0O useMemory — TP YKasaHWUK 9TOr0 cBoiicTBa Habop RDD Gy/er coxpaHeH B orepa-
TUBHOW MaMSITH UJIU HEIIOCPEICTBEHHO 3aIIMCaH Ha JIUCK.

EnuncTBeHHDBIE yPOBHU XpaHEHM, B KOTOPBIX €ro 3HaueHue paBHO false, — DISK_
ONLY. BoJbiiiast yacth 00ecreynBaeMoro KalumpoBaHUEeM YCKOPeHHs paboThl Mpo-
UCXOUT 3a cueT XpaHeHus HabopoB RDD B onepaTuBHOM MaMATH, TaK U4TO €CJIH
rJIaBHas TPWYIHA 75T TOBTOPHOTO UCTIOIBb30BaHUSI — obecrederre GBICcTporo J0-
CTyTa JIUIS MOBTOPSIEMBIX BBIYMCICHII, TO MOKHO BBIOPATh MMEHHO TaKOW BapUAHT
XpaHeHUs, P KOTOPOM CEKIIUK XPAHATCA B orepaTuBHON maMaTu. OHAKO B psijie
CUTYyaIil IMeeT CMBICJI U coxpaHeHne HabopoB RDD ToJibKo Ha AuCKe, HAlIPUMeD,
€CJIN BBIYHCTIEHUS TPEOYIOT GOJIBIIIX 3aTPaT, YeM UYTEHHE ¢ JIOKATbHOTO AUCKA, UJIH
[IPY CJIUIIKOM MeJJIeHHOU paboTe ceTeBoil (hailnoBoii cucrteMbl (CKaxkeM, B CIyYae
HEKOTOPBIX OOBEKTHBIX XPAHUIIUTIT).

O useOfHeap — IIpH yKasaHUU 9TOro cBoiicTBa Habop RDD OyneTr XpaHuThCs BHE UC-
nosiHuTe st Spark Bo BHewHel cucteme, Hanpumep Tachyon.

ITO CBOICTBO aKTHBU3UPYETCS TTAPAMETPOM XpaHerust off_heap. OHO MOXKET OKa-
3aThCS YMECTHO, €CJIM HEXBATKA MTAMSITH MTPEJICTABIAET COOOM cephe3HyIo pobiemy
WJTM KJTacTep 3aIlyMJIeH U CEKIUM BBITECHSIIOTCS. MBI 06CYINM MTPENMYIIECTBa HC-
noJb3oBarust Tachyon B moapasuene «Alluxio (6biBurast Tachyon)» wa c. 144.

O deserialized — mpu ykazaHuu aToro cBoiictsa Habop RDD Oy/ier XpaHUTBCS B BUIE
JleCepUATTM30BaHHbBIX Java-00beKTOB.

Kak mb1 06¢cy M B oapaszesnie «Kryo» Ha c. 317, mpu atom Habopst RDD sanumaior
MEHbBIIe MeCTa, 0COOEHHO B CIydYae UCMOIb30BAHUs OBICTPOTO CePUATH3ATOPa, HO
JAHHOE coYeTaHue BIeUeT OIpe/iesIeHHble Nsep:KKu. Ceprnaansaniio akTHBU3UPYIOT
Te TTapaMeTPhl XpaHeHusI, Ha3BaH1e KOTOPbIX BKJoUaeT cyddukc _SER, HaIpuMep
MEMORY_ONLY_SER.
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Ecnu Habop RDD CAmMWKOM BENWK ANSt €r0 COXPaHEHWs! B OMEPATUBHOW NMaMsiTh,
TO NonpobyinTe CHayana cepuanvsoBaTb ero ¢ NoMoLlblo napameTpa MEMORY_
ONLY_SER. Mpwu 3TOM CKOpPOCTb AocTyrna k RDD He nocTpaaaeT, a HeobxoanMbii
ANs ero xpaHeHust 06beM NaMsTU COKPaTUTCS.

a r‘eplicat ion — IIpeacTaBJIsgA€eT coboii eJIo4YncJaeHHoe 3Hadyenue, 1mo3BoJIdioInee
YHPaBJIATHD KOJIMYECTBOM XPAHUMDBIX B KJIAaCTEPE KOTHT COXPAaHEHHBIX JaHHBIX.

[To yMO/IUaHUIO OHO PABHO 1; OJIHAKO 3aKAHYMBAIOIIUECS HA _2 MapaMeTphbl cepua-
Jan3anyu, HanpuMep DISK_ONLY_2, perMIupyIoT KaK/IyI0 CEKIIUIO 10 IBYM y3JIaM.
ITUM TapaMeTPOM MOKHO BOCTIOJB30BATHCS [T YCKOPEHs PAOOTH MEXAHI3Ma
oTkazoycroiurBocTr. OiHaKo He 3a6bIBaiiTe, UTO COXpAHEHVE ¢ PerUTKaIueii Tpebyer
BIBOE GOJIBIIIETO MECTa Ha JMCKe U BIIOJOBUHY 3aME/JISIET COXPAHEHIE O CPaB-
HEHUIO ¢ coXpaHeHueM 6e3 perinkary. Permkanust 00braHO TPEOYeTCst TOMBKO
B CJIyYae 3alryMJIEHHOTO KJIacTepa W TIJIOXOT0 COeIMHEHMUs], KOT/la BEPOSTHOCTD
OTKa30B CUJIbHO ToBbITaeTcst. OHa Takke MOXKET OKa3aThCs TOME3HOM, eCT Y Bac
HET BPEMEHU BBITTOJIHATD ITIOBTOPHDBIE BBIYMCJJAECHNA B CUTyallUN OTKa3a, CKaKeM, Ipnu
o6caysKBaHUN PabOTAONIEr0 OHJIANH BEO-TTPUITOKEHIS.

RDD-onepaumsi cache() skBvBaneHTHa onepauuy coxpaHeHus 6e3 3agatowero
YPOBEHb XpaHeHus1 aprymeHTa, To ecTb persist(). Kak cache(), Tak n persist()
COXpaHsitoT Habop RDD C ypoBHeEM XpaHeHus Mo ymondaHuio: MEMORY_ONLY,
3KBMBANEHTHbIM BbI30BYy Storagelevel(false, true, false, true). OH coxpaHsieT Ha-
60pbl B ONEpaTUBHOM NaMsTV B BUAE AeCepuanin3oBaHHbIX Java-06bekToB, He 3a-
MMCbIBasi AaHHbIE HA AWCK MPY BbITECHEHWUW CEKLIMM U HE PEnnMUMpys CEKLUM.

Co3faHne KOHTPOSIbHbIX TOYEK

[Tpu cosmanum KOHTPOILHBIX Touek HabGop RDD 3amuchiBaeTcst BO BHEITHIOO CHCTEMY
xpanenus, Hanpumep HDFS wau S3, u — B otiinune ot coxpanenust — Spark «3aGbiBaer»
rpad mpoucxosxkaeHust Habopa. [T0CKOJIbKY cO3/laHIe KOHTPOJLHBIX TOUYEK TPUBOUT
Kk 3armvicy Habopa RDD Bre Spark, a 3HaunT, iHUIHAIN BBIYUCTCHUST HAOOPA, TO BPeMst
JKU3HU WH(GOPMAINK 13 KOHTPOJIBHLIX TOUEK MTPEBOCXOAUT BPEMST JKU3HU OTAETHHOTO
npusioxkenus Spark. Coszzianue KOHTPOJIBHBIX TOUEK TPeOyeT GOJIbIIIe MeCTa BO BHEITHEM
XPAHUJTUITIE U BBITIOTHSETCS ME/ITICHHEE, YeM COXPAHEHVIE, H3-32 HEOOXOIMMOCTH COBEPIIATH
MOTEHIINATBHO IOPOrocTosIne oneparuu 3amuc. OIHAKO OHO He UCTIONB3YET TaMsITh
Spark u He BiiedeT MOBTOPHBIX BhIYUCIEHU B cirydae cbost paboTHIKa Spark.

PucyHok 5.2 1eMOHCTPUPYET pa3jindre MeKIY COXpPAaHEHUEM B OIEPATUBHON MaMSITH
U co3/lanreM KOHTPOJIbHBIX Touek st RDD. Coxpanenvie mpuBOAUT K pa3MelieHuio
cexkrnit RDD B onepatuBHOI mamsAT MM HA TUCKE B CJIOE KATUPOBAHUS UCTIOJHUTE-
Jieit. CosiaHe KOHTPOJIBHBIX TOUEK BJICUET 3alliCh BCEX CEKIMil B KaKyt0-JIu60 BHEIII-
HIOIO CHCTEMY.
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KawvpoBaHme 1 co3gaHne KOHTPOJIbHbIX TOYEK

Co3zpaHune
KOHTPOJbHBIX
TO4ekK

BHewHee
XpaHunuLe

BHewHee
XpaHuvLLe

Puc. 5.2. KawnposaHve no CpaBHEHUIO C CO34AHMEM KOHTPOSIbHbIX TOYeK

Jlydrie BCEro UCnosib30BaTh KANIMPOBAHKE, KOTJIA BO3MOKHOCTD OTKa3a 1 MOBTOPHOTO
BBIYKMCJIEHM 3HAUUT GOJIbIIE, YeM JOIOJTHUTEIbHOE MECTO BO BHEIIHEM XPaHUJIUILE.
Boobiite ToBOPSs1, MBI pEKOMEH/LyeM MTPUMEHSITh COXPaHEHKEe B CJIydae MeJIEHHOTO Bbl-
[OJIHEHMSI 3aJaHuli, a CO37aHNe KOHTPOJIbHBIX TOYEK — KOT/Ia OHU He BBIIIOJIHAIOTCS BO-
obuie uz-3a cb6oes. Ipu cboe saganus Spark ns-3a ouOOK HEXBATKY IIAMATH CO3AAHKIE
KOHTPOJIbHBIX TOUEK CHU3UT CTOMMOCTH OTKa3a U €ro BePOSATHOCTDL 0e3 mepepacxoa
IMaMATH Ha UCIIOJHUTENAX. Ecam e cO0H IIPOUCXOANUT BCIEACTBUE CETEBLIX OINOOK
WU UX BBITECHEHUS B 3allyMJEHHOM KJIacTepe, TO CO3JaHue KOHTPOJIbHBIX TOUEK
MOKET CHUBUTH BEPOSITHOCTD OTKa3a € MOMOIILIO pa3sOueHus JJIUTEJbHOTO 3alaHIs
Ha MeHbIIMe cerMeHThl. UTOOBI BBI3BATh METO]] checkpoint, CHauaa BBI3OBUTE METOJ
setCheckpointDir(directory: String) oObekTa SparkContext u mepenaiiTe B HETO
yTh, 10 KoTopoMy pacriosaractest HDFS, auist sarmicu mpoMesKyTOUHbBIX Pe3yJIbTaToB.
3arem B 3agannu Spark Beizosute MeTo checkpoint () st naGopa RDD.

MpuMep Co3aaHUSI KOHTPOJILHOW TOYKM

B npumepe 5.24 Mbl 3a/1a€M 110J1b30BaTEIbCKUE YPOBEHb XPAHEHUS U [TAPAMETPBI CO3-
JTAHWS KOHTPOJIBHOM TOUKM. JTa (GYHKIINS UCTIOIB3YETCs B IPUMepe co 3TaTOBIACKOH,
KOTOPBII MbI ONHUIIEM TIOAPOOHEE B mopaseie «3matoBaacka. Bepeust 4: cBepTKa 110
VHUKAJIBHBIX 3HAUEHWH 10 KaXKI01 ceKiuny Ha c. 193, u 3a/1eiicTByemM TaM 10Jib30Ba-
TeJTBCKUH yPOBEHD XPAaHEHNS 1 TTApaMeTPHI CO3IAHNSI KOHTPOIBHOI TOUKH. B 1aHHOM
cJTydae MBI BBITIOJTHSIEM HECKOJILKO BECHMA IOPOTOCTOSIINX TTPe0OPasOBaHUI: cHAYAIA
COPTUPOBKY, a 3aT€M JIB€ BECbMa OCHOBATEJIbHBIE TPOLELYPbI OTOOPAKEHUST CEKITHA.
[Tpu paboTe Ha 3aNTYMIEHHOM KJIACTEPE MPEATOUTUTENHHO CO3MATh KOHTPOJBLHYIO
TOUYKY B 9TOH (DYHKIIUU TTOCJE COPTUPOBKU. JHAUeHUE mapaMeTpa directory — Ka-
TaJIOT JJIs1 KOHTPOJIbHBIX ToYeK. 3HaueHne sorted — orcoprupoBanubiii Habop RDD
Tap «KJI0Y — 3HAYCHUE.
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Mpumep 5.24. CozgaHne KOHTPOIbHOM TOYKM

def findQuantilesWithCustomStorage(valPairs: RDD[((Double, Int), Long)],
colIndexList: List[Int], targetRanks: List[Long], storagelLevel: Storagelevel =
StoragelLevel .MEMORY_AND DISK, checkPoint : Boolean, directory : String = ""):
Map[Int, Iterable[Double]] = {

val n = colIndexList.last + 1

val sorted = valPairs.sortByKey()

if (storageLevel != StoragelLevel.NONE) {

sorted.persist(storagelLevel)

}

if (checkPoint) {
sorted.sparkContext.setCheckpointDir(directory)
sorted.checkpoint()

}

val partitionColumnsFreq = getColumnsFregPerPartition(sorted, n)
val ranksLocations = getRanksLocationsWithinEachPart(
targetRanks, partitionColumnsFreq, n)
val targetRanksValues = findTargetRanksIteratively(sorted, ranksLocations)
targetRanksValues.groupByKey().collectAsMap()

®peiiMmBopk Spark BKtOYaeT hyHKLMIO TOKaSIbHOro CO3A4aHNsi KOHTPOSIbHBIX TOYEK,
NPYBOASILLYIO K yCeueHuto rpada npovcxoxaeHns Habopa RDD 6e3 coxpaHeHus
B YCTOMYMBOE XpaHunuie. OHa He MoAXOAMUT ANs KacTepoB, B KOTOPbIX BO3-

\ MOXHbI OTKa3bl, BbITECHEHME WM AUHAMMYECKOE MOHMXKAKoWee BEPTUKaIbHOE
MacLUTabupoBaHue B TOT NEPUOZ BPEMEHU, KOTrAa MOTYT BbINOIHATLCS 0bpaLleHuns
K Habopy RDD.

Alluxio (bbiBwas Tachyon)

Tachyon — pacripenenernast crcreMa XpaHeHUsI JAHHBIX B OTIEPATUBHOI MTAMSITH, Pa3pa-
6oTanHast oTebHO OT Spark. OHa HCTOB3YeTCsT B KAYECTBE HAZICTPOMKI HAJl KAaKOH-THO0
cucremMoit xpanenusd, Hanpumep S3 i HDFS, 1 MoxeT IpuMeHSaThCS cCaMOCTOSTENTHHO
WJIM BMECTE C BHEITHel BhIYMCINTeIbHON T1atdopMoii, ckaskeM Spark mim MapReduce.
TMomo6HO dpeiimBopry Spark, Tachyon criocobHa pabGoTaTh B aBTOHOMHOM PEKUME KJla-
crepa nian sMecte ¢ Mesos mnu YARN. IIpouects Goubine 06 apxurekrype Tachyon
W MHTErpaIy ee co Spark MosKHO B TeMaTideckoil qokymenTarun (https://www.alluxio.org/).

Tachyon MokHO TPUMEHATH KaK BXOJAHON WUJIM BBIXOHOW UCTOYHUK JAHHBIX JUJIS IPH-
Joskennit Spark (xpanumbie B Tachyon maHHbre IPUTOIHBI 171 co3aanust Habopos RDD)
WM s coXpaHeHus BHe Kyuu (off_heap) Bo Bpems paboTsl npuioxenus Spark.
HNcemnompzosanue Tachyon ist coxpaneHust UMeeT HECKOTBKO TIPENMYTIecTB. Bo-TiepBbix,
OHO CHIKAET HAKJIJIHbIE PACXOJIbl Ha COOPKY MyCOpPa, TIOCKOJIbKY JTaHHbIE HE XPAHSTCSI
B Bujie Java-06beKToB. BO-BTOPBIX, HECKOIBKO MCIOJTHUTENEH MOTYT COBMECTHO 3a-
neiicrBoBath B Tachyon oguH u TOT jke BHEITHUIT IyJI TaMsITU. B-TPeThbUX, TIOCKOIbKY
JIaHHbIE XPAHATCS B OMEPAaTUBHOI TamMsiTh BHe Spark, oHu He Gy/yT yTpadeHsl B cryvae
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(harasbHBIX cO0EB OTAEIBHBIX UCIIOJHUTEIEH. DTO 0COOEHHO YA00HO IIPU HEOOXOAUMO-
CTH IIOBTOPHO KCII0/1b30BaTh Habop RDD B yc/I0BUSIX HeOCTaTKa OIIEPaTUBHOMN ITaMsTH
i ommboK cO0PKU Mycopa. ITO TaKkKe OMTUMAIBHBIN CII0CO0 MOBTOPHOTO MPUMEHE-
HUs 04eHb 0oabinoro Habopa RDD B HECKONBKUX HPUIOAKECHHUSIX.

Mo3numn paspaboTumkoB Tachyon 1 coobLiecTBa Nosib3oBaTesnell 0CO6EHHO CHslb-
Hbl B K1Tae, Tak YTo YacTb ee AOKYMEHTALMU MOXKET oKasaTbcs 6onee MosHol
Ha KUTANCKOM $I3bIKE, YEM Ha aHTJIMIACKOM.

LRU-K3WnpoBaHue

[TocJie TOro Kak coXpaHeHHbIE B OIIEPaTUBHOMN TaMsATH WK Ha Jucke Habopbl RDD cra-
HOBsATCs GoJiee He HYKHBI (/IS TOCJIE/IYIOIIEro UCTIOIb30BaHMS ajiee 10 KOHBelepy),
OHW HE YIATSIOTCS aBTOMATHIECKN M3 XPAaHUJIUIIA. BMeCTO 5TOTO OHU OCTATOTCS B T1a-
MSITH Ha BCEM TIPOTSUKEHUN KU3HU MPUJIOKEHUsT Spark 10 Tex 1op, moka jpaiiBepHast
mporpamMMa He BBI30BET (DYHKITHIO unpersist uin moTpeGHOCTH B TAMSITH /X PAHUIIUTIIE
He TIPUBEJYT K UX BBITECHEHNUTO. Spark pruMeHsieT KaInpoBaHue TUTIA <HAUO0Iee 0U6HO
ucnoavsosasuuecs» (least recently used, LRU) aiis onpezesieHus Toro, Kakue CeKIuu
HEOOXOIMMO BBITECHUTD, €CJIN B UCIOJTHUTENSX HAUHET 3aKaHUMBATHCS TAMSTh.

LRU-kammpoBate TpebyeT BLITECHEHNsT CTPYKTYPBI IAHHBIX, K KOTOPO MOCTEHII pa3
obpatasich Haubosee gaBHo. OHAKO B CHILY OTJIOKEHHOTO BBIYUCIEHUST MOJKET OKA3aTh-
CsI HETTPOCTO MPEJICKA3aTh, KAKUE CEKITUH OKaKYTCS BHITECHEHbI iepBbiMu. B 1iemom Spark
BBITECHSIET CaMble CTapble CEKITNH, CO3/ITAaHHbBIE NJIN UCTIOIB30BABIITNECS B CAMBIX PAaHHUX
3a/[aHKSAX WJIM HA CAMOM PaHHEM JTarie B Ipejiesiax KOHKPETHOro 3aganus (eM. Goee 1o-
JPOOHbIE MOSICHEHNS 10 TIOBO/LY YIIPABJICHHST TaMSITBIO U CEKIUI B Tiozipaszerie « Pasjesete
MecTa BHyTpu ucnosauTesist» Ha ¢. 310). LRU-kammpoBatye paboTaet o-pasHoMy JJIst pas-
JIMYHDBIX OIIMI coxpanenus. [Ipu oneparusax coxpaneHns ToJIbKO B OllepaTUBHON TaMATH,
HACTPOEHHBIX Ha uctosb3oBanne LRU-kanmposatust, Spark Gyier mOBTOPHO BBIYUCISITH
BBITECHEHHBIE CEKITUY MIPH KasKI0H HeOOX0AMMOCTH. B cityuae coxpaHeH st B OTlepaTUBHOI
mamaTtu 1 Ha qucke LRU-kammpoBanue mpuBeieT K 3a1MCH BBITECHEHHBIX CEKITMI Ha
qack. TTpu HeoGXOANMOCTH YIauTh coxpaneHHbIi Habop RDD u3 ornepatuBHON amsITH,
9TOOBI OCBOGOANTH MECTO, MOJKHO 3a/IefiCTBOBATH (DYHKITHIO unpersist.

IleperacoBounbie aiinbl. HezaBrcrmo oT BbI30BOB (hyHKIINIT persist u checkpoint,
(dpeiimBopk Spark Bce paBHO BO BpeMsI IIEPETACOBKH 3aITUCHIBACT Ha AMCK OIPEIeIeHHbIE
nannbie. DallyIbl HTUX JAHHBIX HA3BIBAIOTCS MEPETACOBOYHBIMU U OOBIYHO COJEPIKAT
BCE 3aIMCH 13 KaXK0H BXOIHOI CEKITMH, OTCOPTUPOBAHHBIE TIOIPOTPaMMOit 0TOOpa-
sketust. OOBIYHO TTepeTacoBOUYHbIE (hailyibl OCTAIOTCS B JIOKAJTBHBIX KaTaJorax paboumnx
y3JI0B Ha Bce BpeMsd Ku3HU npusoxenud. CienoBaTesabHo, IPU HOBTOPHOM UCIIOJIb-
30BaHUM ApailBepHOil porpammoii Habopa RDD, yike MOABEPTHYTOTO MEPETACOBKE,
dpeitmBopk Spark nosryyaer Bo3MOKHOCTD U36€KATh MOBTOPHOTO BBIYUCJIEHUS ITOTO
HabOpa BIIOTH JI0 COCTOSTHYS HA MOMEHT TIEPETACOBKU 32 CYET MPUMEHEHMS TTePeTa-
COBOYHBIX (pailIoB.
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B otmume oT ApyTUX TUTIOB KANTUPOBAHUS MBI HE MOKEM BBISICHUTD HAJUYHC TIepe-
TACOBOYHBIX (hailioB JJisi KOHKpeTHOro Habopa RDD, Hanpumep, He CyIIeCTBYeT
SKBHUBaJIeHTa KOMaH/bl isCheckPointed, KOTOpasd Bo3Bpalaer true, €Cau 11 JAHHOTO
Habopa RDD 6bla co3lana KOHTPOJIbHAS TOYKA. B 11e10M, 0lHAKO, epPeTacoOBOYHbBIE
(aiisrbl He OUMIAOTCS STBHBIM 00Pa3oM /10 MOMeHTa Bbixoga RDD us o6racti BUjmmo-
cru. Tem He MeHee B OIpe/ieJIeHIN TOTO, He GbLTH U o00HBIM 00Pa3OM TIPOTIY IIEHbI
Kakue-1u60 9Tarbl, MOJKET TIOMOYb TIOJB30BaTELCKIN BeO-mHTEepdeiic, Kak MOKa3aHo
Ha puc. 5.3.
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Puc. 5.3. 31an, NponyLueHHbI NPU YTEHUW NEPETacoBOYHbIX halinos

[IpousBoauTEILHOCTD IIPU TOBTOPHOM HCIIOIb30BAHUY [1€PETACOBOYHBIX (haiilyioB aHa-
JIOTHYHA TTPOU3BOAUTEIHHOCTH KIITHUPYEMOTO TOJIBKO Ha YPOBHE arcka Habopa RDD.

Pa3Mep nepeTacoBOYHbIX (aliNIoB MOXKET 6bITb OYEHb BEMWK, @ BO (hpeliMBopKe
Spark OTCYTCTBYeT ANst HUX SIBHOE YrpaB/ieHne K3WweM. A eC/in OCTaB/ISITb CCbUTKK

\ Ha Habopbl RDD ans nepeTacoBaHHbIX BbIXOAHbLIX AQHHbLIX, TO MOXHO MONy4uTb
OLIMBKM HEXBATKM MECTa Ha AMCKe, KOrJa Ha ApaiiBepe He BbIMosHseTcs cbopka
Mycopa.

OmubKy HEXBATKY MECTA Ha JIUCKE BO3SHUKAOT HEOKMIAHHO, HO B KJTacTepax ¢ HeGO0JIb-
muMu 06beMaMu IMCKOBOTO TIPOCTPAHCTBA CIIYYAIOTCs YANBUTEILHO YacTo. VX MoXKeT
BBI3BIBATD JJINTENBHO paboTarolias cpeia KOMaHAHOM 060JI0YKH, B KOTOPOIi He MIPOK3-
BoauTcs cbopka mycopa Habopos RDD, co3zaHHbIX B caMOil BepXHeil 06/1acTH BUIM-
MocTu. OpeiiMBOPK 3aIMCHIBAET BBIBOJL OIIEPAIMi TIePeTacOBKY B (hallJibl Ha AMCKaX
UCIIOJTHUTEJIEH B JIOKAIbHOM KaTasore Spark. 9t (hailsibl yaaasioTcest, TOTbKO KOrla
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na6op RDD noasepraercst cO0pke Mycopa, a 9To 1pu 60JbIIOM 00beMe BbIAeJIeHHON
JIpaiiBEpHOI TIpOrpaMMe OTIEePATUBHOM MaMsITH TPOUCXoAnT Hevacto. OHo u3 pete-
HUU — BPYYHYIO HHUIIMUPOBATH cOOPKY Mycopa (Iipu yciaoBuun, uto Habopsr RDD
BBINIUIN 32 TIpefiesibl obmacTu BuauMocTh). Eciim DAG 0Kka3biBaeTCst CAMIIKOM JITTHHHBIM,
TO CO3/[aHKe KOHTPOJIBHBIX TOUEK MOKET TOMOYb B 00eCIedeHI JOCTYTHOCTH HabOPOB
171t COOPKE Mycopa.

CoobpaxkeHns No NoBoAY 3allyM/IEHHbIX KAacTEPOB

3anryMIeHHbIe KIACTEPhl W KIACTEPHI ¢ GOMBITUMY 06bEMaMU HEMTPOTHO3UPYEMOTO
tpaduka — yHmameHTanbHast pobaema Spark. TTo yMOTUaHUIO OH HE COXPAHSIET
GOJIBIITYIO YACTh TPOMEKYTOUHBIX PE3YJIbTATOB (32 HCKIIOUEHNEM JTAIla TIEPETACOBKN).
CiiemoBaTesibHO, B cJlydyae BBITECHEHUS JAHHBIX (DPEUMBOPKY MPUIETCS TTOBTOPUTH
BBIYKCJIEHUST TEKYIIETO 3a/[aHUsT BILIOTD 10 MOMeHTa cOost. B 3a1ryMyIeHHOM KJiacTepe
C TIOCTOSTHHBIMU TIPEPLIBAHMSAMHU JUTHTETBHBIX 3a[aHUil 9TO TIPecTaBasieT cob0i He-
Mastyto mpobiemy. [ToMOUYb XOTh KAKOMY-TO BBITIOJTHEHWIO 3a[aHUNl MOKET CO3[aHue
KOHTPOJIbHBIX Touek. OHO pasbuBaer rpad mpoucxoxaenus Habopa RDD, a sauwr,
CHIZKAET CTOMMOCTD TOBTOPHOTO BBIUMCJICHUST IYIIUX Jajiee mpeobpasoBanmii. Kpome
TOTO, OHO TIPUBOJUT K COXPAHEHUIO BO BHEIIHEe XPAHUJIHIIE, TIOITOMY HEOKUIAHHbIE
OTKa3bl He BJIEKYT MOTEPHU AaHHbBIX. Ec/ii ¢c60M MPOUCXOMST PEryJIsSipHO, HO HE SIBJISIOTCS
(haTasbHBIMU, TO IMEET CMBICJI HACTPOUTD 3ajIaHIe TaK, YTOOBI BBIIIOJHSITH COXPAHEHUE
Ha HECKOJIBKO MAIIWH C TIOMOIIbIO, HATIPUMED, OTIINK XpaHeHus MEMORY_AND_DISK_2,
PEITUIUPYIOTIeil TanHble o AByM MariuHaM. CiieJloBaTeJbHO, He HY/KHO OYIeT BbI-
HOJIHATH OBTOPHOE BBIUMCIICHNE MTPU cOOSIX B OJIHOM U3 Y3J0B. ITO 0COOEHHO BasKHO
B CJIyYae O4€eHb JOPOTOCTOSIIUX MIMPOKUX MTPeoOpasoBaHmil.

ITo ymomuanuio B Spark npumensiercs napagurma FIFO (first in, first out — «iepsbiM
BOIIIEJ, TIEPBBIM BBITIET» ) [ITIsT OTIPEIETICHIS OUePEIHOCTU 3a/IaHU B crcTeMe. DTO 3Ha-
YUT, YTO ME€PBOE TOCTYIUBIIIEE 33J]AHNE CTAHET BBIMOJHIATHCS TOJTHOCTHIO, C IPUOPHU-
TETHBIM MCITOJIb30BAHUEM BCEX MMEIOITIXCST pecypcoB. OTHAKO eCJin JIJIST BBITIOJTHEHWS
3alaHust He TPeOYETCsT BECh KIIacTep, TO MOKET OBITH 3aiyiieHo cieaytoree. [lmanu-
poBanue 3aganuii Ha ocHoBe FIFO 1mo3BoJisieT rapaHTUPOBaTh, YTO TpeboBaTeIbHbIE
K JIOCTYITHOMY TTPOCTPAHCTBY 3a[aHUs OJIy4YaT Bce HeoOXoanmMbie M pecypcebl. Ho ecoin
3aIyCTUTD 3aJ]aHIe 32 HECKOJIBKO CEKYH/[ /10 MHOTOYaCOBOTO IIPOIIECCa, TO CTPATEr s
FIFO Bac cunbHO pasouapyer. @peiitMBopk Spark mpemocrapiisier HelMCKPUMITHALIM-
OHHBIN TJIAHUPOBIIKK, CO3MAHHBIN M0 00pasy W Mo0OUI0 HEANCKPUMUHATIMOHHOTO
mranuposirka Hadoop, mossosstioniit 60ree paBHOMEPHO PACTIPEIEIATh PECYPCHI
B KJIaCTEPax ¢ BBICOKMMHU 0ObeMaMul Tpaduka. HeanckpuMIHATIMOHHBIH TIAHUPOBIIHK
pacrpeziesisieT 3a/[a4u 3 Pa3IMYHBIX 3a[aHIUH 10 UCTIOTHUTEIISIM IIUKIMIECKUM 06pa3om
(TO ecTb BBIZIEJISIS TI0 HECKOJIbKY 3a/1a4 UCTIOJTHUTENISIM U3 KasK10To 3a1annst). [pn nc-
10JIb30BAHUY HEAUCKPUMHUHAIIMOHHOTO TJIAHUPOBIIINKA KOPOTKOE, MAJIEHbKOE 3a/[aHie
MOKeT ObITh 3aITYIIEHO 10 3aBePIIEHUsI PaHee 3aIlyIIIEHHOTO AJIUTEIBHOTO.

HeauckpuMuHAIIMOHHBIN IJIAHUPOBIIMK TaKKe MOJIepKuBaeT 00beAnHeHne 3a1aHuii
B TIYJIbI ¥ HA3HAYEHUE MTOCTEHUM PAa3JIUIHBIX TPUOPUTETOB (BECOB). 3aJaHUSM B ITyJIe
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BBIJIEJISIETCST OJJUHAKOBOE KOJTMYECTBO PECYPCOB, @ CAMUM ITyJIaM PECYPChI BBIJIESTIOTCS
B COOTBETCTBUU C UX BecaMu. I1yJibl — OTJIIMYHBII ClIOCOO rapaHTUPOBATh 3aBepIleHIe
HanboJ1ee BaKHBIX N OYeHb JOPOrOCTOSIMINX 3aganuil. Kpome Toro, SToT IIanupoBIIK
obeciieunBaeT paBHOMEPHOE PacIIpeiesieHIie PECYPCOB MOJIb30BaTEeISIM BHE 3aBUCUMOCTH
OT KOJIMYECTBA 3aIyIIeHHbIX MU 3ajianuil. [Ipountars 6oJiee moApOOHO O TPUMEHEHUN
u HaCTpOﬁKe HEJIUCKPUMUHAITMOHHOTO IJIAaHUPOBIIMKA MOKHO B JOKYMEHTAIIUU T10
mranupoBanuio 3aganuii Spark (https://spark.apache.org/docs/latest/job-scheduling.html).

B3anmopaencTeme ¢ HakonuTenamm

Baanmuoe BIMsIHUE KIIIMPOBAHMS U HAKOIUTEIEH MOKET CYIIECTBEHHO YCJIOKHUTh
paccyskIeHus 0 TIOBOAY HakomuTeseil. Kak Mbl yike yIOMUHAIH, TIPH HEOGXOAUMOCTH
HOBTOPHO BBIYKCIATH yacTh HabGopa RDD dpeiimBopk Spark criocobeH mpogoJkath
HapaIUBaTh HAKOTUTEb, IPUBO/S K IBOHNHOMY yUeTy 3HAYEHUN U3 BBIYMCJISIEMON
MOBTOPHO YacTH. boJsiee TOro, He BCe BBIYMCIEHUS OXBATHIBAIOT CEKI[UIO IIETUKOM.
Yro yAMBUTETHHO, KAIIUPOBAHKE HE MPEIOTBPAIIAET HI IBOMHOTO yyeTa, Hit TpobieM,
BO3HUKAIOIIIX N3-32 YACTUYHO BBIYMCIIIEMbIX CeKIHii. BeirescTBIe BEpOSTHOTO BhITEC-
HEHVSI 3aKAIMTMPOBAHHBIX CEKITUE ABOWHOM YU€T MOKET MPOU30UTH MPH COOE MAIITHHDI
C 3aKAMIMPOBAHHBIMU JAHHBIMU WJIM TPHU BBITECHEHUH CEKIMU (C TIETHIO0 0CBOOOAUTD
MECTO JIJIST CEKITHH, 3aKAIINPOBAHHOI 1mo3/1Hee). K cojkaneHuio, KarupoBaHue pu Uc-
MOJIb30BAHU Y HAKOTIUTENEH CTOCOOHO TIPUBECTH K TOMY, YTO 3a/IaHue, BPoJie Obl BHIYKC-
JIBIIEE MPABUIIBHOE 3HAUYEHME Ha HeGOMBIIOM (hparMeHTe TAHHBIX, BBIYUCISAET TIOTOM
HeMpaBUJIbHOE 3HAYEHIE HA OOTBITOM 0GbEME.

Pe3iome

Tenepp, Koria Mbl pasoOPAIKCh, KaK J0OUTHCA MAKCUMATBHON OT/aYK OT CTAHIAPTHBIX
npeobpasosannii Habopos RDD u coequmennii, IpUILIO BPeMs U3yUUTh BOIIPOCHIL,
CBSI3aHHBIE C CAMBIM BaKHBIM U CJIOSKHBIM TTIOJIMHOKECTBOM TPeoOpazoBatmii HabopoB —
oTIepallisIMU € TTapaMM <KJI04 — 3HayeHues. He Bce MeTO/bI, KOTOPbIE BbI U3YUHTE,
CJIe/lyeT UCTIOJIb30BATh BO BCeX mporpammax Spark, u psi mpuBeieHHBIX B 9TOU TJIaBe
TOTOBBIX PENIEHUI YMECTEH CKopee B CJIy4asixX, KOT/ia Onpeie/ieHHble MHCTPYMEHTBI TTO/1-
x0T ma0xo (eM. moppaszaen «Hakomurenn» na c. 130). ITpu pabore ¢ JaHHBIMK THIIA
«KJTIOY — 3HAYCHVE» TIPUMEHUMbI MHOTHE U3 METOJIOB U COOOPasKEHMIA JIJIs CTAHAPTHBIX
npeoGpazosanuii Habopos RDD: ecsiut mpeobpasoBatiie He 3aBUCUT OT KITI0YA, TO METObI
U3 JIAaHHOM [JIaBbI MOTYT OKA3aThCs elnle 60oJiee yMECTHBIMH.



PaboTa ¢ 4aHHbIMKX TMNA
«KHOY — 3HaYeHune»

Kak u 0601 XOpOUINi MHCTPYMEHT Pacipeie/IeHHbIX BEIUNCAeHUH, HpedMBOPK
Spark akTUBHO 3aj1€liCTBYeT MapajurMy map «KJIU — 3HAYEHUE» JJIsT OTPEIeTICHUST
U pacrapaJiie/IMBaHus Oneparyii, 0COOEHHO MIMPOKUX MPpeodpazoBaHuil, TPEOYIOIITX
repepacipeiesieHust oneparuii o MaruHaM. Bo3aMosKHOCTH pabOTHI ¢ JaHHBIMU THTIA
«KJII0Y — 3HAYEHUE», O3BOJISIONNE (hPEHMBOPKY JIETKO paciiapajiiejuTh padory,
OY€Hb TIOJIE3HBI KaK JIJIS MAPAJIJIeTbHOTO BBITIOJHEHUS OTIepaIiii IPYHITUPOBKH, TaK
n A pacipenesenmnsa 3almceil 10 MalluHaM — naeT i1 pedb O BBIYMCJIEHUN CBO/-
HBIX MTOKa3aTeJieil U CAUSHUN TO0JIh30BaTeIbCKUX 3anuceil. B Spark numeercs cBoit
KJlacc PairRDDFunctions ¢ omeparusiMu it Habopos RDD u xoprexeit. locTyr-
HBII GJslaroapst HeSTBHOMY TIPE0OPA30BAHUIO TUIIOB, 9TOT KJIACC COAEPKUT OOBIIYIO
YacTh METOJIOB JIJISI COEIMHEHUN U TI0JIb30BaTEIbCKUX CBOJHBIX MOKa3aTesei. Knacc
OrderedRDDFunctions BKJIIOUYAeT METO/IBI /7T COPTUPOBKU. ETO MOXKHO TPUMEHSTH JIJIs1
na6opos RDD kopreskeii, B KOTOPbIX JJIs IIEPBOIO djieMenTa (K/o4a) 3ajaHa HesiBHas
YIOPSIZIOYEHHOCTb.

AHanornyHble onepawum MOXHO BbIMONHATL Hag Habopamu Dataset, kak o6cyxaa-
nocb B noapasaene «pynnupytowme onepauun ¢ obbektamm Dataset» Ha c. 86.

HecMmotpst Ha y106¢TBO, Olepaiiuy ¢ JaHHBIMU TUIIA «KJII0Y — 3HAUEHUE» COCOOHBI
HOPOUTH MHOXKECTBO MPOOJIEM ¢ TIPOU3BOAUTEIbHOCTLIO. Ha moBepky Hanbosee 10-
porocrosiiue orneparnuu GppeiMBopKa Spark oTIMYHO BIUCHIBAIOTCS B TIAPAJAUTMY Hap
«KJTI0Y — 3HaueHues. Tak MPOUCXOIUT MOTOMY, YTO CaMble ITUPOKUE TIPe0OPa3OBAHMS —
3TO MPeobPa3OBaHMs JAHHBIX TUIIA «KJIOY — 3HAYCHUE», /7SI XOPOTIEH TIPOU3BONTEb-
HOCTH GOJIBIITMHCTBA U3 KOTOPBIX TPEOYIOTCS I0CTATOYHO TOHKAsK HACTPOIKA U aKKypar-
HOCTh. IMeHHO M0106HBIM BOITPOCAM MTPOU3BOAUTEIBHOCTH Oy/IeT MOCBSIIEHA JaHHAsT
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riaBa. Mbl najieeMcs He TOJIBKO IIPEJOCTaBUTh BaM CIIPAaBOYHUK 110 UCII0JIb30BaHUIO
(bynxmmit kraccoB PairRDDFunctions u OrderedRDDFunctions, HO U HA OCHOBE BBIBO-
JIOB U3 TJ1aB 2 1 5 CO3/1aTh JIOCKOHAIBHOE PYKOBOJCTBO 110 BBIYNCJIEHUIO (DPEHMBOPKOM
Spark mpoknx mpeodpazoBanmii, a TakKe TEPETPOEKTHPOBAHUIO JJOTUKH TPOTPAMMBI
B T[JISTX IOCTUKEHNST MAKCUMATBHON TIPOM3BOUTENLHOCTH 337144, TPEOYIONNX yIopsi-
JIOYEHHOCTH JaHHbBIX.

B wactHOCTH, OnIepanyy Haji JAHHBIMU THIIA <KJI0Y — 3HAYEHNE> MOTYT BBI3BIBATH TAKIE
POOJIEMBI:

Q omubKKM HeXBATKHU MAMSTH B ApaiiBepe;
O omwuOKKM HEXBATKU MAMSTH HA y3JaX UCIOTHUTEEH;
Q c6ou P MepeTacoBKe;

O <«OTcCcTaBaHUe 3a7a4» UJIn 0c0OeHHO MeJIJIEHHO€E BBIYMCJIEHNE OT/IEeJIbHbBIX CEKIINIA.

[Tepsas mpobieMa 06BIYHO BBI3BIBAETCST ACHCTBUAME. MbI 00CY/IIM BOTTPOCHI TPOU3BO/IH-
TEJILHOCTH, CBA3AHHBIE C JICHCTBUSAMU HAJl IAHHBIMY TUTIA <KJII0Y — 3HAYEHHUE», B [I0/IPas-
nese «JleiictBus Haj napaMu “Kiiiod — 3HadeHne”» Ha . 156. OcranbHble TPy IIPOGJIeMbI
C TTPOU3BOIUTEIBHOCTHIO Yallle BCETO BO3HUKAIOT M3-3a TIEPETACOBOK TP BBITIOJHEHUT
MUPOKKUX peodpa3oBaHuil B Kiaccax PairRDDFunctions u OrderedRDDFunctions.
B 27T0i1 ry1aBe MBI COCPEOTOYMMCS HA JIBYX OCHOBHBIX METOMKAX PENIEHUS CBI3aHHDIX
C TIEPETACOBKAMH TTPOOIEM TTPON3BOUTETHHOCTH, KOTOPHIE HA30BEM «TIEPETACOBBIBATH
peke» U «IePETACOBBIBATD JIYUIIIE».

Q Ilepemacosvieamo pesice. Mbl onuiiieM METOANKI MUHUMU3AIINH KOJIMYECTBA Tepe-
TACOBOK, HEOOXOIMMOTO JIJIST CJIOKHOTO BhruncaeHust. OIUH U3 croco60B MITHUMU-
3UPOBATh KOJUYECTBO MEPETACOBOK B TPEOYIOIIEM HECKOJIBKUX MPeodpasoBaHUI
BBIYUCIIEHIN — COXPAHSTH CEKIMOHUPOBAHHUE TTPU Y3KUX MPeoOPazoBaHusaX (4TOOb!
u36eKaTh MepeTacoBKY JAHHBIX; CM. Tofipaszien «Coxpanenne WHHOPMAIIN O CEK-
LHUOHUPOBAHUU OT IpeobpasoBaHus K ipeobdpasoBanmio» Ha ¢. 170). B HeKoTOpbIX
CIIy4asix MOKHO HCIHOJIb30BAaTh OJMH M TOT Ke 00beKT Partitioner as cepun
MIUPOKKX TPeodpasoBaHuii. ITO 0COGEHHO TOIE3HO B CUTYAIUAX, TPEOYIOIUX 13-
6esKaTh MepeTacoBOK BO BPEMs COEJIMHEHUN W CHU3UTDH KOJIMYECTBO MEPETacOBOK,
HEOOXOAMMBIX JIJIsi BBIYMCJIEHUS CePUM MUPOKUX npeobpasoBanuii (cM. moj-
pasaensl «CoBMecTHast TPyNMUpoBKay Ha ¢. 165 n «Vcmonb3oBaHme COBMECTHO
PACIIONIOKEHHBIX U CEKITMOHUPOBaHHBIX Ha6opoB RDD» Ha ¢. 171). MbI Takke
0bCyInM MPUMEHEHE TT0JIb30BaTEbCKUX 0OBEKTOB Partitioner (CcM. Togpasie
«IToab3oBaTenbCcKoe CeKIMOHUPOBaHe» Ha ¢. 169) B nensax nanbosee apdexTs-
HOTO pacIpeiesIeHUsT IAHHBIX JIJISI TOCJIe/IyOTIUX BRIYUCIEHNH, PABHO KaK W CITyCKa
pabOThI TI0 BBIYUCIECHUSIM HA TATT TIEPETACOBKY JIJIsI IOBBIIEHUST TIPOU3BOIUTENb-
HOCTH CJIOXKHBIX BBIYMCJIEHUN (CM. pasnes « Bropuduble cOpTUPOBKY 1 GYHKITUSI
repartitionAndSortWithinPartitions» Ha c. 176).
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Q Iepemacosvieamo ayyute. VIHOTA BBHITIOJTHUTD BLIYUCAEHUS €3 TEPETACOBKU He-
BOo3MOxkHO. OHAKO He BCe MUPOKKE MPeodPasoBaHus U MEPETaCOBKYU TPEOYIOT
OJIMHAKOBBIX BBIYUCIUTEBHBIX 3aTPAT U OJAMHAKOBO MOABEPKEHBI OlnOKaM. MOKHO
IPEIOTBPATHTH ONMMMOKY HEXBATKY MAMSITH B HCTIOJHUTEISIX 1 YCKOPHUTD BBITTOJTHEHUE
HMIUPOKUX TIPeoOPasoBaHmil, B 0COOEHHOCTH TIPY arperupoBanuu. JIJist 9T0ro HysKHO
VICIIOJIb30BAaTh TaKue MINPOKIe Hp606paSOBaHI/IH, Kak reduceByKey 11 aggregateByKey,
He TpeOYIoIIIe 3arPy3KHU BCeX 3alucell /IS KJII0Ua B OMIEPATUBHYIO TTAMSITDh U CIIOCO0-
HbIE BBIIOJHUTH CBEPTKY MpU oToOpaskeHuu (cM. paszen «Uem Tak onacHa (hyHKIms
groupByKey» Ha c. 157 u iogpasuen «IIpegorspalietnne omnboK HEXBATKH TTaMSITH
TIPY OTePaIusIX arpernpoBanmsi» Ha ¢. 164). Hakonerr, mepetacoBka JaHHBIX ¢ PABHO-
MEPHBIM PacIpe/leIeHUEeM 3aMuceil o KIYaM, IIPUYeM cogepKammux 60Jbiioe
KOJIMYECTBO PA3JINYHBIX KJIFOUEH, TIPeI0TBPAIaeT OMMOKH HeXBaTKK MaMsTH B UC-
MTOJTHUTENSAX U «OTCTaBaHue 3a7au» (CM. paszies «BoisgBienne oTCTaONMX 337129
1 HecOaJIaHCUPOBAHHBIX JaHHBIX» Ha ¢. 191).

MpuMep co 3naToBNacKkom

B aroii riaBe Mbl GyIeM HEOJIHOKPATHO 0OPAIAThCs K IPOEKTY, Hall KOTOPBIM pabo-
TaJan aBTOPbI KHUT'U, Tpe6yIOH_[€My BbIYMCJIEHUA TTPOU3BOJIbHBIX PAHTOBBIX CTATUCTHUK
B MHOTOMEPHBIX ¥ KPYIIHOMACINTAGHBIX JaHHbIX, — OH HOCIYKUT 00PasLoM CIOKHDIX
peodpPasoBaHMil JAHHBIX THIIA <KJIIOU — 3HAYEHUE>.

Y KJIMeHTa, KOTOPOTO MBI HA30BEeM 3JIATOBJIACKOMH, MMEIOTCS JaHHbBIE, OTPAKAIOTIIE
TBICSTYM PA3JIUIHBIX TTOKa3aTesel It COTEH MUJIHOHOB MaHI. Ee TaHHbIe BBITJISIST
pubJIN3UTENHHO TaK, KaK II0Ka3aHo B TalJL. 6.1,

Ta6nuua 6.1. MNpumMep AaHHbIX 31aTOBAACKU

Umsa nangbl Cyacrtbe MpusaTHOCTbL Oo6poTa JlackoBOCTb
ITanzga-mama 15,0 0,25 2467,0 0,0
ITanpa-namna 2,0 1000 35,4 0,0
ITanga-cera 10,0 2,0 50,0 0,0
Wrpynieynas manja naH/pi-CbiHA 3,0 8,5 0,2 98,0

ATpuOyTbI BCex TaH/I IPEACTaBICHbI B BUIE Ynces ThIa double.

3smaToBacka Xo4eT, YToObl Mbl pa3paboTaiu MPUIOKEHHE, B KOTOPOE MOKHO OBIIO OB
BBECTHU TIPOU3BOJIBHBIN CIIUCOK MEJBIX YHCE nl. . .nk U TOJIYYUTh B KAUYECTBE PE3YJib-
Tarta n-l 1o PaHTy 9JIeMEHT Kask0To 13 cTo01m0B. Hampumep, ecin 31aTOBIACKA BBOIUT
8, 1000 1 20 000 000, To HaIlta GyHKIN 1o/pkHA BepHyThb 8, 1000 1 20 000 000-10 110 panTy
MAH/y /75T Kask/I0TO U3 CTOJIONOB aTPUOYTOB.
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Jluis myumocTpaly 5Toro oOpasiia oIy CTHM, 4TO 3JIaTOBJIACKA XOUeT HallTh 2-ii 1 4-ii sJie-
MeHTBI 13 Tabut. 6.1. Hara (yHKIMs I0JKHa BO3BpaIaTh HEUTO HaroMuHaroree tabut. 6.2.

Ta6nuua 6.2. MNpumep pesynbTaTta 31aToBNaCKK

HasBaHue cron6ua MHpekc ctonbua PaHroBble CTaTUCTUKMN
Cuyactbe 1 List(3.0, 15.0)
[TpusitHOCTD 2 List(2.0, 1000.0)
Jlobpora 3 List(35.4, 2467.0)
JlackoBocThb 4 List(0.0, 98.0)

MpbI HazBaIM HANIETO KJAMEHTa 3/1aTOBIACKOI IIOTOMY, 4TO OHa O4eHb TpeboBaTeabHa
u ee oM (TO ecTb ee Kaactep) OUTKOM HaOUT MeABeAsAMM ' (APYTMMU KJUEHTAMME).
B nannom ciayuae 31aToBIACKy €Ba JIM yCTPOAT NPUOIM3UTEIbHbIE TPAHMIIbI KBAH-
Tuell, ona nmorpebyer, 4yToObI Pe3yabTaThl Hameld (PyHKIUU ObLIN 3HAYECHUSIMU U3
nepBoHavyaabHOro Habopa ganHbix. ClieoBaTeIbHO, 3a4a4a 110 CBOEH CyTH BHIYNC/II-
TEJbHO CJI0KHA, TAK KaK TPeOYEeT COPTUPOBKHU OIIpee/leHHbIM 00pa3oM BeeX 3HadeHuit
B KaKJIOM U3 CTOJIOIIOB.

ITocKOJIbKY JaHHBIE HOCAT CTOJIOIOBBIN XapaKTep, TO MOXKHO MOTBITATHCS] PENTUTh
3agauy ¢ momoipio Spark SQL. OHAKO B €ro paHHUX Bepcusix He ObLIIO HUKAKOMU MOJI-
JIEPKKU PAHTOBBIX CTATUCTHUK. [[JIsT perennst 3aaqu MOKHO MONpoOdoBaTh HATUCATD
UDF/UDAF, Ho Takoii BApUaHT OKaKeTCsl BECbMa FPOMO3/IKUM, TIOCKOJIbKY CIleHAPUI
MIPUMEHEHUS HEeMPOCT U MOCTPOYHbIE BBIYUCIEHUS HEBO3MOKHBI. CiieoBaTesbHO, pe-
IIeHWe TOJKHO Ucob3oBaTh Spark Core?,

3naTtoBnacka. Bepcusa 0: utepatmMsHoe pelleHne

TTepBoe mpUXOAIIEE B TOJIOBY PEIICHNE 3TOH 3a/1a4i: IIUKJI 110 BCEM CTOJIONAM ¢ 0TOOpa-
JKEHUEM KayK/IO# CTPOKU B OT/IEIbHOE 3HAUEHIE, TPUMEHEHUEM K KayKIOMY U3 CTOJIOIOB
dbyHKIMI sortBy U zipWithIndex dpeiiMBopka Spark u ¢pumbTpanuu HHIEKCOB, COOT-
BETCTBYIONIHMX TPEOYEMbIM PAHTOBBIM CTATHCTHKAM.

1 Peun uzer o reporne anrimiickoii ckasku Goldilocks and the three bears («3marosnacka u Tpu
MeaBens» ). — [pumeu. peo.

2 Kax MBI HajieeMcsl IPOIEMOHCTPUPOBATD B ATOI TJIaBe, akKe B CIydasiX, KOT/[a TOTOBBIE IS
UCIOJB30BaHMsl peneHust u3 nakera Spark SQL moaxoaaT st KOHKPETHOTO CIleHapws,
npenocraBisieMbie Spark Core BO3MOKHOCTH KOHTPOJIS 3a4aCTYIO MO3BOJISIIOT CO3/aTh ISk
Hero Jiydliiee pernierne. VIToroBoe perienre, onucanioe B JaHHOI ri1aBe, 6e3ycI0BHO, CII0co0-
HO BBITIOJIHSTH BECHMA U3SIIIHBIE CBEPTKH, YTO JIEJIAeT €ro OoJiee OBICTPLIM, YeM Jlake OYeHb
XOPOILO PeaIM30BaHHbIe PAHTOBble cTatucThkY 13 Spark SQL.
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[N NpocToTbl NPeAnonoXuUM: CTONBLOBbIE AaHHbIE YNTAOTCS M3 YCTOMUMBOIO
XpaHunuwa, ckaxem Habopa DataFrame; cTpoku Bce cchopMMpOBaHbl KOPPEKTHO
W CTPOKOBBIN CTONBeL C UMeHaMM NaHg 6bin yaaneH. COOTBETCTBEHHO, HaLa (yHK-
uMsa NpuHMMaeT Ha Bxoge Habop DataFrame Bcex cton6uos uncen Tuna double
(oTpaxaroLwmx AaHHbIE O MaHAAX) U CMMCOK ASIMHHBIX LiefbIX YMCes, OTpaxatoLLmx
MECTONMOIOXEHNE UCKOMBIX 3/IEMEHTOB B KaXZI0M cTonbLe, AonyctuM 1-i4, 1000-.
®YHKUMS AOSMDKHA BO3BPALLATh aCCOLMATMBHBIN MacCMB COOTBETCTBUIN MHAEKCOB
CTON6UOB CNUCKY PaHroBbIX CTAaTUCTMK M3 3TOro cronbua.

[Ipumep 6.1 npeacrasisger co6O peannsaliio IepBOro PelleHns 3a1a9y 3IaTOBIACKH,
B KOTOPOM MBI ITPOXO/IMM B ITHKJIE TI0 BCEM CTOJIOIAM U COPTUPYEM KasK/Iblil U3 HUX C [10-
MOIIBIO paciipeieIeHHON copTUpoBKU (ppeiimBopka Spark.

Mpumep 6.1. 3natosnacka. Bepcus 0: utepatMBHoe pelleHne

def findRankStatistics(
dataFrame: DataFrame,
ranks: List[Long]): Map[Int, Iterable[Double]] = {
require(ranks.forall(_ > 0))
val numberOfColumns = dataFrame.schema.length
var i = 0
var result = Map[Int, Iterable[Double]]()

while(i < numberOfColumns){
val col = dataFrame.rdd.map(row => row.getDouble(i))
val sortedCol : RDD[(Double, Long)] = col.sortBy(v => v).zipWithIndex()
val ranksOnly = sortedCol.filter{
// PaHroBble CTaTUCTUKKU MPOUHAEKCUPOBaAHbI C 1;
// Hanpumep, nepBbli dn1eMeHT — ©
case (colvalue, index) => ranks.contains(index + 1)
}.keys
val list = ranksOnly.collect()
result += (i -> list)
i+=1
}

result

}

ITo pemenne paboTaeT U ABISIETCS OTHOCUTENbBHO OTKA30yCTONYMBBIM, HO OYEHb
MeJIJIEHHBIM, IOCKOJIbKY HeOOXOAUMA UTePATUBHAS COPTUPOBKA JAHHBIX M0 KakKIOMY
cronbity. [Ipyrumu caosamu, ipu 8000 cTos61108 oranobmmocs 661 8000 copTHPOBOK.

KaxoBbI ke Jryuliie BapuaHThl PEIeHus ?

[TockobKY /17151 KasKIOH 13 COPTUPOBOK He Hy KHA MH(MOPMAIIHS O IPYTUX COPTUPOBKAX,
WHTYUTUBHO TIOHSTHO, YTO MOKHO PacHapalJIeJIuTh 9TO BBIYUCIEHUE, B3SIB 32 €IUHU-
1y HapaJiiensMa OTAeabHbII cTonber. MoXKHO IIpeCcTaBUTh JaHHbIE B BUAE OAHOIO
JUTMHHOTO CITMCKA T1ap «KJII0U — 3HAYeHMe», B KOTOPBIX KJIIOUHU TIPECTABIISAIOT MHIEKCHI
ctos16110B. TTocJte 3TOTO BHIUUCIEHUE TIPOU3BOIUTCS TIAPAJIIETBHO 10 KITHIOUaM.
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Orob6pasum gannbie 13 Tabj. 6.1 B BUje CeAyOIero CIucKa map <Kiody — 3HaueHne»:

(KN4, 3Ha4yeHue)

(1,
(2,
(3,
(4,
(1,
(2,
(3,
(4,
(1,
(2,
(3,
(41
(1,
(2,
(3,
(4,

15.0)
9.25)
2467.0)
0.0)
2.0)
1000.0)
35.4)
0.0)
10.0)
2.0)
50.0)
0.9)
3.0)
8.5)
0.2)
98.0)

Ecau mpounTaTh HaIIU JaHHbIE B BUIE Ha60pa DataFrame, TO MOKHO BBIIIOJIHUTDH 3TO
orobpazkeHue ¢ MOMOIIBIO IIPOCTON PYHKIMU, HOKa3aHHOI B ipumepe 6.2.

MpumMep 6.2. 3natoBnacka. Bepcus 1: otobpaxkeHne no napam (MHAeKC ctonbua, 3HaveHne)

def mapToKeyValuePairs(dataFrame: DataFrame): RDD[(Int, Double)] = {
val rowLength = dataFrame.schema.length
dataFrame.rdd.flatMap(

row => Range(@, rowLength).map(i => (i, row.getDouble(i)))

)
}

Onepauus flatMap dpelimBopka Spark uMuTupyeT noeaeHue onepauuu flatMap,
onpeaeneHHoON ANns UTEPATOPOB U KOMNEKUMI s3blka Scala. Onepauus flatMap —
WCKITIOYMTENBHO YHMBEPCanbHOe y3koe npeobpasoBaHue, CcrnocobHoe, oaHaKo,
BbI3BaTb 3aTPyAHEHUS Y TEX, KTO NJIOX0 3HAKOM C 53bIkoM Scala. OHa no3sonser
3a4aTb OTOBpaXkeHMe BCeX 3amnuceit B KOMMEKLMWN 3MIEMEHTOB C NOC/IEAYOLWNM
06beAMHEHNEM MOJTYYMBLUMXCS KOJINIEKUMIA. B laHHOM cnydae 3agaeTtcs oTobpa-
»eHune obbekTa Row Spark SQL B nocnefoBaTebHOCTb 3/1IEMEHTOB, @ UMEHHO MNap
(MHAekc cTonbua, 3HaveHne). B ntorosoM Habope RDD 6yaeT 6onblue 3anuceit,
yeM B MpeablayLleM; Kaxaas 3anvck byaeT cocTtosTb M3 nap (MHAeKC cTonbua,
3HayeHune). Onepaums flatMap, Boobue roeops, He TpebyeT yBenuueHns obiue-
ro KOSMYecTBa 3anuceil. Ha caMoM fene oHa MOXET BbiTb 0COBEHHO MOse3Ha
MMEHHO MOTOMY, YTO, B OT/IMYME OT Onepauuy map, No3BONSET BO3BpallaTb
nycTble KONEeKUMN Ansl HEKOTOPbIX 3nemMeHToB. CnefoBaTesibHO, 3Ta onepaums
npuMeHnMa ans dunbTpauum n npeobpa3oBaHUs 31EMEHTOB 3@ OAUH NMPOXOA.
[pyruMu cnoBamu, BeINOSTHEHWE onepauuii map w filter Hag onHUM Habopom RDD
BCEraa MoXHo o6beaMHUTb B oavH Lwar flatMap.
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[Tocsie uCTIONb30BaHKUS JAHHON (QYHKIINU MOKHO pacriapajieJTuTh BEIYUCAEHUE 10
MHzieKcaM cTosI010B (B JaHHOM CJIydae MHAEKChI CTOJIOI0B — KI04n 3ammceil). 3agaya
3maToBracku, ecau ee chopMyInpoBaTh MOAO0OHBIM 06PA30M, CTAHOBUTCS 3a1a4eli map
«KJTIOY — 3HAYEHWE», & UMEHHO: paspadomam QyHKyuio, Komopas npunumaia oot na
6x00e natop RDD nap uenvix wucer/uucer muna double u cnucox onunnvix uenoix, ni... nk
U 6036PAULANA ACCOUUAMUBHDIL MACCUE, CO0ePICAULUTI OMOOpaNCcenUe KAI0Uel 6 CNUCOK
k uucen muna double, npedcmasnsouux coboit ni-i, n2-il... nk-ii snemenmol s 9M020
unoexca cmonbya (kmoua,).

Kak ncnonb3oBaTb knaccbl PairRDDFunctions
n OrderedRDDFunctions

Ecou o1 yoke naBrO paGoTaete ¢ hpeitMmBoproM Spark, To HaBepHsiKa 3HAKOMBI € KJIacca-
MU PairRDDFunctions 1 OrderedRDDFunctions. Tem He MeHee MbI BKpPATIle PaCCKaXKeM,
Kak ux 3ajieiicTBoBarh. Eciv ske 511 (hyHKIIMK BaM HE 3HAKOMBI, TO riaBa 4 «Pabora
¢ mapamu “KJro4 — 3Hayenue”s Haueil KHuru Learning Spark copep:Kut oueHb Xopoiiee
ux ommcanue. Kimacc RDD ¢peiimBopka Spark npumensiet HesiBHBIe (DYHKIIUU TTpe-
obpasoBanuii TUIOB s13biKa Scala, Tak uTo (hyHKIMU Kiaacca PairRDDFunctions OyayT
JNOCTYIHBI 1t iio6oro Habopa RDD tuna (K,V)'. B ciyuae kiacca PairRDDFunctions
TUNBL K 1 V MOTYT OBITh JIIO6bIMI/I, HO J1d Kjaacca OrderedRDDFunctions ((byHKLII/H/I
sortByKey, repartitionAndSortWithinPartitions, filterByRange) y K 1okHA OBITh
KaKasg-TO HesiBHast YIOPSIOYEHHOCTD. J[Jist GOJIBIIMHCTBA PaciipOCTPAHEHHbBIX THITOB,
HalPUMeEP YMCJIOBBIX THIIOB WJIM CTPOK, B sI3biKe Scala yrmopsijmoueHHOCTD yiKe onpe/ie-
sieHa. B cirydae ske paboTh € TI0JIB30BATETLCKAM THTIOM MOYKET MOTPeGOBATHCST 3a/1aTh €€
camocrostensio. DpeiimBopk Spark mprMensier HesiBHOE TPpeobpasoBamme, 4ToObI Tpe-
ob6pasosats Habop RDD, cooTBeTcTBYyIOMNI TpeGOBAHMAM KJIaCCOB PairRDDFunctions
1 OrderedRDDFunctions, n3 06001EHHOTO TUIIA B TUII PairRDD nim OrderedRDD. [l aTo-
IO HEIBHOTO TIPE0OPa30BaHKs TUIIA CIIEAYET UMIIOPTHPOBATH COOTBETCTRBYIONLYTO OG-
6sinoreky. Tak, JI7IsT HCIIOJIB30BAaHUS Kjlacca PairRDDFunctions dpeiimBopka Spark we-
00X0INMO UMITOPTUPOBATH SparkContext; TO €CTh CIIUCOK UMITOPTOB JIOJIKEH BKIIOUATE
import org.apache.spark.SparkContext._.

Mpu HanucaHun dbyHKUMK, ucnonbaytolen knacc OrderedRDDFunctions ¢ knto-
Yamu 0606LEeHHOro TMMna, MOXeT MNOHaAobMTbCA BKAOUMTL B Hee KOA onpe-
[eNeHnst HessBHOM nepemMeHHoW Tuna ordering. B obpasue co BTOpUYHOMN
COPTUPOBKOW, KOTOPbIA Mbl 06CyANM B pasgene «BTOpWYHbIE COPTUMPOBKM
n dyHkums repartitionAndSortWithinPartitions» Ha c. 176, Mbl 3agaguM ynopsi-
[OYEHHOCTb ANns obbekTa pandaKey Tak, Kak nokasaHo B npuMepe 6.3.

U Tapsl (kar04, 3HaueHue). — [pumeu. nep.
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Mpumep 6.3. OnpeaeneHne HesBHOW YNopsaAOYEHHOCTU Anst paboTel ¢ knaccoM OrderedRDDFunctions

implicit def orderByLocationAndName[A <: PandaKey]: Ordering[A] = {
Ordering.by(pandaKey => (pandaKey.city, pandaKey.zip, pandaKey.name))
}

implicit val ordering: Ordering[(K, S)] = Ordering.Tuple2

[encTBns Haa NapamMm <KoY — 3HaYeHme»

B nozppasnene «Dyukiwy, mpumMersieMbie K Habopam RDD: nipeobpasoBanust u jieii-
CTBUSI» Ha €. 35 MbI 00CY KA1, KaK BEIYUCISIOTCS TPe0OPA30BAHUS B UCTIOJTHUTEIISIX
Spark npu Bbi3oBe feiicTBUsA. MbI TakKe 0ObACHUIIN, YTO ACHCTBUSA OOBIYHO IPUBOIAT
K IlepeMelleHHIO JaHHbIX U3 UCHOJHUTENed Spark ¢ OMOIIbI0 UK OTIIPABKM UX Ha
JpaiiBep, WK 3alMCH B YCTOWYNBOE XpaHuauiie. Boobiie roBopst, peKOMEHIYeTCst
¢ GOJIBIION OCTOPOKHOCTHIO OTHOCUTLCS K ACHCTBUAM, BO3BPAIIAIONIMM HEOIPAHK-
yeHHble 00bEMbI JAHHBIX Ha JpaiiBep, IOCKOJIbKY OHU MOTYT HPUBOAUTH TaM K OIIUG-
KaM HeXBAaTKU MaMITH. DOJBIIMHCTBO MEeMCTBUN HAJl TTApaMU «KJI0Y — 3HaYeHUe»
(BkTIOUast countByKey, countByValue, lookUp 1 collectAsMap) BO3BpamaoT JaHHbIE
Ha gpaiisep. [Ipuuyem B 60JIBUIMHCTBE CIydyaeB 00beM BO3BPALIaeMbIX UMK JAHHBIX 110~
TEeHI[NAJIbHO HeOTPAaHNUYeH, TTOCKOJIbKY KOJTUYECTBO KJI0Uel U 3HaYeHU I HeM3BEeCTHDI.
HaHpI/IMep, nencTeue countByKey BO3BpalllaeT 1O TOYKE JaHHBIX /JI KaKIO0T0 KJio4a,
a 5TO CIIOCOOHO IPUBECTU K OIMINOKAM HEXBATKH IIAMSATH, €CJIM KOJNYECTBO PA3IMIHbIX
KJII0Uei GOJIbIIE, YeM MOJKET TOMECTUTHCS B OTIEPATUBHON maMsTH gpaiiBepa. Hampo-
TUB, lookUp BO3BpalaeT BCe 3HAYEHUS [IJIs KAKOTO U3 KJ0UEil, TI09TOMY CIIOCOOHO
[OBJIEYD OIMMOKU HEXBATKK MAMSITH, €CJIM 00BEM JaHHbIX B OJHOM M3 KJIIOUEH TaKOB,
YTO He TTIOMENTAeTCsI B OTIePaTUBHON MaMSTH paiiBepa.

Onepauus lookUp siBnsieTcs A0porocTosiLeit eLle 1 NoToMy, YTo 3anycKaeT nepe-
TacoBKY B C/ly4ae, ecniv Hem3BecTeH 06bekT Partitioner Habopa RDD.

IToMuMO KOJIMYecTBa 3a1mceil, BasKHbIM (DaKTOPOM, BJIUSIONINM Ha 4aCTOTY OIIMOOK He-
XBaTKM MaMSITH, SIBJISIETCS pa3Mep Kak/10i n3 Hux. Harpumep, ecmn kask/as u3 sanuceit
IpeACTaBIAeT OO0 MOIb30BATENBCKUN 00BEKT MU THII-KOJLIEKIUIO, TO AEHCTBHE,
KOTOPOE YCIIENIHO BBIIOJHUIO cOOp aHAJIOrMYHOIO KoJinyecTBa 3anuceil B zabop RDD
6aiiToB, MOKET 3aBEpPIIUTHCST cO0eM. B IeI0M JKeJTaTebHO MPOEKTUPOBATDH 3a1aui
HaJ[ JAHHBIMU THIIA <KJII0Y — 3HAYEHUE» TaKUM 00PasoM, YTOObI KJIIOYK TOMEIAINCh
B OllepaTUBHON aMATH JApaiiBepa. 3HaueHus JOJKHbBI ObITh 110 KPallHeil Mepe XOpoLIo
pacmpeesieHbl o KJIouaM, a JIydllie — pacipeaeseHbl Tak, YTOObl 3aIMCH st JTF0O0TO
KJII0YA [TOMENIAJIICh B OIIEPATUBHO MaMATH JIF0O0T0 UCIOTHUTE . Mbl 00Cy 1M 110~
CJIe/ICTBUS TIIIOXOTO paciipesiesieHnsl KJIoueil B pasjielie « BoisiBienne orctaonmx 3aaay
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1 HecOAIaHCUPOBAHHbBIX JaHHBIX> Ha ¢. 191 1 1aM HECKOJIBKO COBETOB O JAEHCTBUAX
B CJIy4yae acCMMMETPUYHBIX JaHHbIX. Kak u 1711 BeceX nmporpamm Spark, HysKHO cTaparbest
BBITIOJTHUTH TPe0OPA30BAHNS IUIsT YMEHbIIIEHNsT 00bheMa JTaHHbIX, IPESK/IE YeM BbI3bIBATH
NEUCTBUS, TIEPEMETIAONIIE PE3YJIbTaThl HA IpaiiBep.

[TpeobpasoBatus JaHHBIX THIIA <KJIIOY — 3HAYE€HHE» MOIYT IIPUBOIUTH K OIINOKaM He-
XBaTKU [AMATH OOBIYHO B UCIIOJHUTESX, €CJIU TPEOYIOT XpaHEHUS BCEX OTHOCSIIXCS
K OZHOMY KJIIOY9Y JAHHBIX B OIEPAaTUBHOMN IIaMATU OAHOU cekunu. 36exars omubok
HeXBaTKU HAMATH 1 YMEHBIIUTD KOJIMYECTBO [IEPETACOBOK IIyTeM OITUMU3AIUHI IIPe0l-
Pa3oBaHUN HECKOJIBKO CJIOKHEE, UeM U30eKaTh MpodeM ¢ aeiicTBusIME. [109TOMY MbI
COCPEAOTOUNMCH UMEHHO Ha IIPe0OPasoBaHUAX JAHHBIX TUIIA <KJIH0Y — 3HAUCHUE>.

Yem Tak onacHa yHKumsa groupByKey

MHorue HCTOYHUKN — BKJI0Yast JoKyMeHTanuo GpeiiMBopka Spark — npegocreperaior,
9yT0 (YHKINS groupByKey, BO3BpAINAIONIAs UTEPATOP KAKOTO 3JIEMEHTA 110 K04y, Mac-
mTabUpyeTcs OueHb IJI0X0. B 9T0M pasjiesie Mbl IONbITAeMCS IIOSICHUTD, B KAKUX CIydastx
HaHHag QYHKIM BbI3bIBAET IIPOOJIEMBbI IPH MAaCIITaOUPOBAHUHI. MbI Tak ke XOTe M Obl
ITOCOBETOBATh HEKOTOPbIE ATTbTePHATUBBI (PyHKIIUK groupByKey. /[71s1 Hayama mpeicTonT
[IEPECMOTPETD CIIEHAPUT TPUMePaA CO 3JIATOBJIACKOM, TOCKOJIbKY HAllle IEPBOE PElIeHe
ITOM 3a/1aUn 6y/1€T IIPUMEHATD groupByKey.

3naTtoBnacka. Bepcua 1: pelleHne ¢ UCnosb3oBaHNEM
dyHKUMK groupByKey

OnHO M3 MPOCTENINNX peneHnil 3a/1au 31aTOBJIACKH — 3a/[eCTBOBATH (PYHKITIIO
groupByKey J1JIs1 IPYIIIMPOBKY 9JIEMEHTOB KasK10T0 cTo/i61a. DyHKIms groupByKey BO3-
BpalllaeT UTEPATOP JIEMEHTOB TI0 KJIIOUY, TaK UTO JIJIsl COPTUPOBKH 3JIEMEHTOB 110 KJTIOUY
Heo0OX0IMO IIPeoOPa3oBaTh UTEPATOP B MACCHB, IIOCJIE YETO OTCOPTUPOBATH IIOCIEHUIA .
3aTeM MOXKHO OT(MUJIbTPOBATH HTOT MACCUB, TIOJIYYUB 3JIEMEHTbBI, COOTBETCTBYIOIINE
HAIIUM PAHTOBBIM CTATUCTUKAM.

[Tpumep 6.4 — peasnmsanus penieHus ¢ UCIoJb3oBanneM (hyHKIUU groupByKey. Pain
efnHo0Opasus ata QYyHKIMS TakKe IPUHUMAET Ha BXoje Habop DataFrame U CIIHMCOK

BoaMmoskeH b OHOKPATHBIH 11poxoj ureparopa. CiieoBaTeIbHO, HTEPATOPBI HEJb3st
UCTI0NB30BaTh (e3 Ipeodpa3oBaHust UX THIIA, HOCKOJIbKY COPTUPOBKA TPEOYET HECKOJIbKIX
[IPOXOJIOB 110 JIaHHBIM. VX HEOOX0AUMO CHavYaia npeodpasoBaTh B JAPYTYIO CTPYKTYPY [AaH-
ubix. [TogpoGHee 06 urepaTopax, UX MPEUMYIIECTBAX U OTPAHUYEHUSAX MOKHO [IPOYUTATD
B paszienie «Boinonnenue npeobpazoBanuii “utepaTop — UTEPATOP” € MOMOIIBIO PYHKIIUN
mapPartitions» nac. 121.
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MO3UIINI 9JIEMEHTOB B BuJle 3HaueHuii Tumna long. OHa BbI3bIBAET (DYHKITUIO, CO3/IAI0IITYIO
Mapbl «KJII0Y — 3HAYeHUe», OIIMCAHHbIE B IpuMepe 6.2,

Mpumep 6.4. 3natosnacka. Bepcus 1, peleHune ¢ ncnonb3osBaHneM @yHkuum groupByKey

def findRankStatistics(
dataFrame: DataFrame,
ranks: List[Long]): Map[Int, Iterable[Double]] = {
require(ranks.forall(_ > 0))
// OTobpaxeHue B napbl (MHAEKC cTonbua, 3HayeHue)
val pairRDD: RDD[(Int, Double)] = mapToKeyValuePairs(dataFrame)

val groupColumns: RDD[(Int, Iterable[Double])] = pairRDD.groupByKey()
groupColumns.mapValues(
iter => {
// Tpeobpa3oBaHne B MacCUB U COpPTUPOBKA
val sortedIter = iter.toArray.sorted

sortedIter.tolterable.zipWithIndex.flatMap({
case (colvalue, index) =>
if (ranks.contains(index + 1)) {

Iterator(colvalue)
} else {
Iterator.empty
}
1)
}).collectAsMap()

}

def findRankStatistics(
pairRDD: RDD[(Int, Double)],
ranks: List[Long]): Map[Int, Iterable[Double]] = {
assert(ranks.forall(_ > 0))
pairRDD.groupByKey().mapValues(iter => {

val sortedIter = iter.toArray.sorted
sortedIter.zipWithIndex.flatMap(
{

case (colvalue, index) =>
if (ranks.contains(index + 1)) {
// OpHa u3 TpebyemblX paHrOBbIX CTAaTUCTUK
Iterator(colvalue)
} else {
Iterator.empty

}

}

).toIterable // Mpeobpa3oBaHue B 6osee 0606WEHHbIN UTEepUpyeMblid TuM,
// nydwe noaxojAwui nof Hawu TpeboBaHWA
}).collectAsMap()
}

Y aTOro perreHus ecTh HECKOJIBKO MPEMMYIecTB. Bo-TepBbIX, OHO BO3BpAIaeT mpa-
BWJIbHBIN OTBET. BO-BTOPBIX, 0HO KOPOTKOE 1 MOHATHOE. B HEM MPUMEHSIIOTCSI TOTOBbBIE
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dbyukuun dpeiimopka Spark u s3vika Scala, g5 Hero cyiecTByeT oueHb HEMHOTO
IPAHUYHBIX CJIYYAEB, U €r0 OTHOCUTEIBHO JIETKO TeCTUPOBaTh. [Ipu HeGOIbITOM 00b-
eMe JIAHHBIX, 0COOEHHO €CJIM BO BXOIHBIX JJAHHBIX MHOTO CTOJIOIIOB, HO MAJIO 3aIlkceii,
pererure pabortaeT BechMa 9 (GHEKTUBHO, TOCKOJIBKY TPEOYET JIUIITh OHOM TePETACOBKU
Ha I1are groupByKey U IIar COPTUPOBKU MOKHO BBIYUCJTUTD B UCTIOJTHUTEIISIX KaK Y3KOe
npeobpasoBatue.

B aTol pyHKUMM ncnonb3yeTcs dyHkums collectAsMap, kKoTopol npucyLm Te xe
npobnembl, 4To U dyHKUMK collect, ynomsiHyTol paHee. OfHaKO B JaHHOM Cilyyae
0MacHOCTb BO3HUKHOBEHUS OLIMGOK HEXBATKM MaMSTU MUHUMAlbHA, MOCKOSb-
Ky Ha MOMEHT cb0opa M3BECTHO KONIMYECTBO Kak K/Yel, Tak U 3HaYeHuin ans
KaX10ro 13 Hux. KonmuyecTso kiitoyei B TOYHOCTU PaBHO KOJTMYECTBY CTONOLIOB,
KOTOPOE He [O/MKHO MpeBbIaTh HECKObKO ThICSY. A KOIMYECTBO 3HAYEHUI
paBHO ANMHE CMMCKa PaHroOBbIX CTAaTUCTUK Ha BXoAe (YHKUMM, U3HAYanbHO
XpaHsILLErocst He B pacnpeaeneHHoM Buae. OaHaKo XopoLer npakTukoi 6yaer
3a4aTb OrpaHuyeHve pa3Mepa BXOAHOMO Crncka, Y4Tobbl NpeaoTBpaTUTh cbon
Ha ware cbopa.

B ucmnosnbsyemoii cpese u ipu o6beme ganubix 10 000 ¢TPOK U HECKOTIBKO THICSY
cTOJIOIOB 2TO pelienne paboTaeTr Ha HOPALOK ObICTpee, ueM IIpeCTaBJeHHOe B pasjielie
«IIpumep co 3maroBaackoit» Ha c. 151, B KOTOPOM MBI HTEPATUBHO TIPOXOIUIIN B IIHKJIE
0 CTOJIOIAM, COPTUPYST KasKAbii u3 HuX. OMHAKO IpH 00beMax JaHHBIX B HECKOJIBKO
MUJIJIIOHOB CTPOK OKa3bIBA€TCST, UTO IAHHOE PEIEHNE TAKKe TTPUBOIUT K OMIHOKaM He-
XBaTKU TTAMSITH JIakKe B MHOTOY3JIOBOM KJIACTepe.

lNouyemy onepaunsa groupByKey
BbI3bIBAET OLINOKM

Ecsi Bbl untanu Learning Spark nina mpoBesid HEMaJIo BPEeMEHH, paboTast ¢ MacIiTad-
HBIMI MPUJIOKEHIAMU Ha Spark, To pe3yibTaThl ncmoab3osanus GyHKIMK groupByKey
JUISL PelleHus 3a1a4y 31aTOBJACKU BAC BPSA/L JIM YAUBAT, BeIb YIOMIHYTas (DyHKIMST
HevaIbHO U3BECTHA OIMMOKaMK HEXBATKH IIAMSATH B CIydae OOIbITIX 0OHEeMOB JaHHbIX.
[IpuynHa 3aKaI049aeTCs B TOM, 4TO co3jgaBaeMble (DyHKIMEN groupByKey «IpyIIIbi»
BCerjia NPeJCTaBIsAIoT COG0I UTepaTopbl, KOTOPbIE HEJIb3sl CAEIaTh PACIIPEIETCHHbIMU.
ITO NPUBOAUT K JOPOTOCTOSIIEMY ATy «II€PETACOBOYHOTO YTEHUS», Kora (peiiMBOp-
Ky Spark mpuxozuTes 4nTaTh BCe IepeTacoBOYHbIE JAHHBIE C AUCKA B [IAMSTb.

Ha puc. 6.1 npusenes cHuMoK akpata BeO-unrepdeiica Spark, WmoCTpupyommii Bbi-
COKUIT ypOBeHb 3aTpat GyHKINK groupByKey.

O6parute BHUMaHUe: 00beM YNTAEMBIX TP TIEPETACOBKE JAHHBIX B IIPOLIECCE ITOTO
BBIUMCJIEHUS cocTaBsieT 86 M6aiiT, XoTs 06beM BXOAHBIX JaHHBIX — 0KoJso 200.
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Jlpyrumu cioBamu, Spark mpuxoIuTcst CAuTHIBATE TOYTH BCE IEPETACOBOYHBIE IAHHDIE
B OIIEPaTUBHYIO IIaMATh.

BCJICIICTBI/IG CEKIMMOHUPOBaHUSA 110 XEII-3HAYCHUIO U «IIOJATATUBAHUA» PE3YyJIbTAaTOB
B ONEPATUBHYIO MAMATH JIJIS TPYTIIMPOBKYU B BU/Ie UTEPATOPOB (DYHKIIMS groupByKey
YACTO MPUBOJAUT K OMUOKAM HEXBATKU MaMSTH HCIIOJTHUTENEH, KOTAa KOJIUIECTBO
NyOJIMPYIONIIXCS 3alIUCEl Ha OJIMH KJTI0Y BeJIMKO. Bee 3ammcu, Xel-3HaueHust Koveit
KOTOPBIX COBIIAAAIOT, JOJIKHBI HAXOAUTHCA B OHepaTHBHOﬁ ImaMATU OZ[HOI>,I MalllTHDbI.
CuietoBatesIbHO, ecJid XOTs Obl OZIMH U3 KJIF0Yei COAEPKUT TaK MHOTO 3aIluceii, 4To
OHW He TIOMEMIAIOTCS B TAMSITH OJTHOTO MCITOJTHUTEJIS, TO BCSI OTIEPAIIHS 3aBEPITUTCS
Heyaven.

3 Spark chell - Datails |
3 € ) pandadl =
" Apps & Bookmarks @ ] s ™ ins B stwff! - { i} Comic. = i Other bookmarks

panda gesinaz P .

Puc. 6.1. DAG dyHkummn groupByKey 1 nepetacoBoyHoe YTeHne

PucyHok 6.2 nmocTpupyeT oneparmio groupByKey HaJl JaHHBIMH O 3aKPYYEHHBIX BBEPX
ycax. Kak BbI MOJKeTe BUIETD, HOJIBIIIE BCETO 3aIMCE, COOTBETCTBYOIIUX TIOYTOBOMY HH-
nekcy 94110, nmpeacrasisier co6oit mouToBbIH MHAEKC okpyra Munrx B Can-DpaHIUCKO.
XoTa Ipy paBHOMEPHOM PACIPEENCeHUN 3AINCH TIOMECTUIUCH Obl B UCIIOJIHUTE/ISAX, BCE
oTHOCAIMecs K moutoBomy nujekcy 94110 3anucu He TOMeCTSATCS B OJTHOM MCIIOJIHU-
TeJie 11ocJIe 11ara groupByKey.

Boobuie roBOpsI, JIydlie BbI6I/IpaTb arperupyIonye onepamnnun, KOTopble MOTJIN Obl epen
TIePEeTaCOBKON BBITIOJHSTH obbepnHenue npu 0T06pa>KeHI/IH C I1€JIbI0 YMEHBIINUTD KOJIN-
YecTBO 3aIuceil us pacueTra Ha KJII04 (HaHpI/IMep, aggregateByKey ujiu r‘educeByKey).
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Ecsiit 5T0 HEBO3MOKHO, TO XOPOIIIEil albTePHATHBOI groupByKey Gy/IeT UCTIOIb30BAHIE
[IUPOKOTO TIPeoOPasoBaHust, He TPEOYIOIIErO XPAHEHMsI B OTIEPATUBHON MAMSITH BCEX OT-
HOCSIIIAXCST K OHOMY KJIIOUY 3HAUEHUH, Kak OyeT 00CyKaaThest B pasjiesie « Bropudtbie
coptupoBkH 1 (yHkums repartitionAndSortWithinPartitions» #a c. 176. ITpu sHeobxo-
JIMMOCTH MCIIOJIb30BATDh groupByKey JIydIiie ¢/IeIaTh CJIeLYIOIIEil 3a HUM OTlepaliueit mpe-
o6pasoBaHIe «<UTePaToOp — UTEPATOP», KaK 00CYKAATOCH B pas/ese «BoimosHerme mpeobpa-
30BaHMH “nTeparop — urTepaTop”’ ¢ moMoIbio pynkimu mapPartitions» na c. 121.

Y710 NpeacTasnseT cobon rpynnmpoBka no Kioyy?

(94110, A, B) (94110, A, R) (94110, E, R)
(94110, A, C) (10003, A, R) (67843, T, R)
(10003, D, E) (94110, D, R) (94110, T, R)
(94110, E, F) (94110, E, R) (94110, T, R)

A A 4 A 4

(94110 [A, B), (A, C), (E, F), (A, R), (D, R)! (E, R), (T, R),]

(10003, A, R) (67843, T, R)

Puc. 6.2. «lNepebop» namatu npu onepaumn groupByKey

Bbibop onepaumn arperMpoBaHus

[TeperacoBka 3anuceii ¢ 1eJ1b10 00bEJUHUTD 3AIUCH C OJUHAKOBBIMU KJIIOYaMKI —
pacipocTpaHeHHbBIN clleHapyuil UCII0JAb30BaHus onepanuil Spark ¢ maHHbIME THIIA
«KJII0Y — 3HaYeHKE>, a PPERMBOPK IIPEIOCTABISIET JOCTATOYHO MHOTO MOJ0OHBIX OTIe-
paruii. BoJIbIKMHCTBO M3 HUX ABIISIOTCA HAACTPOMKaMK Haj 0000IEHHON onepanneil
combineByKey, HO CUJIBHO Pa3IMYAIOTC 110 MTPOU3BOIUTEIBHOCTH. B 1anHOM pasesie Mbl
oAPOOHO PACCMOTPUM HTH OIlepaLiH, a TAKIKE HEKOTOPbIE CBS3aHHbIE C HUMU BOIIPOCHI
TPOM3BOUTEIHHOCTH.

Cnuncok onepaumﬁ arpermpoBsaHnsa ¢ KOMMEHTapusaMun
Nno NpounsBoAUTENbHOCTU

Omnepaiuu arpernpoBaHus UMEIOT KOHKPETHbIE TI0Ka3aTelu POU3BOJAUTENbHOCTH,
KOTOPBIE MbI KPaTKO omuiieM B Tabi1. 6.3.
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YTtobbl M3b6exaTb BblaeneHus namatu B GyHkuuM aggregateByKey, MeHslTe
3HayeHWe CTaporo HaKonNuTens BMECTO BO3BpalleHus HoBoro. CM. pasaen «Mu-
HMMUW3aLMa KONMYecTBa co3faBaeMblx 06beKToB» Ha C. 114,

MpenoTBpalleHne oWnboK HEXBATKN NaMsiTU
Npu onepauusix arperMpoBaHus

Dyukus combineByKey 1 Bce OCHOBAaHHBIE Ha HEW OTEPATOPHI arperupoOBaHMS
(reduceByKey, foldLeft, foldRight, aggregateByKey) He Jyuiiie (DyHKITNHT groupByKey
B CMBICJIE OLIMOOK TTAMSITH, €c/ii IPUBOJIAT K M3JIMITHEMY YBEJUYEHIIO pa3Mepa HaKo-
NUTeJIel IVt OTAeTbHBIX Kitodeil. Ha caMmom sesie ipm B3TJisijie Ha peann3anuio (PyHK-
uu groupByKey MOKHO YBHU/IETbh, YTO OHA peajan30oBaHa C IIOMOIIbIO combineByKey,
B KOTOPOI HAKOIIMTEJIb IIPEACTaB/IsIeT cob0ii uTepatop co Becemu ganubivu. Ciemnosa-
TEJIbHO, HAKOIIUTEJb COOTBETCTBYET pa3Mepy BCEX JTAHHBIX /IJIA OIIPEIEJIEHHOr0O KJIoYa.
JpyruMu cjioBaMu, BEPOATHOCTb BOBHUKHOBEHUS OMIMOOK HEXBATKH ITAMSITH BCJIE]I-
CTBUE 9TUX Ollepalnii HeBeJWKa B cjydyae YMEHbBIIeHNs pa3Mepa JaHHBIX HA IIarax
obbenuHeHus. OIHAKO POCT HAKOIMTENS IPK J0OaBJIEeHI HOBBIX 3allCcell B KOHIIE
KOHIIOB IIPUBeEIET K OUIMOKaM HEeXBATKU MAMSATH, €CJIM OHOMY KJIIOUY COOTBETCTBYET
MHOTO 3amnucei.

[TpencraBum PUOIUBUTENBHBII 0ObEM MAMSTH JIJIst OTIEPAIUil (HOPMUPOBAHUS TTOCIE-
JIOBATEILHOCTU U OOBEAUHEHNSL.

[Ipu ontepariuu (hopmMupoBaHUs MOCTENOBATETLHOCTH:
SeqOp(acc, v) => acc'
" oriepannmn 06’b€lII/IHeHI/IHZ

combOp(accl, acc2) = acc3.

BBI‘H/ICJII/IM, BBITTOJIHAIOTCSA JTT HEPABEHCTBA!

memory(acc') < memory(acc) + memory(v)
and memory(acc3) < memory(accl) + memory(acc2).

Eciu 1a, To yHKIMS, cKOpee BCETo, MpecTaBsieT coboii cepTky. Eciu Hert, TO, Kak
B cirydae (GYHKIIMHU groupByKey, Jiydliie 00yMath APYIyiO CTPATETHIO.

ITomuMo Gostee HUBKOI BEPOSITHOCTH HEXBATKY TTaMSITH, YeM y groupByKey, CJIeyOIINE
yeThIpe HyHKINN — reduceByKey, treeAggregate, aggregateByKey n foldByKey —
peaqn3oBaHbl B pacyere Ha pUMeHeHne 00beJMHEeHUs IPU 0TOOPaKEHIH, TO €CTh
00beJUHEeHN 3aucell ¢ OQUHAKOBBIMU KJII0YaMHU JI0 IIEPETACOBKI. DTU MOKET BeChMa
CYILIECTBEHHO CHU3UTH 0OBHEM YMTAEMbIX IIPH II€PeTacoBKe AaHHbIX. CpaBHIM 00beM Yn-
TaeMbIX IIPU TIEPETACOBKE JIAHHBIX B HaIllell HCXO/HOIT ortepaiiuu groupByKey (puc. 6.1)
u oneparnu reduceByKey Ha puc. 6.3. HamomHuM, 4To B cirydae groupByKey obbeM
YUTAEMBIX [TPU MTEPETACOBKE JaHHbBIX ObII OIM30K K 00beMy BXOAHBIX. OIHAKO MCIIOJIb-
30BaHUE JIJIS TEX JKe BXO/IHBIX JIAHHBIX (DYHKIUY reduceByKey CHUIKAET UX KOJTUYECTBO
Ha HECKOJIbKO COTEH KUI0baiT!
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Puc. 6.3. DAG dyHkumm reduceByKey 1 yTeHne nepeTacoBOYHbIX AaHHbIX

Onepaunn ¢ HeckobknMMn Habopammn RDD

Hexkotopeie mpeo6pazoBaHust MOTYT BBIIOJHATHCS ¢ HECKOJIbKUME BXOIHBIMH HA00-
pamu RDD. OueBuino, 4To K HUM OTHOCSTCSI OIE€PAIIUN COEIMHEHNST, HO OHU JIAJIEKO
He eINHCTBEHHbIE.

CoBmecTHas rpynnupoBKa. AHAJOTHYHO TOMY KaK BCe OTepanui ¢ HaKOTUTes-
mu (reduceByKey, aggregateByKey, foldByKey) peajn30BaHbl ¢ TTOMONIbIO (DYHKITUN
combineByKey, Tak U Bce OIlepallii COeAUHEHM Pealn3oBanbl Omarogaps GyHKIMK
cogroup, UCIOJb3YIoNIel T CoGroupedRDD. Ilocaennuii co3maeTcs U3 mocaenoBa-
TesibHOCTH HabopoB RDD map «KJo4 — 3HaYeHUe» ¢ OJHUM ¥ TEM JKe TUIIOM KJII0Ua.
DyHKIUS cogroup nepetacoBbiBaeT Bee Habopbl RDD TakuM 06pasoM, YT0ObI 3JIEMEHTBI
€ OJIMHAKOBBIM 3HAYEHUEM U3 BCeX HAGOPOB OKA3aIUCh B OZHON CeKIMK U B ogHoM RDD
B COOTBETCTBUH C KJIIOYOM.

B kacce PairRDDFunctions uMeeTcs HECKOJIbKO cUTHATYP GyHKIU cogroup. [locen-
Hssl U ee (PYHKIUSI-TICEBIOHUM groupWith MOTYT IPUHUMATh B KAYECTBE apryMeHTOB
o/uH, 1Ba uan Tpu Habopa RDD ¢ ouHaKoBbIM TUIIOM KJf04a (HE3aBUCKMO OT THIIA
3HaueHuil) 1 Bo3Bpamarth RDD co BceMu KJII0UaMH, a TAKKE KOPTEKEM 0OBEKTOB THITA
Iterable, rie KasK1blil 00beKT Iterable IIpeJICTaBIsIeT BCe 3HAYEHU M3 BXO/JHbBIX Ha-
60poB RDD st aToro kioda.

Jonycrum, y Hac ectb ABa Habopa JaHHbIX ¢ nHbOpMaleil 000 BCex MaHAax: OJuH —
¢ peliTUHraM¥u B CEPUM UTP, a BTOPOH — ¢ uX J0O6uMbIMu GiogaMu. MosKHO 3aj1eii-
CTBOBATh (QYHKIMIO cogroup, YTOObI CBA3aTh UAEHTU(HUKATOPDI AHJL C HTEPATOPOM X
PENTHHIOB 1 €llle OAHUM UTEPATOPOM X JIOOMMBIX OJI0]I, KaK TIOKa3aHo B IpumMepe 6.5.
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Mpumep 6.5. Vicnonb3oBaHne GyHKUMKN cogroup

val cogroupedRDD: RDD[(Long, (Iterable[Double], Iterable[String]))] =
scoreRDD. cogroup(foodRDD)

DyHKINSI cogroup MOJKET OBITD TTOJIE3HA B KAUYECTBE ATbTEPHATUBEI COCIMHEHUIO, TTPU
CoUYeTaHNM ¢ HeCKOMbKMMU Habopamu RDD. BMecTo coeinHeHns HECKOIbKUX HabopOB
¢ oxnuMm adexTBHEE GYIET COBMECTHO CEKIIMOHUPOBATH HAGOPHI, MOCKOIBKY 9TO
MPEIOTBPATHT MEPETACOBKY HEOAHOKPATHO COCIMHAEMBIX HAOOPOB.

CkazkeM, Ipy He0OXOAMMOCTHU COEANHUTD JaHHbIE 110 PEUTHUHIaM IaH/ KaK C ajpecaMH,
TaK U ¢ JIOOMMBIMU OJTFOIAMU JTyUIIie IPUMEHUTD COgroup, YeM BBITIOJHSTD JBE OTIePAIlK
coe/IMHEeHs, KaK TIoKa3aHo B mipumepe 6.6.

Mpumep 6.6. Vicnonb3oBaHve beHKLlI/WI cogroup C uenbto n36exaTtb BbIMOTHEHNS HECKOJTbKMX
COEAVHEHWIA HaJ, OAHWUM HaGOpOM

val addressScoreFood = addressRDD.cogroup(scoreRDD, foodRDD)

HecmoTps Ha Bee ee mpenMyIinecTBa, (GYHKIMS cogroup BBI3HIBAET ONMMOKN HEXBATKH
HaMATHU II0 TeM K€ TIPUYUHAM, 9TO U groupByKey, ecii 06beM JAHHBIX, OTHOCSIIIXCS
XOTst OBl K OJTHOMY U3 KJIIOUei B OTHOM 1t 000uX 00benHsseMbix Habopax RDD, 6oJib-
1Ie, 4eM MOMENIAeTcsl B OTAeNbHOIl cexiuu. B uactHocTH, QyHKIMA cogroup Tpebyer,
4TOOBI BCE OTHOCSIMECS K OJAHOMY KJIIOUYy 3allMCU BCEX IPYIIIMPYEMBIX COBMECTHO
na6opos RDD nomelnaauch B 0o cekimu. Boublire nndopMalum 0 coeiuHeHnsIX
NIPUBE/IEHO B TJIaBe 4.

MeToabl CEKLMOHMPOBaHUA U AaHHbIE TUNA
«KJIKOY — 3Ha4YEHUNE

Kak MbI onuchiBaau B riiase 2, cekiust B Spark npezcrasisier co0oil eAnHUILY TTapaji-
JIEJIBHOT'O BBIIIOJIHEHU, COOTBETCTBYIOILYIO OAHOI 3anaue. B Habope RDD, He uMeromem
uHGOPMAIIH O CEKITMOHUPOBAHUHY, JTaHHBIE OY/IYT PACIIPEIESITHCS MO CEKIUSM B COOT-
BETCTBUU JIIIb C PasMepaMy JaHHbIX U cekuuii'. O6bekT Partitioner onpenelser oTo-
Opaxenue sanmceil Hzabopa RDD B unzgekc cexuum. 3agas 1711 RDD o6bexT Partitioner,
MBI MOJKEM TaPAaHTUPOBATh, YTO 3AMNCH KAKIAON M3 CEKITNI, HAITPIMep, TOTAJyT B OIpe-

! Quenb yacro Habopamu RDD, y koTopbix oTcyTcTBYyeT 00beKT Partitioner, okasbBaTCs
3arpy’KeHHbIe M3 XpaHu/uia Habopsl. B takom ciryuae naHubie Habopa valie BCETro CeK-
[MOHUPOBAHbI TAK K€, KaK U camo xpanuiuiie (Hanpumep, Splits B Hadoop). Onnaxo nocue
YTEHUs 9TUX NaHHbIX B Spark okasbiBaercst, 4ro (hpeiiMBOPK HUYETO HE 3HAET 06 UCXOIHOM
CEKINMOHUPOBaHUU U, CJIe/I0BATEJIbHO, HE MOJKET BOCIIOJIb30BATbCA LlaHHOf/i [/[Hq)OpMaLll/lel‘/Jl.
ITUM, B YaCTHOCTHU, OTJIMYACTCS CO3/IAHNE KOHTPOJILHBIX TOUEK OT IIPOCTOTO COXPAHEHMs Ha-
6opa RDD B ycToiiunBoe XpaHUJIKIIE C MOCJELYIONINM YTeHeM ero oTTyaa. I1pu co3nanuu
KOHTPOJIBHOW TOUKM Spark coxpaHsier ompe/esieHHble MeTaJaHHble OTHOCHTENBHO HAbOPa,
BKJIIOYAs, €CJIM 9TO [IPUMEHUMO B KOHKPETHOM carydae, 00bekT Partitioner.
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JICIEHHDII TUaTa30H (MeTOo/ CeKITMOHUPOBAHNS TI0 JAMANA30HY ) UM COEPKAT TOIBKO
3JIEMEHTBI C O/TMHAKOBBIM Xell-KO/IoM (MeTOJ CEKIIMOHMPOBAHUS TI0 XETITY ).

Cy1tectByeT Tpu MeTO/a, TpeiHa3HAYEHHBIX UCKJIIOUUTETbHO [IJId U3MEHEHUsT CII0-
coba cexrmonnposanus Habopa RDD. [{ns HabopoB ¢ 0606IEeHHBIM TUIIOM 3aIuceit
W3MEHUTh KOJTNYECTBO UCob3yeMbix RDD cexnuit MoKHO ¢ TTOMOTIIBIO METOIOB
repartition 1 coalesce, He3aBUCUMO OT 3HAYEHU 3amnuceil B HeM. Kak Mbl 06cy>1<zla-
s B nozipasesie «Ocobblil cayuail onepaiuu coalesce» Ha c. 112, Metox repartition
neperacoBbiBaeT Habop RDD, ceKMOHUPYS €ro 110 Xelly ¢ 3aJaHHbIM KOJNYeCTBOM
cekuuii. (Mbl nosiciuM moapobHee, Kak paboTaeT Xell-CeKIMOHUPOBAHKE, B OJJHO-
WMeHHOM Tiozipasziese Ha c. 168.) Mertoy coalesce, ¢ ipyToil CTOPOHBI, TIPE/ICTABIISIET
€000l ONITUMU3NPOBAHHYIO BEPCUIO MeToja repartition, koTopas obxogurcsa 6e3
TTOJTHOM TIEPETACOBKHU B CJIydae, ecJin sKeslaeMoe KOJTMYeCTBO CEeKIMI MeHBIIe TeKYTIEero.
Hamomuum, uto ¢hyHKIMsS coalesce yMeHbIIAET KOJUUECTBO CEKLU, IIPOCTO UX 00b-
eJIMHSISL, — U, CJIEZI0BATEIbHO, OHA HE SIBJISIETCSI IMUPOKUM TIPe00PA3OBAHUEM, TOCKOIBKY
CEKITUU ONpeJesITIoTesT BO BpeMsi mpoektupoBanus. [loBenenne coalesce npu yBesu-
YeHNM KOJIMYECTBA CEeKIUIl aHAJIOTMYHO MOBEeIEHuIO repartition. Jaa mabopos RDD
Tap «KJ0Y — 3HaYeHre» MOKHO UCT0JIb30BaTh (DYHKIIHMIO partitionBy, MPUHUMAIOIIYIO
Ha BXo/e 00BeKT Partitioner BMeCTO KoJMuecTBa CeKINN " IIepeTacoBbIBAIOILYIO Ha-
60D, CEKIIMOHNPYS €T0 3a[aHHbIM 06pasoM. MeToj partitionBy obeciiedrBaeT Tropasio
6oJIbIle BO3MOKHOCTEl KOHTPOJISL HaJl CEKIIMOHUPOBAHNEM 3aIIUCell, TOCKOIbKY OOBEKT
Partitioner mozep;KuBaeT onmrcanue GyHKIUU, KOTOPAs 3a/1a€T CEKITUU JIJIs 3amuceit
Ha OCHOBE 3HAYEHMs KJII0Ya.

Bo Bcex ciydasix MeTo/ibl repartition u coalesce He npucsauBaior Habopy RDD us-
BECTHBII 0OBEKT Partitioner. A BOT UCIIO/Ib30BaHKe MeTO/Ia partitionBy (1 OOJIBIIIH-
cTBa Ipyrux GyHKIMHI HaJl ITapaMy <KJI04Y — 3HaYeHMe», BLI3bIBAIOIIUX [1€PETACOBKY )
npusoauT K Habopy RDD ¢ usBecTHbIM 06beKTOM Partitioner. B HeKOTOPBIX ciryvasx,
Koraa Partitioner HaGopa usBecTeH, Spark MoKeT 3a1efiCTBOBATH COMEPIKAIILYIOCST
B HeM HH(POPMAIIUIO O JIOKATLHOCTH JAHHBIX, YTOOBI H36€KATh EPETACOBKH, aKe IPH
HAJINYUE Y TPEOOPa30BaHsI IMUPOKUX 3aBUCKMOCTEl. OCTaIbHBIE Pa3/Iesibl STOM TJIaBbI
GY/IyT MOCBATIEHB! TOMY, KaK TIPUMEHSITh HH(DOPMATIHIO O CEKITMOHUPOBAHU HJTH TTOJTb-
30BaTEJIbCKOE CEKITMOHUPOBAHMUE C IIEJTBIO <[1€PETACOBLIBATD PEKE» U «IIEPETACOBBIBATD
JIYUIIIe», 2 UMEHHO: MBI XOTeJIH ObI CIIOJIb30BATh 9Ty WH(MOPMAIIHIO, YTOObI YMEHBIITHTh
KOJIMYECTBO CJIy4aeB, KOT/a IPorpaMMa MHUIIMHUPYET TIepeTacoBKY, PACCTOSTHUE, HA KOTO-
poe TIpu TIepeTacoBKe MTepeMentaioTCs JaHHbIe, a TAaKyKe CHU3UTD BEPOSTHOCTD OTIIPABKU
B OJIHY U3 CEKIUH HEMPOOPIMOHATIBLHO GOJIBIIIOTO KOJUYECTBA TAHHBIX, YTO MOBJIEYET
OMMOKU HEXBATKU MAMSITH HJIH OTCTAIOTI[IE 3a[aUl.

Mcnonb3oBaHue obbekTa Partitioner dbperimBopka Spark

ITo cyTu, 00beKT Partitioner onpezpenser, Kak OyayT pacipeieieHbl 3alUCH, a CIeI0-
BaTETbHO, KaKast 3a/a4a BLIMOTHUT 06paboTKY TeX Min WHLIX 3amuceil. MakTnaeckn
00beKT Partitioner npeacrasiser coboii uHTEpdEIic ¢ AByMS MeTogaMu: numPartitions
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u getPartition. ITepBbiil ycTaHaBAMBaET, CKOJAbKO OymeT cexkuuii B Habope RDD
ocJie CeKIUOHMPOoBaHusA. BTopoil onpenesiser orobpaxkeHne Kiodeil B 4MCI0BbIE
MHIEKCHI CEKIINH, B KOTOPBIE JOJIKHBI TOMACTD 3aITACH ¢ aTUMHI Katouamiu. DpeiiMBOpK
Spark npegocrasisier aBe peanusanuu untepdeiica Partitioner: HashPartitioner
1 RangePartitioner. Eciim Hu ofiHa U3 HUX Bac He yCTPAUBAET, TO MOKETE 3a/1aTh CBOM
10JIb30BATEIbCKIIT 00beKT Partitioner.

Xel-ceKUuMoHUpoBaHue

OO6bekT Partitioner o ymosuanuto s onepanuii ¢ Habopamu RDD nap «kiouq —
3HayeHue» (He onepauuil ¢ ynopamgoueHHbiMu Habopamu RDD) — o6bekT HashPar-
titioner. [locnennuii onpenesnsieT MHAEKCHI JOYEPHUX CEKITUI Ha OCHOBE XellI-3HAYeHUS
kioua. O6bekTy HashPartitioner HeoOXoauM TTapaMeTp partitions, onpeaensonuii
KOJIMYECTBO CEKINH B BHIXOAHOM Habope RDD 1 KOJIMYecTBO NCTOMB3YEMBIX B X€TIl-
dyHKIMKI MHTEpPBATOB 3HaYeHwil. Ecim aToT mapameTp He 3a1ath, To Spark omnpexenut
KOJIMUECTBO CEKI[MI Ha OCHOBe 3HaueHUs CBOIicTBa spark.default.parallelism u3s
oOberTa SparkConf. ITpu OTCYTCTBUM 33IaHHOTO 3HAYEHUST TAHHOTO cBOlicTBa Spark wc-
TTOJTH3YET TI0 YMOJTYAHUI0 MAaKCUMAJIbHOE KOJIMYECTBO CEKITNI M3 «PO/IOCTIOBHOI» 3TOTO
Hab6opa RDD. TIpu mupokux npeo6GpasoBaHUsIX ¢ XEII-CEKIIMOHMPOBAHUEM, HATTPUMED
aggregateByKey, IpuMeHAETCS HeoOsI3aTeIbHbII rapaMmeTp: KOJIU4eCTBO CEKITni, B Ka-
YecTBe apryMeHTa [IpU co3/laHnu o0beKTa THia HashPartitioner. Bosee moapobHyo
MH(OPMAIIUIO U COBETHI TI0 YCTAHOBKE 3HAUEHUS CBOICTBA spark.default.parallelism
U BBIGOPY KOJIMYECTBA CEKIUI BBI MOKETe HAlITH B Tiofpasese «KomudecTso u pazmep
cekiuii» Ha c. 314.

CeKLMOHMPOBAHME MO Anana3oHaMm
3HAYEHUN KJToYen

[Ipm TakoM CEKITMOHMPOBAHNY 3aTMCH C OTHOCSIIUMUCS K OJTHOMY AMATTa30HY KIFOUaMU
PacIpenensiorcs B Oy ceKuuio. JlanHoe CeKIMOHNPOBAHNE HEOOXOIMMO AJISI COPTH-
POBKH, TaK KaK II03BOJISIET FapaHTUPOBATh COPTUPOBKY Beero Habopa RDD ¢ momoribio
COPTUPOBKU 3aMNCel BHYTPH CEKITHH. OO6bekT RangePartitioner cHauasa onpegesser
IPaHMIIbI JUAIIA30HOB JIJIsI BCEX CEKIUI IIyTeM BhIOOPOYHOTO UCCJIEA0BAHUS: ONITUMI-
3aI[UU C 11eJIbI0 PABHOMEPHO PacIpe/IeTuTh 3a1ch 1o ceKiusiM. /lanee Bce 3anvcu u3
Habopa RDD mnepeMenanTest B CEKINN, TPAHUIIbI IHATTA30HOB KOTOPBIX BKIOUAIOT CO-
orBercTBylomuye Kaoun. CuibHo HecOanmaHCUPOBaHHbIE JaHHble (/I OAHUX KJIIoYeil
MHOI'0 3HAYEHMIA, a JJIs APYIUX — HeT BOoOllle, ¢ HEPABHOMEPHBIM pacipeieeHueM
KJIIOUEil) CHUKAIOT TOYHOCTh BBIOOPKY — M, KaK MbI YK€ TOBOPHJIN, HEPaBHOMEPHOE
CEKITMOHUPOBAHNE 3aMeJIJIIeT BBITTOTHEHUE 3a/1a4, JIesKallnX ajiee 0 KoHBelepy, mpu-
BOJISl K BOBHUKHOBEHUIO «OTCTAIOIINX 3a4au». A ec/i JyOJupyIOUXcs KIodeil st
BCEX OTHOCSTIUXCS K OTHOMY KJTIOUY 3aIlHCceil CANTITKOM MHOTO W OHU He TIOMETIafoTCs
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B OTHOM HUCIIOJIHUTEJIE, TO CEKI[TMOHUPOBaHNE T10 AMalla30HaM 3HAYEHUN KJIIO‘{efI, KakK
1 XelI-CEKIMOHNPOBaHNE, MOJKET BbI3bIBATh OIIMOKY HeXBAaTKK HaMATU. VIMeHHO ¢ 9TuM
0OBIYHO CBA3AHBI HpO6JIeMbI TIPpON3BOANUTE/IBHOCTHU ITPHU COPTUPOBKE.

Jlis cospanust oGbekTa RangePartitioner ¢ mOMOMIBIO (dpeiimBopka Spark HeobxoaUMO
He TOJIbKO KOJMYECTBO CeKIuii, Ho u cam Habop RDD st ocyiecTBienust BBIGOPKH.
OH noskeH 6biTh Habopom RDD Koprexeit, a JIs KiItoueil caeayer 3aaTh yIopsi-
Jno4yeHue.

Beibopka dakTudecku TpedyeT YacTUUHOTO BhluMcieHus Habopa RDD, npusous,
TakuM 06pa3oM, K paspsiBy rpada BoimosHeHust. Clie0BaTebHO, CEKIIMOHUPOBAHNE
[0 INANa3oHaM 3HAYCHUIT KJIfoueil Ha caMoM jiesie pejicTaBsieT coboil u npeobpa-
30BaHue, U jaeiictBue. JlomosHUTEIbHBIE 3aTPAThl Ha BBIOOPKY O3HAUYAIOT CJEAyoIIee:
B [[EJIOM CEKIIMOHMPOBAHUE TI0 JAMAlla30HaM 3HaYeHU Kitouell — OoJjiee T0pOoToCcTO-
stiifee JIeiicTBIE, YeM Xell-ceKiinonnpopanue. TpeboBaHue yIOPsIOU€HHOCTH KII0Yeit
MO/ipa3yMeBaeT, YTO CEKIMOHNPOBaHNE 10 IaTa30HaM 3HAUeHWH KJTfouell BO3MOKHO
BBIIIOJIHUTH He Ha Beex Habopax RDD kopreskeii. CiiegoBaresibHO, Olepaiiy HaJl apa-
MU «KJII0Y — 3HaYeHue» (Hanpumep, arperupyiomiue GyHKIMK), TPU KOTOPIX 3alliCh
C OJMHAKOBBIMY KJIFOUaMK JOJKHBI HAXOJAUThCS HA OJHON MallliHe, HO MOTYT OBITh
HE YIIOPSIOYEHbI, TPUMEHSIOT 110 YMOJTYaHUI0 00beKT HashPartitioner. OgHako atu
METO/IBI MOJKHO TAKIKe BBITIOJHSTD C TT0JIb30BATEIbCKUM 00bEKTOM Partitioner wmwin
06beKTOM RangePartitioner.

MNonb3oBaTenbLCKoe CeKLMOHNPOBaHME

Spark mosBoJisieT moib30BaTEIAM OIMCHIBATh COOCTBEHHBIE 00bEKTHI Partitioner ¢ 1ie-
JIBIO 33/1aTh crieludrieckre HYHKIMKI CEKITMOHNPOBAHUS JIaHHbIX. /7151 onpeienenms
o0beKTa Partitioner HY:KHO peajl30BaTh METO/IbI, YKA3AHHbIE HUKE.

O numPartitions — MeTO/, BO3BPAIIAIOIINIA KOJIMUeCTBO cekiwil. [Ipeanomaraercst, 4to
3TO 3HaUeHMe GOJIbIIE HYJIS.

Q getPartition — MeTO/, IPUHUMAIONIUI HA BXO/I€ KJIIOY (TOTO JKe TUIIA, YTO B CEK-
uorupyemom Habope RDD) u BozBpamarouuil 1egoe 4ucao; HHIAEKC CEKINH,
B KOTOPOW JIOJIKHBI HAXO/IUTHCS 3AIIUCU C ITUM KJI0YOM. J[aHHOMY Yucy caeayer
HaXOJIMUThCSI B JIMAINIA30HE OT HYJISI 0 KOJMYECTBA CEKIUN (3a/]aHHOM B MeTOjle
numPartitions).

Q equals — HeoOS3aTEIBHBIN METOJT LI ollpe/lesIeHIs PaBEHCTBa 00BEKTOB Partitioner.
Jlnst oO6bexTa HashPartitioner Bo3Bpamiaer true B ciiydyae OAMHAKOBOIO KOJIMYECTBA
CEKITHiA, a /75T 06beKTa RangePartitioner — TONBLKO B CIy4Yae COBIAIEHS TPAHUIL
[ana3oHoB. PaBeHCTBO 00beKTOB Partitioner nmeer ocobeHHOE 3HAYCHUE IJIst
COeIMHEHUH U COBMECTHBIX TPYNITMPOBOK: B HEKOTOPBIX CJIyUYasiX, KOT/la COTJac-
HO 00bekTy Partitioner Habop RDD yike cekimonuposaH, GppeitMBopk Spark
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OKa3bIBAETCS IOCTATOUHO «COOOPA3ZUTEIEH JIJIst TOTO, YTOOBI HE TIePETACOBLIBATH €TI0
CHOBa TaKKUM ke 06pazoM. Mbl 00cy M 1o nopodHee B ogpasee «Vcnosib3osa-
HUE COBMECTHO PACIIOIOKEHHDBIX M CEKIIMOHMPOBaHHbIX HabopoB RDD» na ¢. 171.

O hashcode — 9TOT MeTO/ HEOOXOAUM TOJIBKO B CJIydae MepeoTpe/ie/ieHust METO/a
equals. Xemi-kog o0bekTa HashPartitioner paBeH IPOCTO KOJMYECTBY CEKIM. Xel-
ko1 00beKTa RangePartitioner IIpeACTaBIsAET coboit Xel-(OYHKIUIO, TPOU3BOIHYIO
OT I'PaHuI] IUAa30HOB.

CoxpaHeHue nHpopMauum 0 CEKLMOHNPOBaHUM
OT Npeobpa3oBaHus K NpeobpasoBaHmIo

Hexotopsie mupokne mpeobpazoBanust MEHSIOT ceKImoHnpoBanne Habopa RDD, kak
Oyner nokasano B Tabu. 6.4. MpeiimBopk Spark saromuHaer a1y nHGOPMAIHIO, 0OHOB-
JIsisE CBOMCTBO Partitioner Habopa RDD. Ilpu BhilOIHEHNK cepuu IpeodpasoBaHMit
Ba)KHO 3HATD, KaK CEKIIMOHUPOBaH HAO0p RDD, MMOCKOIbKY B HEKOTOPBIX CJIydasix 9Ta
uHbOPMAIHS TOMOKET U30€KATh JIUITHUX [IEPETACOBOK.

Hcnonb3oBanue COXpaHsIOMMX CEKIHOHUPOBaHHE Y3KUX NpeoGpasoBanuii. Heko-
TOpbIE U3 Y3KUX IIpeobpa3oBaHuii, HapuMmep mapValues, COXPaHSIOT CEKIIMOHMPOBA-
e RDD nipu ero nanuuuu. Ecin 3apanee nu3BecTHO, 4To npeobpazoBaHue MeHsET
B Iapax «KJIOY — 3HAYCHUE» JIUIIb 3HAYCHUE, TO Y TIOJYUUBIIETOCS B €T0 Pe3yabTare
Ha6opa RDD ne Oyaer undopManuu 0 CEKIIUOHUPOBAHUN (fa’Ke eCJIU OHO He I10-
MEHSLIOCh ). BasKHO OTMETHTB: YaCTO UCIIOJIb3yeMble TpeoOpa3oBaHust, HATPUMED map
u flatMap, MOTYT MEHSITH U KJIIOY, TOITOMY, JIasKe €CJIH Balla (PYHKITHS 9TOTO HE JIeJIaeT,
y urorosoro Habopa RDD He Gy/er usBecTHOro oObeKkTa Partitioner. A B CUTyalUsIX,
KOT/JIa MEHATh KJI0YN HeXKeJaTeJIbHO, MOKHO 3a/ielicTBOBATh (hyHKIINIO mapValues
(ompeniesiennyio Tobko 7t RDD map «kimfou — 3HaueHue» ), TOCKOJIbKY OHa COXpa-
HSIET KJIIOUM HEeM3MEeHHbBIMHU, a CJIefloBaTe/]bHO, 0ObeKT Partitioner Toxe He MeHs-
ercs. DyHKIMs mapPartitions Takke cOXpaHsieT CEKITMOHUPOBAHUE, €CIN 3HAUECHNE
(daara preservesPartitioning paBHo true. IIpeacraBuM, uto data — Habop RDD
tura RDD[ (Double, Int)], u HATIMIIIEM TTOKA3aHHbBIN B IpuMepe 6.7 TeCT /I WILTIOCTPa-
IIUU BBIIIIECKA3AHHOTO.

Mpumep 6.7. CoxpaHeHne MHGOPMaLIMN O CEKLIMOHMPOBAHUM C NMOMOLLbIO yHKUMM mapValues

val sortedData = data.sortByKey()
val mapValues: RDD[(Double, String)] = sortedData.mapValues(_.toString)
assert(mapValues.partitioner.isDefined,

"Mpn ucnonb3oBaHuu ¢yHKUUM MapValues cekuMOHUpOBaHuWe coxpaHaeTca")

val map = sortedData.map( pair => (pair._1, pair._2.toString))
assert(map.partitioner.isEmpty, "Mpu npumeHeHWU ¢yHKUMM map CeKLUOHWpOBaHWE
He coxpaHseTca")



MeToAbl CEKLIMOHMPOBAHUS M JAHHbIE TUMNA K04 — 3HaYeHne» 171

Ncnonb3oBaHMe COBMECTHO PACMosIOXKEHHbIX
N CEKLUMOHMPOBaHHbIX Habopos RDD

Cosmecmno pacnoaoxcennvimu (co-located) Haswiarorces Habopsl RDD ¢ ognHaKOBbIM
00beKTOM Partitioner, pasMelieHHbIE Ha OJTHOM (DU3MUYECKOM yUACTKE OIEePaTUBHON
MaMAaTh. TO BAKHO MTOTOMY, YTO Bce (DYHKIUU KJyacca CoGroupedRDD — KaTeropus,
BKJIIOUAIOIIAST OTIEPAIIUU COgroup ¥ BCE OIIEPAIU COeMHEHN, — TPeOYIOT COBMECTHO-
'O PACIOJIOKEHNsT CEKIMI TpyTIupyeMbix Habopos. O6beannerne Habopos RDD 6e3
repeiadll IAHHBIX 110 CETH BO3MOKHO TOJIBKO MTPU HAJIMYKMHU Y HUX OTHHAKOBBIX 0OBEKTOB
Partitioner u eciii Bce COOTBETCTBYIOIME CEKIIUU B OLIEPATUBHON MaMATH HAXOATCS
B oziHOM ucnosHuTeste. CeklK B ollepaTUBHOM IaMSITH OKa)KyTCSL B OJJHOM MCIIOJIHUTEJIE
[IPU YCJIOBUH, 9TO OBLIN CEKIIMOHUPOBAHBI B PAMKAX OTHOCSIIIETOCS K OTHOMY 3a/IaHIIO
rpada mponcxoxIeHus.

Cosmecmnoe cexyuonuposanue (co-partitioning) — moHsaTHE, POACTBEHHOE OMMCAHHO-
My B IIpenbLayeM absale, Ho oTaudaoleecs ot Hero. Heckombko Habopos RDD na-
3BIBAIOTCST COBMECMHO CEKYUOHUPOBANHBIMU, €CJTA CEKITMOHNPOBAHBI HA OCHOBE OTHOTO
1 TOTO K€ U3BECTHOro 00beKTa Partitioner.

JIBe CeKIUU HA3BIBAIOTCS cogMecmio pacnoioicennvimu (co-located), Gyayun 3a-
TPY/KEHHBIMI B OMEPATUBHYIO TTaMATH OAHON Mamuibl. /[Ba Habopa RDD 3aBemomo
COBMECTHO PacIIOJIOXKeHbl, €C/IM UX IIOMECTUIN B OllepaTUBHYIO [1IaMATb OZHO 3ajalue
" ofuH 00BEKT Partitioner: Korja CEKIMOHUPOBaHE 060UX HAOOPOB MPUCYTCTBYET
B rpade npoucxoxaeHust oguoro aeiicters. Habopst RDD 6yayT COBMECTHO CEKITHO-
HUPOBAHHBIMU TIPU YCJIOBUU OJIMHAKOBOCTU UX 0OBEKTOB Partitioner, naske ecau co-
OTBETCTBYIOIINE CEKIIMM KAXKI0T0 U3 HUX HAXO/ATCSA Ha Pa3HbIX (PU3NUECKUX ydacTKaX
omepatuBHOH mamsTu. HamoMmmM, uto dhpasa «oqmHaKkoBble 0OHEKTH Partitioners
03HAYaeT UX PaBEHCTBO B COOTBETCTBUN ¢ (DyHKIINEH paBeHCTBA, ONIPEETICHHOM B Kiacce
Partitioner.

B mpumepe 6.8 #Habopbi RDDA 1 RDDB COBMECTHO PACIIOJIOKEHBI.

Mpumep 6.8. CoBMECTHO pacnofioxXeHHble Habopbl RDD

val RDDA = a.partitionBy(partitionerX)
rddA.cache()

val RDDB = b.partitionBy(partitionerY)
rddB.cache()

val RDDC = a.cogroup(b)

rddC.count()

BesieerBue OTI0KEeHHOI TPUPO/bI BbiuKceHus (hpeiiMBopka Spark Hu ogun u3 nabo-
poB RDD He 3arpy:kaercsi B oliepaTUBHYIO HAMSATh /10 MOMEHTA BBITTOJIHEHUS RDDC. count ().
Korma Spark samyckaer cBsizanHoe ¢ RDDC. count () 3aganue, oba Habopa RDD mozrs-
IMBAIOTCS B TAMSITh, TAK KaK OIepaliust cogroup 00beINHIIA X IPadbl TPOUCXOKICHHMS.
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B aToM ciydae coepnHenye He BbI30BET Iepejadi JaHHbIX [0 CeTH, ITOCKOJIbKY 00a Ha-
Gopa 3arpy’KeHbI B OTIEPATHBHYIO MAMSITh B OJJHOM MECTE,

HaHpOTI/IB, npu H606XOIII/IMOCTI/I BbI3BATDH JCUCTBU HAJL Ha60paM1/1 RDDA 1 RDDB 10 f1ei1-
CTBUS HaJl COBMECTHO CIPYIITNPOBAHHBIM Ha60p0M RDD ¢ynkius cogroup Moria OBl
BBI3BATh OIpeIeJIeHHBIN ceTeBO TpaduK, MTOCKOTIbKY Ha60pr HE PacCIIOJIOKEHbI CO-
BMecTHO (Tipumep 6.9).

Mpumep 6.9. Habopbl RDD coBMECTHO CeKLMOHMPOBaHbI, HO HE COBMECTHO PaCroOXeHbI

val RDDA = a.partitionBy(partitionerX)
rddA. cache()

val RDDB = b.partitionBy(partitionerY)
rddB.cache()

val RDDC = a.cogroup(b)

rddA. count()

rddB.count()

rddC.count()

B nmamuoM ciyuae HaGopbl RDDA 1 RDDB 3arpysKaioTcs B OMEPATHBHYIO MAMSITh Pa3JInd-
HbIME JelicTBrsAME (cM. Tabr. 6.4). OHM COBMECTHO CEKIMOHUPOBAHBI, HO UX CEKIMH
He 00513aTEIbHO COBMECTHO pactionoxenbl. CleoBaTebHO, XOTsI MTOBTOPHBIN BHI30B
(OYHKIMY CEKIMOHUPOBAHUS U MPEAOTBPAIAeT MepeTacoBKy 060ux Habopos RDD
OTIEPATOPOM COEMHEHM:I, BIIOJTHE BO3MOKHO TIOSIBJIEHNE HEKOTOPOTO TpaduKa M3-3a
BBIPABHUBAHUS CEKITUIT M 3arPYy3KU 0O60MX HAOOPOB B OTIEPATUBHYIO TTAMSITh. XOTsT ap-
XUTEKTypa MPOrpaMMBbl MOKET TIOTPebOBATH BHI30BA ACHCTBUI UIMEHHO B 9TOM MOPSI/IKE,
YaCTO MMEET CMBICIT 33/[yMAThCsT Hajl rpachoM rmporcxoskaenust Habopa RDD, npesxie uem
BBI3BIBATH JIEHICTBUE HAJl HUM C 11€JIbI0 MUHUMHU3NPOBATh CETEBOI TPapUK.

MepeyeHb DYHKLMIN 0TOBpaXkeHus
N CEeKLMOHUpOoBaHUs Knacca PairRDDFunctions
IToMuMo npeaHasHAYeHHBIX 111 HabopoB RDD map «k/rou — 3HaueHue» (QyHKIIHi

BBIGOPKH M OTOGPAKEHUS, IMEIOTCS TakKe (DyHKIIMN CEKIIMOHUPOBAHUS, TPUBEICHHBIE
B TabI. 6.5.

Kitacc PairRDDFunctions Takske BKJIIOUAET BCE OMEPAIIUN C HECKOIbKIME Habopamu RDD,
B TOM YMCJIe join U cogroup, KOTOPbIE Mbl PACCMOTPE/IH OAPOOHO B IJiaBe 4.

MepeyeHb GyHKLNIA
knacca OrderedRDDOperations

ITomMuMO crieruaabHbIX QYHKIWIT 17151 paboThl ¢ Habopamu RDD map «Kirouy — 3Haue-
HU€», CYIECTBYET MHOKECTBO JIOTOMHUTETBHBIX (hYHKIWMIH 171t HabopoB RDD ¢ yro-
PAZOYEHUEM KJII0Yeil, OMCaHHbIX B Ta0uI. 6.6.
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CoptupoBka 1o aByM Kmo4am ¢ momoinsio ¢hyukiuu SortByKey. Oyukis SortByKey
(dpeiimBopka Spark 103BoJIsIET COPTUPOBATD TI0 KOPTEKAM KJIIOUEi 13 IBYX 9JIEMEHTOB.
Tax, HEeCJI05KHO OTCOPTUPOBATDH 10 JIBYM 3HAYEHUSIM, BOCIIOJIb30BABINNCH HESIBHBIM
VIIOPsIIOYEHnEM KOopTekeil si3bika Scala, mociie 4ero 0TcopTHpOBaTh MO COCTABHOMY
kiouy (Keyl, Key2). /lomyctum, 9To 3/1aTOBIACKA 3aXOTEJa, YTOOBI MBI BMECTO TIOMCKA
N-ro 3JIeMEeHTa CO3Ja/IU KaTajor I1ap (MHAeKc cTonbua, 3HadeHne), OTCOPTUPOBAHHDBIX
cHauaja 1o UHEKCY cToJbIa, a 3aTeM 1o 3HaveHuto. [Ipu 3agannom vHabope RDD
indexValuePairs Tuia RDD[ (Int, Double)] 5Ta 3aja4a peraercs CIeayommM 0O6pasoM:

indexValuePairs.map((_, null)).sortByKey()

Dyukus sortByKey BOCIIOJNb3YETCS HESBHBIM YIIOPSIOUEHUEM 110 KOpTeskaM (Int,
Double), Mpu KOTOPOM ITPOCTO CPAaBHUBAETCS CHavasa MepBoe 3HaUYeHne U3 KOpTexa,
a TT0TOM — BTOPOE.

®yHkumns SortByKey He nmoapepuBaeT HesiBHOe ynopsiaodeHue no TurnaM npo-
M3BeAEHU, 3a nckoyeHrem Tuple2.

BTOpWYHbIE COPTUPOBKM U (PYHKLNSA
repartitionAndSortWithinPartitions

CoptupoBky B Spark MoKHO OCyIIecTBUTbD, ceKIoHnpoBas Habop RDD Ha ocHoBe
o6bekTa RangePartitioner ¢ moceayomei COPTHPOBKOMN B peiesiax KaskIoi CEKITII
¢ ToMoMIbio yHKITNU mapPartitions, MpUMepHO Tak, Kak MBI c/ies1anu B ipumepe 6.4.
O/HaKo Takas COPTUPOBKA BBIOJIHAETCS MeJleHHee, yeM (hakTudeckasl peajansalius
dbyHKIMKM SortByKey us (peiiMBopka Spark. BMecTo ceKIIMOHUPOBaHUSI ¢ MOCTEAYIO-
1eil copTUpPoBKOil hpeiiMBoOpK Spark mpuMeHsieT METOI 110/ Ha3BaHUEM <GMOPUUHAS
copmuposka» (secondary sort), KOTOPBIH eT€TUPYET ITAMy MEPETACOBKU 3ajIauy 10
COPTUPOBKE JAHHBIX HA OT/IEJTbHON MaIliHe.

BTopuyHas copTpoBka — BecbMa 3(h(MEKTUBHbIN CMOCo6 YropaaoUeHns AaHHbIX
KaK Mexay MallvHaMu, Tak WU B npeaenax OfHOWM MaliMHbl. [aHHbIA TepMUH
6epeT cBOe Hayasno M3 napaaurmbl MapReduce v onucbiBaeT METOAMKY, Mpw
KOTOPOI pa3paboTumK C MOMOLLbIO OHOW (YHKLIMKU BbIMOSIHAET OTOBpaXeHue,
3a/1aBasi Npy 3TOM AJi1 UCMO/b30BaHWS MY CBEPTKE APYrov MopsioK 3/eMeH-
TOB. B uTOre nosiBNseTcs BO3MOXHOCTb CAEMATh YacCTb SIOKaNbHON paboThl Mo
copTupoBKe B Spark Ha 3Tane NepeTacoBKM, a He Ha CreayloLleM, nocne 3a-
BEPLLEHNS NEPETACOBKM.

Bo ¢peiimBopke Spark ecth BcTpoeHHast QYHKIUS [JisT BTOPUUYHOM COPTUPOBKY —
repartitionAndSortWithinPartitions. OHa npescTasisier coboi mupokoe mpeobpa-
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30BaHue, IPUHUMAlOIee Ha BXO/1e o0bekT Partitioner — oTIpe/ieJIeHHBIN B TlepeaBa-
eMOM B KauecTBe aprymerrta Habope RDD — u HestBHOE YIIOPSIIOUYEHIE, KOTOPOE TO0JIKHO
OBITD OTIPE/IEJIEHO JIJIST KJTtouei JaHHOTO Habopa. JTa (GYHKIUS CEKIMOHUPYET JJTaHHbIE
B COOTBETCTBUU C apTYMEHTOM Partitioner, mocje 4ero COpTUPYeET 3aMUCH B KaxKI0HN
W3 CeKINiI B COOTBETCTBUM C YCTAHOBJIEHHBIM YIIOPSI0UEHUEM.

HeT Hy>Abl HEMOCPeACTBEHHO NepeaaBaTh HesIBHOE ynopsifoyeHne B yHKUMIO
repartitionAndSortWithinPartitions. Ecnu ee Bbi3biBatoT Anst Habopa RDD ¢ yrnopsi-
JOYEHHbIMK K/toYaMu, To (pelMBopK Spark cam caenaeT BblBOA OTHOCUTENBHO
yropsiAoYeHns N OTCOPTUPYET AaHHbIe COOTBETCTBYIOWMM 06pa3oM. YTobbl mc-
nonb3oBaTb PyHKUMIO repartitionAndSortWithinPartitions ans copTMpoBkM TUMNOB,
Y KOTOpPbIX W/IN HET HESIBHOrO YNOPSIAOYEHWS, WM OHO HE TaKoe, KaK HY>HO,
HeobXxoAMMO OnvcaTh HESIBHOE yrnopsiiodeHune ans kiovein Habopa RDD B npo-
rpamMme Ao ee Bbi3oBa. CM. npumep 6.12.

Ecin sarsisinyTh B peajansaluio sortByKey, TO MOXHO YBUJETDH, YTO OHA BbLI3bIBAET
¢yHkIMIO repartitionAndSortWithinPartitions ¢ mapamerpom RangePartitioner
U MICTIOJTB3YET 3a[aHHOE IS KII0Uell HesiBHOE yriopsiodenue. Kak Mbl yike 06Cy K aamm
B nozpaszee «CeKIMoHNpoBaHue 110 JrallasoHaM 3HaueHUI Kioueii» Ha c. 168, 00beKT
RangePartitioner ocylecTBIsieT BEIGOPKY JAHHBIX U CTABUT KasKAON U3 CEKIMH B CO-
OTBETCTBUE /IMalla30H 3HAYEHUI Ha OCHOBE BBIBEJCHHOIO UM paclpe/iesieHns Klodei
(narpumep, Kiaoun co 3naderusivu Meskay 0 u 10 g0/KHbI ObITH TOMEIIEHBI B CEKITUIO
c uanekcoM 2). [Tociie atoro dynkius repartitionAndSortWithinPartitions coprupy-
€T 3HAYEHUS B KasK/01 U3 CEKIMH (B KayKIOM JMAMA30HE JTAHHBIX) U TAKIM 06Pa3oM BECh
UTOTOBDBII pe3yJibTaT OKa3bIBAETCS OTCOPTUPOBAH 110 KJjiouy. IlapajgurmMa BTOpU4HON
COPTUPOBKU U QyHKIU repartitionAndSortWithinPartitions MOTYT NCITOJIB30BATHCS
He TOJIbKO /1151 9P DEKTUBHON COPTUPOBKU 110 OJJHOMY KJIIOYY, HO U JIJIs1 YCTaHOBKHU JIBYX
BU/IOB YIIOPSI/IOYEHU JAHHDIX: OZIHOTO /ISl CEKIIMOHUPOBAHUS 1 BTOPOTO [V YIIOPS/I0-
YEHUS HIEMEHTOB JI0YePHUX cekinit. OCTaBIIasiCs 4acTh JAHHOTO pasjiesia OyeT MOoCBs-
1[eHa BTOPOMY U3 9TUX CIIEHAPUEB IPUMEHEHUSI, TPU KOTOPOM TPeOyeTest yIopsiIounTh
JlaHHbIE CHAYaJIa [10 OTHOMY KPUTEPUIO, & 3aTeM — 110 JIPYTOMY.

Ncnonb3oBaHue repartitionAndSortWithinPartitions
ANs PYHKUUM rpYNNMPOBKU MO KUY
C COPTMPOBKOW 3HauYeHUM

OuruMabHbIi cIocod YIOPSIOYNTD JAHHBIE 110 JIBYM KPUTEPUAM — BOCIOJIb30BATHCS
(ynkiumeit repartitionAndSortWithinPartitions. OfuH U3 YaCTBIX CIIEHAPUEB TIPUME-
HEHWS JIJISE Hee — onucanue (hyHKIUU, KOTOPYIO MOJKHO Ha3BaTh groupByKeyAndSortValues
(rpyInmmpoBKa 1o K04y ¢ COPTUPOBKON 3HAYEHUIT ), BO3BPAIAIONIEN CTPYIITIUPO-
BaHHbII 110 K04y Habop RDD, 3HaueHUst B KAKOU U3 IPYIIT KOTOPOTO OTCOPTUPO-
BaHbl. B oT/inune oT COPTUPOBKH TI0 KII0YaM-KOPTEKaM, 00Cy KAaBIIeiicss B MyHKTeE
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«CopTupoBKa 10 ABYM KJfouaM ¢ ToMonibio pyaknmu SortByKeys» na c. 176, atoT
MOJIXO/] MOXKHO 0606IUTH Ha cydail J060ii CXeMbl CeKITMOHUPOBAHUS TIPU JIIOOOM THTIE
KJIIOYEll U [10JIb30BATEIbCKOM yriopsinodenun. Mbl 3aseiicTByeM GyHKIUIO reparti-
tionAndSortWithinPartitions /i MOBTOPHOIO ceKIMoHUpoBaHusa Habopa RDD 1o
OTHOMY YTIOPSIOYEHNIO KJTIOUeH M 3aTeM OTIpe/Ie/TNM HesIBHOE YTIOPSIIOYeHne /TS 3a-
nrceli B 33/JaHHON CEeKITNN.

Hewmmoro ronckas, BbI JIeTKO HalijieTe MHOKeCTBO (DyHKIMIT groupByKeyAndSortValues,
XOTSl HU OJIHAa M3 HUX He ObLaa BKJIoYeHa Bo ¢peiiMBopk Spark. OcobeHHO X0Poil
BapuanT Congu Pusol B «Spark dns npogeccuonanos»!, u npusegernas gajiee peaju-
3aIUst OYE€Hb HAIOMWHAET ATOT BapUAHT. Y KazaHHast (DyHKIIMS MPe/IoJiaraeT JaHHble
BBUze ((k, s), v), T7ie s — BTOPUYHBIN KITIOU (BO3MOKHO, TTPOU3BOAHBIN OT 3HAYCHU ).
Omna cexnmonupyet Habop RDD 110 riepBoii uacTu Kirioua, a 3aTeM COPTUPYET MO BTOPOH.
Hanee pyHKII 00beUHIET BCE OTHOCSIIMEC K OZHOMY KJIIOUY 3HAYEHUS B OTCOPTH-
POBAHHBII UTEPATOP.

DyHKIms groupByKeyAndSortValues BBITIOHSIETCST B UETHIPE TITara.

1. OHpelIeJIeHI/Ie 10JIb30BaTEIbCKOr0 00bEKTa Pa rtitioner, CEKIMTMOHUPYIOUIETO 3allCH
B COOTBETCTBUU C IIEPBBIM 9JIEMEHTOM KJItO4a.

2. OmpejiesieHre HESTBHOTO YIIOPSIIOYEH WS U1t 3HAUEHU . DTO TpeOyeTcst JIUIIb MOTO-
My, 4T (DyHKIUs stByisteTcst 00001eHHOM. HesiBHOE yIIopsiioueHue JIjist KOpTesKeil:
nepBoe 3HauYeHue, BTopoe 3HadeHue. HyskHo mumib ykasaTh dpeiiMBopky Spark Ha
HEO0OXOMMOCTD UCTTOIb30BAHUS JAHHOTO YIIOPSANIOYCHHST KOPTEKCH.

3. TIpumeHenue Ko BxogHOMY Habopy RDD ¢yHKnuu repartitionAndSortWi-
thinPartitions ¢ mosib3oBareabCKUM 00BEKTOM Partitioner, OIlpe/leJIeHHbIM
B mrare 1.

4. OObeauHEHME 5JIEMEHTOB € IIOMOIIbIO Ollepaliii mapPartitions. MoKHO oneperbest
Ha TOT (haKT, YTO BJIEMEHTBHI C OJUHAKOBBIM ITEPBBIM KJIIOUOM HaXOSTCS B OJHOM
CEKITUH, a 2JIEMEHTDI B IIpejieiaX KasK/I0i CeKIMM OTCOPTUPOBAHDI CHaYaa B COOT-
BETCTBUU C TIEPBBIM YIIOPsIIOUEHNEM, a 3aTEM — CO BTOPBIM.

Ha camoM pene gaHHas QyHKUMS HE COPTUPYET 3HauyeHusi No NepBOMY KIO4y,
MOCKOJ/IbKY UCMNOJIb3yeTCA XeLl-CEKUNOHUPOBaHKE. BmecTo 3TOro oHa rpynnupyet
KJTI0UM C OAMHAKOBBIM Xell-3HaueHueM, pa3MeLlasl X Ha OHOW MaluMHe. TakuMm
06pa3oM, ecniv Mbl BbIMOMHUM ee [/151 3HaueHut oT 1 10 5 npu YeTblpex cekuusix,
TO nepBas cekums byaeT coaepxaTtb 3HayeHus 1 n 5. YTobbl KmouM OencTBu-
TeNbHO COpPTMPOBaNUCb, HeobxoamMMo 3afaTtb 0bbekT RangePartitioner. OgHako
€CNM Halla 3ajayva — NpOCTO CrpynnMpoBaTh CXOXKUE KITHOYM, TO UCMOSIb30BaHUS
Xell-3Ha4yeHunsd BrnoJsiHe AOCTaTO4HO.

! Spark ams1 npodeccnonanos: coppeMerHble nartepHbl 06paboTku Gosbinx gaHubix / C. Pusa,
V. Jlezepcon, II1. Oyan, 1. Yumic. — CII6. : Iurep, 2017. — 272 ¢. — ISBN 978-5-496-02401-3.
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B npumepe 6.10 mpuBeieH KO/ TTOJIB30BATENBCKOTO 00BeKTa Partitioner. Kak Bbl MO-
JKeTe BUJIETh, MBI YITOPSIZIOYMBAEM TOJIBKO MIEPBYIO YaCTh KJ0va. Ecim 3a1ath ymopsiio-
YeHue Mo 0H6EUM YacTsAM KJII0Ya, TO IPYIITUPOBKA GY/IET BBITOIHSTHCS MO XeII-3HAYEHUIO
Bcero kopreska kiioua. CireoBaTesibio, GyHKIIST MOKET TTOMECTUTD 9JIEMEHTBI C OJiU-
HAKOBBIM [T€PBUYHBIM KJIIOYOM, HO PA3HBIMU BTOPUYHBIMH, B /IBE Pa3HbIE CEKIU.

Mpumep 6.10. LLar 1 BTOpUYHOI COPTUPOBKK: onpeaesnieHne nonb3oBaTeNbckoro obbekTa Partitioner

class PrimaryKeyPartitioner[K, S](partitions: Int) extends Partitioner {
/**
* Cospaem obbekT HashPartitioner u ucnonbsyem ero c nepsbiMm Habopom Kiw4yei
*/
val delegatePartitioner = new HashPartitioner(partitions)

override def numPartitions = delegatePartitioner.numPartitions
/**
* CeKUMOHMPYEM MO Xell-3HAaYeHW NepBOro Kiw4a
*/
override def getPartition(key: Any): Int = {
val k = key.asInstanceOf[(K, S)]
delegatePartitioner.getPartition(k._1)

}
}

Jlasnee HEOOXOIMMO 33/1aTh HESIBHOE YIIOPSIZIOUEHHUE, KaK MOKazaHo B npumepe 6.11.
Kax BbI TOMHUTE U3 OTIpeesieHns (GyHKIUH, 17t 00erX 4acTell KIodya yIopsijioyeHe
yiKe 3amano. A Bo dpeiiMBopke Spark yike cylecTByeT yrnopsioueHue Ik KOpTexKei
U3 JIBYX YIOPSIIOYEHHBIX 3JIEMEHTOB, CJI€0BATEIbHO, OCTATIOCH IPOCTO yKazaTh Spark,
YTO HY’KHO MCIIOJIb30BaTh 000011eHHOE yriopsiaouerue Tuple2.

Mpumep 6.11. Llar 2 BTOPUYHON COPTUPOBKM: ONpeAeneHne HEIBHOIO YNopsiAoHeHNs!

implicit def orderByLocationAndName[A <: PandaKey]: Ordering[A] = {
Ordering.by(pandaKey => (pandaKey.city, pandaKey.zip, pandaKey.name))
¥

implicit val ordering: Ordering[(K, S)] = Ordering.Tuple2

Temneps, co3gas aTH 1BE TIOAMTPOTPAMMBI, MO;KHO OITHCATh (byHKuI/Ho groupByKeyAndSort-
BySecondaryKey, Kak mokazaHo B mpumepe 6.12. 9ta HoBas (pyHKIIUS CEKITMOHUPYET
JAaHHBbIE B COOTBETCTBUM € OIMCAHHBIM B 1are 1 o6bekTom Partitioner, COPTUPY:I
UX B COOTBETCTBUM C OIMCAHHBIM B 1lIare 2 yIopsjaoueHueM, MOocJe Yero ¢ TOMOIIbIO
(dyHKIMY groupSorted 0ObEIUHIET 2JIEMEHTBI C OAMHAKOBBIM IIEPBBIM KJIIOYOM B OIUH
UTepaTop.

Mpumep 6.12. 061Kt 0bpasewl hyHKLMM ANs «rPyNnNMPOBKM MO KUY C COPTUPOBKOWA
MO BTOPUYHOMY KITHOUY>»

def groupByKeyAndSortBySecondaryKey[K : Ordering : ClassTag,
S : Ordering : ClassTag,
V : ClassTag]
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(pairRDD : RDD[((K, S), V)], partitions : Int):
RDD[ (K, List[(S, V)I)] = {
// Co3paem >3K3eMnisip Hawero nosb3oBaTenbckoro Partitioner
val colValuePartitioner = new PrimaryKeyPartitioner[Double, Int](partitions)

// 3afaem HesABHOe ynopAAoYeHue AJIA COPTUPOBKM MO BTOPOMY K4y,
// KoTopoe 6yneT uMcnosb3oBaTbCA Aaxe 6e3 sSABHOro obpalweHus
implicit val ordering: Ordering[(K, S)] = Ordering.Tuple2

// Wcnonb3yem ¢yHkumiw repartitionAndSortWithinPartitions
val sortedWithinParts =
pairRDD.repartitionAndSortWithinPartitions(colvaluePartitioner)

sortedWithinParts.mapPartitions( iter => groupSorted[K, S, V](iter) )
}

def groupSorted[K,S,V](
it: Iterator[((K, S), V)]): Iterator[(K, List[(S, V)])] = {
val res = List[(K, ArrayBuffer[(S, V)])]()
it.foldLeft(res)((list, next) => list match {
case Nil =>
val ((firstKey, secondKey), value) = next
List((firstKey, ArrayBuffer((secondKey, value))))

case head :: rest =>
val (curKey, valueBuf) = head
val ((firstKey, secondKey), value) = next
if (!firstKey.equals(curKey) ) {
(firstKey, ArrayBuffer((secondKey, value))) :: list

} else {

valueBuf.append((secondKey, value))

list
}

}).map { case (key, buf) => (key, buf.toList) }.iterator

Mpu paspaboTke NoAo6HOM yHKLIMM, CYLIECTBEHHO 3aBUCSALLEN OT CEKLIMOHU-
pOBaHMs, 0653aTeNlbHO YOEAMTECH, UTO BalM MOAY/IbHbIE TECTbI MOAXOAAT A/
[aHHbIX, 3aHUMatoLLMX 6onee oaHOM cekumn. OBsA3aTeNbHO NpPoTECTUPYIATE NpU
Pa3NMYHOM KOJIMUYECTBE CEKLMI M PasfIMUHbIX AaHHbIX, MOCKO/bKY CEKLIMOHMUPO-
BaHWe ABNSETCA HE BOSIHE AETEPMUHUCTMUHBIM (OCOBEHHO CEKLIMOHUPOBAHME
Mo /ManasoHaM 3HaueHuit Kodeit). Bonblie MHhopMaLmMm 0 TOM, Kak co3aaTh
XOpolLWe pacrnpeaeneHHble TECTbI, Bbl MOXETE HaliTK B riase 8.

Kak He cneayeT copTUMpoBaTh MO [IBYM KpUTEPUSIM

BaxkxHO OTMETHTD, YTO HEKOTOPBIE U3 IPYTUX, KAKYIUXCS OUYeBUHBIMHU, TTO/IX0O/I0B
K PEIIeHuIo HTOH 3a/1auk COBCEM He 00sI3aTe/IbHO a/lyT BepHBIN pesysbrar. Hampumep,
Jaske ecJIM He YIOMUHATH O TPOU3BOIUTEIBHOCTH, (QYHKIMST groupByKey He obecriedn-



BTropuuHble copTupoBkmM 1 dyHKUMa repartitionAndSortWithinPartitions 181

BaeT MOPS/IOK 3HAYEHUH B Tpymiax. Takum 00pasoM, CIIeyoIiast peau3aius MOKeT
BO3BpAIIaTh HEMTPABUJIbHbBIE PE3YJIbTATHI:

indexValuePairs.sortByKey().groupByKey()

He rapanrupyercs u ycToitanBocTh copTUpoBKE Spark (coxpaHeHne uCX0HOM yIopsi-
JIOUEHHOCTH 3JIEMEHTOB TIPU TOM 3Ke 3HadeHun ). [[0aToMy MOBTOP COPTUPOBKYU HETIPU-
eMJIeM:

indexValuePairs.sortByKey.map(_.swap()).sortByKey

B aToMm ciyvae BTOpOIl BbI30B (DYHKIIMH sortByKey MOXKeT HE COXPAHSTD IOJIy4eHHOe
TIPY TIePBOI COPTHPOBKE YIOPSIIOUEHNE.

3naTtoBnacka. Bepcusa 2: BTopMyHasa COpTMPOBKA

Jloruka BTOpMYHOIT COPTUPOBKY PACIIPOCTPAHSIETCST TATIEKO 3 ITPeIeJIbl IIPOCTOTO YIIO-
psanodeHust ganHbix. OHa MPUMEHUMA K JIOOBIM CIIEHAPUSIM UCIIOJb30BaHus, TPeOy-
IONIMM OPTAaHU3AIIUHY 3aMUCel B COOTBETCTBUY C JIBYMS Pa3IUYHBIMU Kitodamu. [lepBo-
HAvYaIbHBI TPUMEP CO 3JIATOBJIACKON CBI3aH CO BTOPUYHOM COPTUPOBKOI, TOCKOJIBKY
TpeGyeT MepeTacoBKY TI0 OHOMY U3 KI0Uell (110 MHAEKCY CTOIOTA) ¢ TTOCTEAYIOMINM
VIIOPsIZIOUeHEM JAHHBIX 10 3HAYEHISIM BHYTPHU KAKIOTO U3 KJouell (110 3HAYEHUSIM
B stueiikax). CiieoBaTe/IbHO, BMECTO TOTO, YTOOBI IPUMEHATH (DYHKIIIO groupByKey
17151 00beTMHEH ST 3HAYEHU T, OTHOCSIINXCS K KaKIOMY U3 KII0Uel, ¢ TToCTIenyomeit
COPTUPOBKOI HA OT/EJIHHOM IIare 3JIeMEeHTOB, OTHOCSIIUXCS K KAKIOMY U3 KIIOUell,
MOJKHO 33/1eificTBOBaTh (DYHKINIO repartitionAndSortWithinPartitions. Ona 1mo-
3BOJISICT BBIMOJIHUTH CEKITHOHUPOBAHKE 110 HHIEKCY CTOJOIa U OTCOPTUPOBATH 110
3HAYEHUSIM KaKIOTO U3 CTOJOIOB. DTO rapPaHTUPYET, UTO BCE OTHOCSIIUECS K KAXK/I0-
My U3 CTOJIONOB 3HAYEHUST OYIIYT PACIIONIATATHCS B OJTHOM CEKITUU, TPUIEM B YIOPSIIO-
YEeHHOM BHU/e. 3aTeM MOKHO TTPOCTO MPOUTH B ITUKJIE MO AJIEMEHTAM BCEeX CEKITH,
oThUIBTPOBATH HYKHbIE PAHTOBbIE CTATUCTUKH 32 OJMH IIPOXO[] IO JAHHBIM U BOC-
MOJIb30BaThCs (hyHKINEH groupSorted /st 06BEAMHEHUST OTHOCATIUXCS K HYKHOMY
CTOJIOIY PAaHTOBBIX CTATUCTHK.

OnpepeneHne Nonb3oBaTebCKoro obbekTa Partitioner

Ynopsinouenne u cekimonnpoBanue B GyHKIMH repartitionAndSortWithinPartitions
JIOJIZKHO [TPOMBBOAUTLCA 110 KaoyaM Habopa RDD, ciegoBaresibHo, HEOOXOAMMO IIPH-
MEHSTh B KayecTBe KJroveil mapel (MHaekc crosibia, 3HadeHne). MosKHO 3a1eicTBO-
BaTh (PUKTUBHOE 3HaueHue (cKaxkeM, 1 uan null), yto6bl Spark nHTEpIIPETHPOBA
HaG6op RDD kak HabOp Tmap «KJI004Y — 3HAYEHUE», TJIE KJIIOUU MPEJACTABIISIOT COO0M
KODPTEXH (MHAeKC cTonbua, sHadenue). [lanee HyKHO OyAeT 3a4aTh OIb30BATEIbCKUI
00beKT Partitioner /it CEKIIMOHUPOBAHUS KJIIOUEH 110 Xell-3HaY€HHIO IePBOii YacTh
Kitoua (MHAEKCY cToOIA), Kak MmoKa3aHo B mpumepe 6.13.
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MpumMmep 6.13. 3natoenacka. Bepcus 2, onpeseneHne nosb3oBaTenbckoro obbekTa Partitioner
AN CEeKUMOHMPOBaHUS MO UHAEKCY cTtonbua

class ColumnIndexPartition(override val numPartitions: Int)
extends Partitioner {
require(numPartitions >= @, s"Yucno cekuuin " +
s"($numPartitions) He MoxeT 6biITb MeHbwe Hyns.")

override def getPartition(key: Any): Int = {
val k = key.asInstanceOf[(Int, Double)]
Math.abs(k._1) % numPartitions // Xew-koa uHAaekca cTtonbua
¥
}

®dunbTpaumsa No cekuusm

DJIEeMEHTHI B KasK/I0M M3 CEeKIUi HYKHO YIHOPAAOYUTDb CHadYaJ/Ia 11O MHAEKCY CTO]I6].[8.,
a 3aTeM — II0 3Ha4Y€HUIO. HepBoe FapaHTUPYET, 4TO BCE 3HAYCHN S, OTHOCAIINECA K O/~
HOMY KJIIOYY, HAXO/JATCA B OZTHOU CEKITNH. BTopoe — YTO y BCEX COCE/IHUX IJIEMEHTOB
6yI[yT O/IMHAaKOBbI€ MH/IEKCbI CTOJI6HOB, OTCOPTUPOBaHHbIE TaK, YTO MOKHO BbIYUCJINTDb
PAHTOBYIO CTaTUCTUKRY.

CymecTByloliee HesIBHOE YIIOPSIOYEHNE JJIsI KOPTesKel — cHadasa 10 IepBOMY 3Ha-
YeHUIO U3 KopTexka, a 3aTeM — 110 Bropomy. CileoBaTesibHO, He HY’KHO 3a/1aBaTh JJIs
JaHHbIx yropsanodenue. ITocie BozoBa dhyHkium repartitionAndSortWithinPartitions
OHM OKJKYTCST CEKITMOHNPOBANBI B COOTBETCTBHIHU € UHIEKCOM CTOJIOIA  OTCOPTHPOBAHDI
110 MH/IEKCY cToJIOA U 3HaveHnio. HarpuMep, Mbl HCIIOJIb3yeM Onucanblil B TabJ1. 6.1
00beKT DataFrame U KOJMYECTBO CEKIMIL, paBHOE TpeM. [lepBast ceKIumst T0/DKHA Cofiep-
JKaTb CJIeyIolKe JaHHbIe:

((1, 2.0), 1)

((1, 3.0), 1)

((1, 10.0), 1)

((1, 15.9), 1)

((4, 0.0), 1)

((4, 0.0), 1)

((4, 0.0), 1)

((4, 98.9), 1)

MoskHO BOCIOJIB30BaThCS olepaniveil filter 1d Mpoxoza B IUKJIE 110 dJIeMEHTaM
uTepaTopa, HECMOTPS Ha TO YTO (UAbTpaIus TpedyeT OTCIeKUBaHUsT TJI00aTbHBIX
JaHHbix. Kak Bl HOMHUTE M3 HAIEro 00Cy KACHI IPeodPasoBaHuil «<UTepaTop — UTe-
patop» B pasjese « BeinosnHenune mpeobpazosanuii “urepatop — urepaTop” ¢ MoMOIIbIO
(ynaxmmm mapPartitions» Ha c. 121, onepanum Hajz ntepatopamu map, filter u flatMap
peodpasyoT aJieMeHTbl uTepaTopa 1o ouepe/u. Clie1oBaTesbHO, TIOCKOJIbKY 3JIEMEHTHI
OTCOPTHUPOBAHBI U CTPYIITUPOBAHBI MO KJIIOUY, MOKHO BECTU IIPOMEKYTOUHbBIE CYMMbI
0 WHIEeKcaM cTOJMOI0B. Ec/in aJIleMEHT — OJ[MH U3 OTHOCSIIIUXCS K 1[eJIEBON PAHTOBOI
CTATHCTHUKE, TO MbI €r0 0cTaBjisieM. [Lociie 9Toro HyKHO OyzeT 0TOOpasuTh UTEPATOP Ha
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MIEPBYIO TIOJIOBUHY KOPTEKa, YTOOBI yAaIuTh GUKTHBHOE 3HaYeHue 1. OOpaTuTe BHUMA-
HIEE: MOSKHO OOBEIMHUTD MIATH OTOOPasKeHUs 1 (PUIBTPAIUK B OJIHY olleparuio flatMap.
M1 pernusu pazenTh UX B mpuMepe 6.14, MocKoIbpKy mosiaraeM, 9to orneparins filter
GoJtee HATIISAHA.

Mpumep 6.14. 3naToBnacka. Bepcusi 2, ucnonb3oBaHune dyHkumm repartitionAndSortWithinPartitions

def findRankStatistics(dataFrame: DataFrame,
targetRanks: List[Long], partitions: Int) = {

val pairRDD: RDD[((Int, Double), Int)] =
GoldilocksGroupByKey.mapToKeyValuePairs(dataFrame).map((_, 1))

val partitioner = new ColumnIndexPartition(partitions)
// CopTuWpyeM Ha OCHOBe CyLWECTBYHWIErO HESABHOIO YMOpAJOYEHUS:
// no nepBoMy KJ4y KOpTexa, Mo BTOPOMY KJ4y KopTexa
val sorted = pairRDD.repartitionAndSortWithinPartitions(partitioner)

// OTGUNbTPOBLIBAEM HYXHble paHroBble CTAaTUCTUKM
val filterForTargetIndex: RDD[(Int, Double)] =
sorted.mapPartitions(iter => {
var currentColumnIndex = -1
var runningTotal = @
iter.filter({
case (((colIndex, value), _)) =>
if (colIndex != currentColumnIndex) {
currentColumnIndex = colIndex // 3amMeHAeM HOBbM WHAEKCOM cTonbua
runningTotal =1
} else {
runningTotal += 1
}
// Ecnu npomexyTo4yHadA CyMMa OTHOCUTCA K OHOM W3 HYXHbIX
// PpaHroBbIX CTATUCTWUK, coxpaHsem AaHHyw napy ((colIndex, value))
targetRanks.contains(runningTotal)
1))
}.map(_._1), preservesPartitioning = true)
groupSorted(filterForTargetIndex.collect())
}

O6beanHsieEM OTHOCALLMECS K OQHOMY KJIHOUY 3/1EMEHTDI

[Tocsie mara mapPartitions ocrtaercs BBITIOJHUTD OHO JIOKAJIBHOE TPEodpa3oBaHue,
4TOOBI TPYIIMPOBATH B ACCOIMATUBHBII MACCUB 9JIEMEHTBI, OTHOCSIIIECS K OTHOMY
nmgexcy cronbia. Kom mpemmasnadenioit A7st 910 1en GyHKimu groupSorted mpu-
BeJleH B ipuMepe 6.15.

MpumMep 6.15. 3naToBnacka. Bepcus 2, rpynnupoBka OTHOCALLMXCS K OAHOMY K04y 31EMEHTOB

private def groupSorted(
it: Array[(Int, Double)]): Map[Int, Iterable[Double]] = {
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val res = List[(Int, ArrayBuffer[Double])]()
it.foldLeft(res)((list, next) => list match {
case Nil =>
val (firstKey, value) = next
List((firstKey, ArrayBuffer(value)))
case head :: rest =>
val (curKey, valueBuf) = head
val (firstKey, value) = next
if (!firstKey.equals(curKey)) {
(firstKey, ArrayBuffer(value)) :: list

} else {
valueBuf.append(value)
list
}
}).map { case (key, buf) => (key, buf.toIterable) }.toMap

}

OG6paruTe BHUMaHWE: 3TOT KOJ OYeHb HATOMUHAET (DYHKIIHIO TPYIITUPOBKH, IPUBE/ICH-
Hy1o B ipuMepe 6.12.

MNpon3BoanTENBHOCTb

BricTpozeiicTBre 9TOro penieHnss HaMHOTO BbIlle Ha JIOObIX JaHHBIX, YeM Bepcuu 1
(ynakmm groupByKey. [Ipnmenenue dynkimu repartitionAndSortWithinPartitions
MO3BOJIMIIO IEJIETHPOBATH ITAIY MEPETACOBKU PabOTy MO COPTUPOBKE CTOIOIOB.
A Tak Kak 3JIeMEHTBI COPTUPYIOTCS MOCJEe MEePETACOBKHU, MOSBISACTCSA BO3MOXK-
HOCTH UCIOJB30BATh MPE0OPA3OBAHUA <UTEPATOP — UTEPATOP» JJIsA (PUIHTPATIUH
JQHHBIX U U30€KaTh IOMEIIEHUST BCEX OTHOCSIIUXCS K CEKI[UU JaHHBIX B OllEPaTUB-
HYIO TTaMSTh.

OnHaKo ecsin CToN0IbI OTHOCUTEIBHO «/IJIMHHBICY, TO LIar repartitionAndSortWithinPar-
titions MoskeT npuBecTu K cO0AM, ITOCKOJIbKY JJISI HETO Tpe6yeTCH HaJIn4yue B OJ1-
HOM HCIIOJIHUTEJE JOCTAaTOYHOTO MeCTa /IJIsI XPAaHEHUS BCeX 3HAUCHU, OTHOCSIITUXCS
K cTOJOIaM ¢ OAMHAKOBLIM Xelll-3HayeHureM. U eiicTBUTebHO, B HAIIEM CJIy4ae Ha
JTare MepeTacoBKU MO-TIPEKHEMY ITPOUCXOAT cOOU IIPU UCIIONB30BAHUY ATOTO TIOAX0/1A
JUIS 3HAYUTENbHBIX 00beMoB Janubix. Ha caMoM zieie ipuemjieMoe peleHne 3ajaun
3usaToBJacKu TpebyeT COBEPIIEHHO HHOTO MOAX0/IA.

[pyroi noaxoa K 3aa4e 31aToBNacku

K coxalieHuIo, H1 OJHO U3 CYIIECTBYOIIUX IPe0OPasoBaHmii JaHHBIX THIIA «KJII0Y —
3HAYEHME» HE PellaeT, Kak 110 MAHOBEHUIO BOJIIECOHOI Tal0uKu, IIPoOAeMbl 3/1aTOB/Ia-
cku. Hu onHa 13 anbTepHATUBHBIX groupByKey arperupyionux ornepainii He mogoumeT,
MTOCKOJIbKY OIlepalinsi, KOTOPYIO HYKHO BBITTOJTHUTD JIJIsT KasK/I0TO U3 KJIOUeid, — Ccop-
TUPOBKA — HE YMEHbITAET pa3Mepa COOTBETCTBYIONINX 3TOMY KJIOUY JaHHBIX. Kak MbI
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06CyK AU B TIPEBIYIIEM MOPas/Iesie, 1aKe TTePerChIBAHIE HAIEr0 OCHOBAHHOTO Ha
¢yHKIIMU groupByKey permieHUs ¢ UCIOTb30BAHNEM YCOBEPIIEHCTBOBAHHBIX METOIMK
BTOPUYHON COPTUPOBKU MPUBOAUT K c60sIM. B KOHIle KOHIIOB TOAXO0/ CO BTOPUYHOMN
COPTUPOBKOIT TTO-MIPEsKHEMY TPpeOyeT CeKITMOHNPOBAHUS IO WHAEKCY CTOJIOIA, He[0CTa-
TOYHO «MEJIKO3EPHUCTOTO> JIJIS UMEIOIIerocst 00beMa JaHHBIX U JIOCTYITHBIX PECYPCOB.
Ha camom zese appekTrBHOE peliere aTol 3agaun TpedyeT MOJTHOTO EPEOCMBICIEHUS
criocoba pacnapaiie/IMBaHust BBIYUCTCHU.

[Ipesxk/e yeM yryOGUThCst B ICTAH 9TOTO PEIICHNUS, TEPEYUCITIM HEKOTOPBIC U3 U3YUYeH-
HBIX METO/IOB MOBBIIIEHUS 3((HEKTUBHOCTH TIPeodPa3oBaHuil.

O VY3kue npeobpasoBaHuist Ha/l TAHHBIME THIA <KJII0Y — 3HaYeHME» OBICTpee U Jierde
pacnapaIeIMBaloTCs 10 CPABHEHUIO ¢ TPEOYIONIUMU MEPETACOBKY MIMPOKUMU TIPe-
006pa3oBaHUSIMU.

O Hekotopbie y3kue HpeO6p330BaHI/IH TIO3BOJISIOT COXPAHUTD JIOKAJIBHOCTD CEKITU TTI0-
CJie IIepeTacOBKMU. ITO OTHOCUTCS K ornepanuu mapPartitions npu 3a/[aHHOI OIIIUU
preservesPartitioning=true 1 K mapValues.

O I[Mupokue mpeodpasoBaHUsT OMTUMAJTBHBL B cilydae OOJIBIIOr0 KOJIUIEeCTBA HEIO-
BTOPSIONIMXCS KJIf0Ueil. TO peoTBpallaeT pasMelieHue OOIbIIO T0IU JaHHBIX
B OJTHOM WCIIOJTHUTEJIE B Pe3YJIbTaTe IePETACOBKHU.

O Omeparus sortByKey — 0COGEHHO XOPOTITHIT CIIOCOH CEKIIMOHUPOBAHUS TAHHBIX
U COPTUPOBKU BHYTPH CEKIIUH, TOCKOJILKY JleIerUpyeT YIIopsioueHne JaHHbIX Ha
JIOKAJIbHBIX MAIlIMHAX 9TAITy [1€PETACOBKU.

O Ucnosab3oBanue npeobpasoBaHyii «<UTEpaTop — UTEPaTop» B mapPartitions npes-
OTBPpAIIAeT 3arPy3KY IIeJIbIX CEKIIMIi B ONEPATUBHYIO AMSTD.

O Wuorma MOXHO BOCIIOJIb30BAThCS M€PETACOBOYHBIMU (halijlaMu JIJIsl IPeloTBpa-
[IEHUST TOBTOPHBIX BBIYMCJIECHUN MUPOKUX MPEOOPA30BaHU, laXKe TIPU BHI3OBE
HECKOJIBKUX JIeHicTBYIT Haj oHuM Habopom RDD.

Biraroapst aTuM HabJIIOIEHUSIM MOKHO CO3/IaTh PEIleH e JIJist 3aa4i 37IaTOBIACKU
Ha OCHOBE BCETO JIUIIb OJHON omepannu sortByKey 1 Tpex omepaiiuii mapPartitions.
CaMmpblil BasKHBII BBIBO: COBCEM He 00sI3aTeIbHO, YTOOBI eIMHUIIEN MTapaJiein3Ma st
JMaHHOH 3a1aun 61 crosbetr. [To cyecTBy, 3aaua perraeMa JJist KaxK[0To U3 [HAnaso-
HOB 3HavYeHNH. Ecin 3HaueHns B si9eiikax OTCOPTUPOBAHBI M MBI 3HAE€M, CKOJIBKO 3JIe-
MEHTOB M3 KaKJI0r0 CTOJIONA COAEPIKUTCS B KAKIOM U3 CEKIMiA (UTO JIETKO MOACYUTAThH
¢ oMoTMbI0 3 PEeKTUBHO TTPoTIe/Lyphl mapPartitions), To MOKHO TIPOCTO OMPEETUTh
pacroJio;keHue n-ro 3JeMeHTa.

Harre penieHnne MOXKHO p3.36I/ITI) Ha IIATDH I1aroB.

1. OT06pasuTh CTPOKU JAaHHBIX B BUJE T1ap (3HaYeHue A4eiikn, NHAEKC).

2. BwimomHUTh oneparuio sortByKey /7151 BCeX KOPTEKeH, orpeiesieHHbIX Ha miare 1.
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3. OnpenenuTts ¢ TOMOIIIBIO OTlEpPAIy mapPartitions, CKOJIBKO 2JIEMEHTOB U3 KayKOTO
cToJI011a COMEPIKUTCS B KasK/I0i M3 CEKIHii, U OTIIPABUTH 9Ty HH(MOPMAIIUIO Ha J[paii-
Bep 1yTeM orepanun collect.

4. TIpousBecTy HaJl pe3yJIbTaTaMu Iiara 3 JIOKaJIbHOE BBIYUCJIEHUE, UTOODI OTPEIETUTD
MECTOTIOJIOKEHIE BCEX TPeOYEMBIX PAHTOBBIX CTATUCTHUK. TaK, I0MYCTUM, MBI XOTUM
naiitu 13- anement. /lomyctnMm TaksKe, 4TO Ha 11are 3 MbI BBISICHUJIH: B IEPBOH CEK-
MU COMEPIKATCSI JIECSITD JIEMEHTOB 13 cTOMOIa 6. B 9TOM ciydae MoyKeM 3aKTI0YHTh,
uTo 13-if aemeHT GyeT TPETHUM 10 BETHYNHE HIEMEHTOM CTOOA 6 BO BTOPOi
CEKITHTL.

5. Boigenuts myTeM (GUIbTPAIIUN 3JIEMEHTDI, COOTBETCTBYIOIINE HYKHBIM PAHTOBBIM
CTAaTHCTUKAM, ¢ TIOMOIIBIO €elle OJJHOTO PeobpasoBaHust mapPartitions ¢ UCIIONb-
30BaHMEM PE3yJIbTATOB, IOJYUYCHHBIX Ha I1are 4.

OTobpakeHne CTpoK AaHHbIX B BUAE nap
(3Ha4YeHne a4uenkn, nHaekc cronbua)

IIpumep 6.16 npexncrasiasger coboii Kog mara 1 Hamero penreHus: oToOpaskeHue CTPOK
JIAHHBIX B BUJIE TIap (3HaveHue AYenkn, niaekc ctonbua). Mbl Boctiosbayemcst hyHKIMeH
flatMap cdpeiimBopka Spark, uTo6sI TIPeoGPa30BaATh KAK/IYIO U3 CTPOK B TTOCJIEI0BATEb-
HOCTDb KOPTEXKEH.

Mpumep 6.16. AnropuT™ peLleHns 3agaym 3naTtoBnacku. Bepcusi 3, oTobpaxkeHne B Buae nap
(3HaueHue a4eiiku, HaeKC cTonbua)

private def getValueColumnPairs(dataFrame : DataFrame): RDD[(Double, Int)] = {
dataFrame.rdd.flatMap{
row: Row => row.toSeq.zipWithIndex

.map{
case (v, index) => (v.toString.toDouble, index)}

CopTrpoBKa 1 NOACYET 3HAYEHWI
B KaXXAoM U3 cekumm

OT06pasuB CTPOKKM TaKUM 0OPa3oM, YTOOBI KJIIOUAMU CJIYKIIU 3HAYEHUST sTUeeK, BOC-
nosb3yemcst orneparueii sortByKey. [loce copTupoBkuy 1ozicuuTaeM KOJMYECTBO dJIe-
MEHTOB B Kayk/10i1 13 cexiuii. [Tpumep 6.17 npeacrasisier co6oit GyHKIHIO, TPUHIMA0-
IIy10 Ha BXOJIe OTCOPTUPOBaHHbIi Habop RDD map Buga (3HadveHue Tuna double, nHaexc
cTonbua) U KOJMYECTBO CTOJOIOB UCXOAHOro Habopa DataFrame U BO3BPALIAIONIYIO
MacCHB, B KOTOPOM KaK/IbIl 3JIEMEHT COOTBETCTBYET ceKllnu. Kask/Iblil 9;1eMeHT JaHHOTO
MacCcHUBa COJIEPIKUT UHEKC CEKITUU U MACCUB C KOJNYECTBOM 9JIEMEHTOB B KAXK/IOM U3
cTONOLOB HTOI cexiuu. JIJIrMHa Kax/I0ro U3 MoJAMaCcCUBOB COOTBETCTBYET KOJIMYECTBY
CTOJIOIOB B UCXOAHOM HabOpe JaHHbIX.
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Mpumep 6.17. AnropuT™ pelueHnst 3aaayn 3naTtoBnackv. Bepcus 3, noacyeT 3HaueHuin no ctonbuam
B KaXKAOW M3 cekumi

private def getColumnsFreqPerPartition(sortedvValueColumnPairs: RDD[(Double, Int)],
numOfColumns : Int):
Array[(Int, Array[Long])] = {

val zero = Array.fill[Long](numOfColumns)(0)

def aggregateColumnFrequencies (partitionIndex : Int,
valueColumnPairs : Iterator[(Double, Int)]) = {
val columnsFreq : Array[Long] = valueColumnPairs.aggregate(zero)(
(a : Array[Long], v : (Double, Int)) => {
val (value, collIndex) = v
// YBenu4uBaem 3HayeHue fA4veiiku B mMaccuBe zero,
// cooTBeTCTBYyWWeH AAHHOMY WHAEKCY cTonbua
a(colIndex) = a(colIndex) + 1L
a

¥
(a : Array[Long], b : Array[Long]) => {
a.zip(b).map{ case(aval, bval) => aval + bval}

1))

Iterator((partitionIndex, columnsFreq))

}

sortedValueColumnPairs.mapPartitionsWithIndex(
aggregateColumnFrequencies).collect()

}

[Mondyuknus aggregateColumnFrequencies MPUMEHSETCS K 3aMIACSIM BO BCEX CEKITH-
sx. B Heil ucronp3yeTcs orepanusi arperupoBaHus, olIpe/ieJIieHHasT I/ NTepaTopoB.
[Tepemennasi zero — MaccuB JIJIMHBI, COOTBETCTBYIOIIEH MCXOAHOMY KOJUYECTBY
cTosiO10B. [lJist Kaxk/I0M 1apbl B uTepartope orepaiust hOpMUPOBAHUS TOCTET0BATEb-
HOCTHU Ollepalliy arpernpoBaHus HapallluBaeT 3HauyeHue S4eiky, COOTBeTCTBYIONIEeH
JAHHOMY WHIEKCY cTosb1a B MaccuBe zero. Onepainst 00beIHHEHUS CKIaAbIBACT
3HAYCHUSI U3 HTUX JBYX MacCHBOB. TakuM 0OpasoM, Pe3yIbTaTOM SIBJISIETCST MACCHB
CYETUYUKOB JIJIS COOTBETCTBYOIINX UHIEKCOB ¢T0J0110B. Hampumep, npeactaBum, 4To
y HAC €CTh TPU CTOJOIA, TIPUYEM [TEPBBIE JBE CEKIIUU COJEPKAT CJAEAYIONIUE Tapb
<KJII0Y — 3HAYCHUE»:

Partition 1: (1.5, @) (1.25, 1) (2.8, 2) (5.25, 0)
Partition 2: (7.5, 1) (9.5, 2)

Pesynbrar Oyer ceayIommM:
[(0, [2, 1, 1]), (1, [e, 1, 1])]

BorancauTebHbIe 3aTPAThl Ha ATOT TIMAT OJSKHBI OBITH OTHOCUTETHHO HEBBICOKIMH.
[TTar mapPartitions npezacTaisieT co60i yakoe peobpasoBaHue, MOCKOJAbKY Tpedyer
OJIHOKPATHOTO TPoXoja uteparopa. CienoBaTebHO, ONIepalis He BBI3OBET TepeTa-
COBKH U MOKeT cOpachiBaTh JaHHbIE HA JAUCK U30UPATENbHO. MbI IPUMEHUM MACCUBBI
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JUIST arPETMPOBAHIISI, TIOCKOJBKY (Kak MbI 00Cy kI B ozipaszene «Vcmomp3oBanne
MEHBIITNX CTPYKTYP AAHHLIX» Ha ¢. 118) mpu Hux pacxoasr Ha cOOPKY Mycopa GyayT
MuHMMaabHbIMU. [Tocse aToro 1mara mapPartitions C06epeM €e pe3yJibTaThbl B MaCCHB.

Mbl OTNpaBnsieM pesynbTaTbl orniepaumy mapPartitions Ha ApaliBep ¢ MOMOLLbIO
BbI30Ba (hyHKUMM collect, a 3HaumMT, He NCMoNb3yeM MX pacnpeseneHHbIM 06pa3omM.
CnepoBaTenibHO, He HY)XHO YCTaHaBNMBaTb 3HaueHne dnara preservesPartitioning
B false.

OnpeaeneHne MecTornosIoXXEHUS! paHroBbIX CTaTUCTUK
B Ka)XAOW U3 cekuum

[Tocne momyuenus pesyabraToB hyHKIINM getColumnsFregPerPartition HEOOXOMMO
Ha UX OCHOBE OTIPE/IETNTD, T/le HaXO/IITCSI PAaHTOBbIE CTATUCTUKN B KK/ION U3 CEKITHH,
Kak I10KasaHo B mpumepe 6.18. DTo BbIducIeHNEe TPOU3BOAUTCS JTOKAIbHO. YTOODI
OTIPe/IeJIUTh MEeCTOMOJOKEHNE BCeX PAHTOBBIX CTAaTUCTHUK, IPOiiieM B ITUKJIe 1o (0T-
COPTUPOBAHHBIM) pe3yJibTaTaM paboThl MpeabiaAyIiell GYyHKIUU, Beis HapaliebHo
[POMEKYTOUHBIE CYMMBI 2JIEMEHTOB B KasKA0M CTOJIOME 110 ceknusaM. Ecau panrosas
CTATUCTHKA OKa3bIBaeTCst (71T KAKOTO-THGO M3 CTOMGIOB) MEK/LY TIPEABIIYIIAM U 00-
HOBJIECHHBIM 3HAYCHUAMU HpOMe)KyTO‘-IHOfI CYMMBI, TO, 3HAYUT, OHAa HAXO/IUTCA B lIaHHOIL/,I
cekiuu. B takom cirydae Mbl 100aBJisieM B relevantIndexList MHIEKC cTOJIOMA U PAHTO-
BYIO CTATUCTUKY MUHYC TIPEIBIIYIITYIO TPOMEKYTOUHYTO cyMMY. Jlasee MOkeM BEPHYTh
MacCHUB, B KOTOPOM KasK/bIi aJIeMEHT Oy/IeT MHAEKCOM CEKITUHU, U 0OBEKT — CIUCOK TIap.
Kasxpas napa mpejcrabisier cob60il MHAEKC CTOIONA JIJist 9TOW PAHTOBON CTaTUCTUKH
U UHJIEKC JTAHHON PAHTOBOI CTATHCTUKH B CTOJIOTIE.

HaHpI/IMep, €CJIN BXOAHbIC JaHHbIC JIJIS Hartei (l)yHKIII/II/I BOT TaKHE:

targetRanks: [5]
partitionColumnsFreq: [(©, [2, 3]), (1, [4, 11), (2, [5, 2])]
numOfColumns: 2

TO PE3YJIBTATHI OYIYT CJIEYIOIMMU:

(e, [1), (1, [(6, 3)]), (2, [(1, 1)D)]

Mpumep 6.18. ANropuTM pelleHnst 3aaa4m 3naToBnacku. Bepcusa 3, onpeaeneHne MeCTOMNoNoXeHUM
PaHroBbIX CTaTUCTUK B KaXXAOW U3 CeKLIMM

private def getRanksLocationsWithinEachPart(targetRanks : List[Long],
partitionColumnsFreq : Array[(Int, Array[Long]l)],
numOfColumns : Int) : Array[(Int, List[(Int, Long)])] = {

val runningTotal = Array.fill[Long](numOfColumns) (@)

// WHAeKchl cekuuii He obA3aTeNbHO OTCOPTMPOBAHbI, TakK Y4TO NpuaeTcs
// oTcopTupoBaTb MaccuB partitionsColumnsFreq no uHaekcy cekuuu
// (nepBoe 3HayeHWe B KOpTexe)
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partitionColumnsFreq.sortBy(_._1).map { case (partitionIndex, columnsFreq) =>
val relevantIndexList = new MutablelList[(Int, Long)]()

columnsFreq.zipWithIndex.foreach{ case (colCount, colIndex) =>
val runningTotalCol = runningTotal(colIndex)
val ranksHere: List[Long] = targetRanks.filter(rank =>
runningTotalCol < rank && runningTotalCol + colCount >= rank)

// DnAa Kaxpoi umelweinca paHroBoi CTaTUCTUKU JobaBnsem WHAEKC
// cTonbua M uMHOeKC ee B 3TON cekuuu (paHr — MpoOMexyTovHas CymMma)
relevantIndexList ++= ranksHere.map(

rank => (colIndex, rank - runningTotalCol))

runningTotal(colIndex) += colCount

(partitionIndex, relevantIndexList.tolList)

(DVI}'Ipr Anga PaHroBbIX CTaTUCTUK

Termepsp, nocse BbISICHEHUS MECTOINOJOKEeHUS (MHIeKCa CeKIUU U MTO3UIUU BHYTPU
CEKITMH) PAHTOBBIX CTATUCTHK JIJIST KaXK/IOTO U3 CTOJIOIOB, MbI JIOJIKHBI TIepeaTh OT-
COPTUPOBAHHbIE JJaHHbIE B (DUIBTP /715 MOJYYEHUS HYKHBIX PAHTOBBIX CTAaTUCTUK.
Jra 3a7a4a periaercd QyHKIMEH, TpencTaBaeHHol B mpuMepe 6.19, nmox nazpanmnem
findTargetRanksIteratively, ncmosb3yolell TepBOHAYaIbHBIE OTCOPTUPOBAHHbBIE
KOPTEXU (3HayeHne, napbl MHAEKCOB CTONBLOB) U PE3YIbTAThI IPEABIAYIIEN (DYHKITUH.
Ml 3ajieiicTByeM mpeobpasoBaHue «UTEPATOP — UTEPATOP», BKJIKYAKIIEE Iaru
filter u map (0OpaTuTe BHUMaHKE: MX MOKHO 3aMEHUTH omepalueii flatMap). OHo
BO3BpalaeT UTOTOBBIN pe3ybrar, Habop RDD-map (uHgexkc ctonbua, paHrosas cTa-
TUCTUKA), KOTOPBIT MBI 3aTeM OTIPaBJIsieM 0OPATHO Ha IPAHBEp ¢ MTOMOTIIHIO OTePAITIN
collect.

Mpumep 6.19. AnropyT™ peLLeHns 3agaumn 3naToBnacku. Bepcnsa 3, punbTpaumst Hy>XXHbIX
PaHroBbIX CTAaTUCTUK

private def findTargetRanksIteratively(
sortedValueColumnPairs : RDD[(Double, Int)],
ranksLocations : Array[(Int, List[(Int, Long)])]):
RDD[ (Int, Double)] = {

sortedValueColumnPairs.mapPartitionsWithIndex(
(partitionIndex : Int, valueColumnPairs : Iterator[(Double, Int)]) => {
val targetsInThisPart: List[(Int, Long)] = ranksLocations(partitionIndex)._2
if (targetsInThisPart.nonEmpty) {
val columnsRelativeIndex: Map[Int, List[Long]] =
targetsInThisPart.groupBy(_._1).mapValues(_.map(_._2))
val columnsInThisPart = targetsInThisPart.map(_._1).distinct

val runningTotals : mutable.HashMap[Int, Long]= new mutable.HashMap()
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runningTotals ++= columnsInThisPart.map(
columnIndex => (columnIndex, ©L)).toMap

// OunbTpyem 3TOT WTepaTop,4Tobbl OH cofepkan TONbKO Mapbl (3HayveHue, WHAeEKC cTonbua),
// npeacTaBnAwwme CobOW paHroBble CTATUCTUKM ANSA AAHHOW ceKuuu
// OTcnexvBaeM KONMYECTBO MPOCMOTPEHHbIX 3JIEMEHTOB ANA Kaxaoro columnIndex
// c nomowbk hashMap ¢ npomexyTOYHbIMU CyMMaMu
valueColumnPairs.filter{
case(value, colIndex) =>
lazy val thisPairIsTheRankStatistic: Boolean = {
val total = runningTotals(colIndex) + 1L
runningTotals.update(colIndex, total)
columnsRelativeIndex(colIndex).contains(total)
¥

(runningTotals contains colIndex) && thisPairIsTheRankStatistic
}.map(_.swap)

else {
Iterator.empty

}
1))
}

3naTtoBacka. Bepcus 3: cCOpTUPOBKA MO 3HAYEHUSAM f4eek

O6T)EZII/IHHH BCE 9TN (byHKHI/II/I, ITOJIydaeM TI0JTHOE pelIeHne 3a/la4mn 371aTOBJIACKA (HpI/I-

Mmep 6.20).

Mpumep 6.20. ANroput™ peLueHus 3aaaqm 3naToBnacku. Bepcusi 3: copTrpoBka 3HaueHui

def findRankStatistics(dataFrame: DataFrame, targetRanks: List[Long]):
Map[Int, Iterable[Double]] = {

val valueColumnPairs: RDD[(Double, Int)] = getValueColumnPairs(dataFrame)
val sortedValueColumnPairs = valueColumnPairs.sortByKey()
sortedValueColumnPairs.persist(StorageLevel .MEMORY_AND_DISK)

val numOfColumns = dataFrame.schema.length
val partitionColumnsFreq =
getColumnsFreqgPerPartition(sortedvalueColumnPairs, numOfColumns)
val ranksLocations = getRanksLocationsWithinEachPart(
targetRanks, partitionColumnsFreq, numOfColumns)
val targetRanksValues = findTargetRanksIteratively(
sortedValueColumnPairs, ranksLocations)
targetRanksValues.groupByKey().collectAsMap()

}

C Touku 3peHust y000uUNTaeMOCTH KO/Ia IPEACTaBIeHHOE PellleHIe JOBOJbHO HeKpa-
cuBo. OHO TpebyeT AeCATKOB CTPOK KOJa U YeThIpeX MPOX0A0B 1o gaHHbIM. OpHAKO
MOJKHO OKN/AaTb, YTO OHO ITO3BOJIUT I/136e>KaTb OIJ_[I/I6OK HEXBATKU IIaMATU HA UCIIOJIHU-
Tessax 1 Oyzaer paboraTh ObICTpee pelieH il Ha OCHOBE ollepalluu groupByKey Wi BTO-
PUYHOI COPTUPOBKH. ITO 0OYCIIOBJIEHO TEM, UTO JAHHBIE B KasKIOM CTOJIOIE — B OCHOB-
HOM HEIIOBTOPAIOIINECH Yrcjaa TUlla double, a cje0BaTEIbHO, IIEPETACOBKA CTAHET
BBINIOJTHATHCS BechbMa apdextusHo. [locennue aBe nporeypbl mapPartitions BKJO-
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YalOT CBEPTKY JAHHBIX U MOTYT OCYIIECTBJIATHCS C IOMOIIIBIO TPeodpasoBaHmii «uTepa-
TOP — UTEPATOP», BCIEACTBIE Yero MOKHO OKUAATh, YTO OHU OyAyT MacIITabupoBaTh-
s IOCTATOYHO XopoIiio. HecoMHeHHO, Ha cIy4ailHO pacIpeieIeHHbIX TECTOBBIX TaHHBIX
9TO PEIIEHNUE TI0 TPOU3BOAUTETBHOCTH OYIET Ha TTOPSIZIOK MTPEBOCXOAUTH APYTHE Pelie-
HUS 3219 371aTOBJIACKI.

BbisiBneHue oTcTarowmx 3aaad
N HecbanaHCMPOBAHHbIX AaHHbIX

OTCTaIOH.II/IMI/I Ha3bIBAIOTCA 3a/{a49M, BBITTOJTHECHNE KOTOPBIX 3aHNMAET HAMHOTO 60.71})]_[[6
BPpEMEHU 110 CpaBHEHUWIO C IPYTUMU 3a/la4aMU TOTO JKe dTarla. Kaxk BbI TOMHITE 13 HAIIIETO
obeysxenust B pasnerne «[Inanuposate 3agannii Spark»> Ha c. 38, HOBBIT 9Tan HAYMHAETCS
10 3aBepIIeHIH MUPOKOTO MpeobpasoBanust. [Ipu BeI30Be OA0GHBIX MTPeoOpa3zoBaHuil
JUTST OJTHOTO 1 TOTO Ke Habopa RDD aTarms 06BIYHO BBITIOMHSIOTCS TOCIE0OBATENHHO, TAK
YTO OTCTAIOIIHE 33/[a491 MOTYT IIPUBOAIUTD K 3a/lepsKKe Beero 3aaHust. OHM BO3HUKAIOT TIPH
HEIPABIJILHOM BbIJIeJIEHIN PecypcoB hpeiiMBopkoM Spark, B yacTHOCTH, KOT/IA TAHHbIE
pacrpesieieHbl HepaBHoMepHo. OTCTalolve 33/[a9i — BEPHBIN MPU3HAK HecOaTaHCHpo-
BaHHBIX KJTIOUEl, TaK KaK pacTpe/iesieHe 33/1ad 3aBUCHT OT CEKITMOHMPOBAHIS, KOTOPOE,
B CBOIO OU€EPE/Ib, 3aBUCUT OT pactpejiesieHust kiodeil. Beb-unrtepdeiic Spark mossosisier
MOHUTOPUTb BBITIOIHEHNE 33/Ia4 B PEKUME PEATBHOTO BPEMEHU.

Ecsit Bo BpeMst MUPOKOTO MpeoOPa30BaHMsI BB 3AMETHIIN, YTO BHIYNCIEHITE HEKOTO-
PBIX CEKIMI 3aHUMAET 3HAUUTENHHO GOJIbIIE BPEMEHH, YeM OCTAJNbHBIX, MU Y HUX
HAMHOTO BBIIIIE TPOIIEHT MOBTOPHBIX BHIYKICJIEHUI, TO BECbMa BEPOSITHO HEPABHOMED-
Hoe pacrpeziesierre faHHbX. OHO 0OBIYHO TPOUCXOANUT M3-3a TOTO, YTO KOJIUIECTBO
3HAYEHUH TSI OHUX KJII0Uell Topasno 60Jbiiie, 4eM s ApyTux. B Takom cirydae
YCKOPUTD OTIEPAIIUU [TEPETACOBKU MOKHO UJIH UCIIOJIb30BAB YTO-JHO0 APYroe B Kaue-
CTBE KJIIoUeil, niiu 100aBUB B KJIIOUYH CJIYYANHBIN [IYM C T1€JIbI0 TIOBBICUTH CTEIIEHD MX
YHUKAJTbHOCTH. VIHOT/Ia MOYKHO JJasKe BBITIOJHUTH CBEPTKY MPHU OTOOPAKEHIH, YTOObI
00BEINHUTD WK OT(HUIBTPOBATH 3AMKUCH ¢ LyOJUKaTaMU B KaXKI0H U3 CEKITUH 110
MEePETACOBKHU BCEX JAHHBIX.

XoTs npu 6onbluMx MaclwTabax BbIYMCIEHWI BEPOSTHOCTb OWIMOOK NaMsaTh npu

onepaumm sortByKey Huxe, yeM npu groupByKey, OHM HE UCKITIOYEHBI NMOMHOCTbIO.

B3rnsHuTe cHOBa Ha pucC. 6.2 — 1 yBUANUTE, YTO «nepebop» namsTy Npu onepaumnm
\ sortByKey Ha puc. 6.4 no-npexHeMy BO3MOXEH.

\

OnuH 13 06X0AHbIX MyTel peLeHnst Npobnembl HecbanaHCMpPOBaHHbIX Killoyel —
nobaBneHne Kakoro-HUbyAb Mycopa B KOHEL, K/toYa, HanpuMep Cy4aiHoro Ync-
na. Takum obpasom, Spark ByaeT cumTaTb KOUM pa3MYHbIMU U pacrnpeaensitb
UX MO CeKUMsIM. B HalleM clydae 3TO MOXKET 03HayaTb pacrnpeseneHne Hynei no
MallMHaM, YTO HMKaK He JOJSIKHO MOB/IUATb Ha TOYHOCTb.
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Cuetytoliine pucyHKY WILTIOCTPUPYIOT HecOanancupoBanuyto (puc. 6.4) u chaaHcupo-
BauHyio (puc. 6.5) omepaiuu sortByKey.

[MepeTacoBka Npu aCUMMETPUN KIOYEN

(94110, A, B) (94110,A,R) (94110, E, R)
(94110, A, C) (10003, A, R) (67843, T, R)
(10003, D, E) (94110, D, R) (94110, T, R)
(94110, E, F) (94110, E, R) (94110, T, R)
A4 A 4 A

(94110, A, B) (10003, A, R) (67843, T, R)
(94110, A, C) (10003, D, R)

(94110, E, F)

(94110, A, R)

(94110, D, R)

(94110, E, R)

(94110, E, R)

(94110, T, R)

(94110, T, R)

Puc. 6.4. Ownbku namMatv npu onepauum sortByKey

CbanaHcmpoBaHHasi nepeTacoBka

(94110, A, B) (94110, A, R) OO
(94110, A, C) (10003, A, R) (67843, T R)
(100083, D, E) (94110, D, R) (94110.T. R)
(94110, E, F) (94110, E, R) (94110, U, R)
v v .
(94110_A, A, B) (94110 _E, E, R) (94110 T, U, R)
(94110_A, A, C) (94110_E, E, R) (10003_A, A, R)
(94110_A, A, R) (94110 E,E,F)| |(10003 D, D, E)
(94110_D, D, R) (94110_T, T, R) (67843_T, T, R)

Puc. 6.5. CbanaHcmpoBaHHasi nepeTacoska npwv onepauunu sortByKey
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Bo3Bpallaemca Kk 3natosnacke

3J1aToBJIACKA 3aBepuJia HAC, UTO ee JJaHHble paclipe/ie/ieHbl paBHOMEPHO, a BO BCeEX
CTOJOIAX MHOKECTBO PA3IMUYHBIX 3HaYeHNH. OIHAKO MOTBITKA 3aMyCTUTh aJITOPUTM Ha
ee JIaHHBIX MpoBanIach. IlocMoTpeB Ha ero paboTy B BeO-uHTEp(DETice, MbI 0OpaTILIN
BHUMAHUE, YTO OJHU CEKIINU 06padaThiBaINCh HAMHOTO MEJJICHHEE IPYTHX ¥ WHOTIA
B HUX ITPOUCXOIUIN BBIXO/IBI 32 MPEIEBI TAMSITH. JTO YKa3bIBAET Ha CIIUTITKOM GOJIBITIOE
KOJINYECTBO yOIupyIonuxcst kiaodei. CTpaHHast CUTYaIlust, BeJlb B HAIIIEH pean3aiun
KJIIOUaMU ObLITN 3HAUYEHYSI TaHHbBIX (drcia Tuma double). OnHAKO JabHENRIINIT aHAII3
MOKa3a: B GOMBIIMHCTBE CTOTIOMOB OKOIO 25 % 3Hadenuii Opurn nynessivu. CrenoBa-
TEJHHO, TPUOIUIUTENHHO KayKIBIH Y€TBEPTHII KITI0Y B HATIEH COPTUPOBKE GBI HYJIEM.
I10 3Ha4MT, uTo 1/4 3ammceil B coprupyemoM Habope RDD ckoHIIeHTpHpOBaIaCh BO3Je
HyJs1. COOTBETCTBEHHO, BHE 3aBUCUMOCTU OT KOJUYECTBA UCTIOJIb3YEMBIX CEKITUIT YeT-
BepThb 3allicell okasaaach IIPU IIepeTacOBKe B IIEPBbIX HECKOJIbKUX CEKIIMIX.

3naTtoBnacka. Bepcus 4: cesepTka A0 YHUKAbHbIX
3HAYeHWI MO KaXxaon cekumm

BMecTo TOTO 4TOOBI IIBITATHCS. CEKLMOHMPOBATH HTH IIaPbl IO-PA3HOMY, MOKHO MO-
IUGUIMPOBATH MOCJIEJHKME YeThIPE IIara aJropuT™Ma Tak, 4TOObl OHU MMEJH JeJI0
C BXOJIHBIMU JJAHHBIMU B BUJIe KOPTeKell ( (3HayveHue sYeiikn, uHgekc ctonbua), Ko-
nnyecTso). Jlasiee, Ha IEPBOM IIare BMECTO OTOOPAKEHM 3aluceil B Kax/10M U3 CeKIUi
B IIapbl (3HayeHue AYelku, WHAEKC cTonbua) MOKHO OTO6p3.31/ITb KaKAYIO CEKIUIO
B YHUKAJbHbBIE TAaPhl, OTCIAEKUBAL IMOMYTHO KOJUYECTBO BXOKICHUN KAXKIOU MMaphbl
((3HaveHune aveitkn, nuaekc ctonbua)) B 910N ceximu. C MOMOILILIO OTOOPAKEHMS
B YHUKaJbHble 3HAUEHUsI B KasKAOI 13 CeKIUI MbI CHUMKAEM KOJUYECTBO AyOJUpYy-
IOIUXCA KIoYell 6e3 mepeTacoBKU (B OTJIUYNE OT paclpeleeHHOro Bbizosa distinct
151 Beero Habopa RDD).

CdopmupoBas aTu KOPTEKU ( (3HaYeHWe AYerkn, UHAEKC CcTonbua), KONNYeCTBO), MBI
3HAeM: XOTSI HEKOTOPOe KOJIMYEeCTBO MTOBTOPSTIONTUXCS KI0Yeil BO3MOKHO, MbI YCTAaHOBH-
JIM TEOPETUYECKUI TIPeIest /I KOJImIecTBa LyOaupyomumxcs Kitodeil. Tounee roBops,
€CJIM OJIHO U TO K€ 3HaYeHMe IIPUCYTCTBYET B CTONOIE B KAKION U3 CEKIMIA, TO MAKCH-
MaJIbHOE KOJIMYECTBO AyOIMPYIONMXC KII0Yel COCTaB/ISAET KOJIMYECTBO CTOAOIOB X KO-
mmyectBO cekruii!, Takoit MCXOMHBIN IIar He TOJBKO BHIPABHUBAET JAHHBIE, TO3BOJISIS
BBINOJHATH OoJiee 9 HEeKTUBHOE CEKIIMOHMPOBAHNE, HO M PE3KO CHUKAET 00Iee KOJIu-
YeCTBO [€PETacOBbIBAEMBIX 3alTuceil. B ciydae 3ajaun 31aToBiIacku, e B 25 % CTPOK
coziep:KaTCs HyJieBble 3HAYCHNA, B Pe3ybTaTe MPEeAbIAYIIel UTepaliuy Hallero penieHus
OCTaeTCsT OTCOPTUPOBATH MIPUMEPHO 75 % KOPTEKEA.

' Hcnonwbsosanue pacipeeieHoii onepanuu reduce ByKey 11038osisteT I0HU3UTH €10 POCTO
JIO YMCITa CTOTIOIOB TIEHOH TTePETaCOBKH.
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ArpernpoBaHue K ((3HayYeHne ssUenkmn, MHAEKC cTonbua),
KOMIMYECTBO) MO KaXKAO0W CEKLIMK

ITpumep 6.21 comepKUT KO [ 9TOTO IEPBOTo Iara. BMecTo oToOpakeHus B BUE
nap (3HaveHue adeiiku, uHAeKC cTonbua) Mbl OTOOpakaeM ( (3HadeHue aveiiku, UHAEKC
cTonbua), KoAM4ecTso) IO KakIol us cekuuil. [Ipeo6pasyeM cToaOLOBBIE JaHHbBIE
B [IaphbI € TIOMOIIBIO OTlepaiiny mapPartitions. Tenepb BMeCTO BBITIOJHEHNS Oll€paIun
flatMap HaJ Kax/0U CTPOKOU MCXOAHBIX JaHHBIX OOHOBJIsIeM 00BEKT THIA HashMap,
KJIIOYM KOTOPOTO TIPEJCTaB/ISAIOT COO0I Iaphl (3Ha4YeHne, nHAeKC), a 3HAYeHUsT — KOJIH-
YecTBa BXOXKEHUN 9TOM Maphl (3HaveHue fa4enku, MHAeKC cTonbua) B JIAHHOW CEKITUH.
Jlake ecJiv Bce 3HAUCHUST B KAJKJIOM U3 CTOJIOIOB 33/IaHHON CEKIINU YHUKAIbHBI, JAHHOE
peleHue He J0JKHO BbI3BAaTh OMMOOK HEXBATKU HaMsATH. Mbl co3saeM HashMap st
KasKIOM M3 CEKIINH, BCJIEACTBIE Yero pasMepy HashMap HY;KHO ObITh MEHbIIIE UTEPATO-
pa 1o BceM 3amucsiM. OTHAKO 9TO MOXKET OKa3aThCs HE TaK, KOT/a BCe 3HAYCHUS JIeii-
CTBUTEJIBHO HE TIOBTOPSIIOTCS, IIOCKOJIbKY Xelll-KapTa — HaMHOTO MeHee 3(hheKTuBHAs
CTPYKTYpa JIAaHHBIX, YeM UTEPATOP.

Mpumep 6.21. AniropuT™ peLleHns 3a4aym 3naTtosnacku. Bepcus 4, arpervposaHune
MO KaXAoW W3 ceKLmid

def getAggregatedValueColumnPairs(dataFrame: DataFrame):
RDD[ ((Double, Int), Long)] = {

val aggregatedvalueColumnRDD = dataFrame.rdd.mapPartitions(rows => {
val valueColumnMap = new mutable.HashMap[(Double, Int), Long]()
rows.foreach(row => {
row.toSeq.zipWithIndex.foreach{ case (value, columnIndex) =>
val key = (value.toString.toDouble, columnIndex)
val count = valueColumnMap.getOrElseUpdate(key, ©)
valueColumnMap.update(key, count + 1)

}
1

valueColumnMap.toIterator

1))

aggregatedValueColumnRDD
}

COpTMpOBKa N HaxXoXXAEHUE PaHroBbIX CTAaTUCTUK

OcraBiasicst 9acTb GYHKIINN aHAJTOTUYHA UCXOAHON Bepcun. MBI MPOCTO MeHsIeM
KOJI C L[eJIBIO OTCJIEKMBATh KOJUYECTBO BXOXKAECHUI ITapbl BMECTO AOILYIIEHUS, YTO
Kask/1as mapa B orcoptupoBaniom nabope RDD Berpedaercs b oaus pas. Msme-
HEeHHBIN KO NoKasaH B upuMepax 6.22, 6.23, 6.24 u 6.25, a npumep 6.26 obbeuHsieT
BCE pelleHmue.
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Mpumep 6.22. ANropuT™ pelueHnst 3aaayn 3naTtoBnackv. Bepcus 4, noacyet 3HaueHmi no ctonbuam
B KaXKAOW M3 cekumi
private def getColumnsFreqPerPartition(

sortedAggregatedValueColumnPairs: RDD[ ((Double, Int), Long)],

numOfColumns : Int): Array[(Int, Array[Long])] = {

val zero = Array.fill[Long](numOfColumns)(0)

def aggregateColumnFrequencies(
partitionIndex : Int, pairs : Iterator[((Double, Int), Long)]) = {
val columnsFreq : Array[Long] = pairs.aggregate(zero)(
(a : Array[Long], v : ((Double, Int), Long)) => {
val ((value, colIndex), count) = v
a(colIndex) = a(colIndex) + count
a},
(a : Array[Long], b : Array[Long]) => {
a.zip(b).map{ case(aval, bval) => aval + bVval}

1))

Iterator((partitionIndex, columnsFreq))

}

sortedAggregatedValueColumnPairs.mapPartitionsWithIndex(
aggregateColumnFrequencies).collect()

MpumMep 6.23. AnropyT™ peLleHns 3aayn 3naTtoBnacku. Bepcus 4, onpeaeneHne MecTonosioXeHns
PaHroBbIX CTaTUCTVK B KaXKAOW U3 cekLmii
private def getRanksLocationsWithinEachPart(targetRanks : List[Long],

partitionColumnsFreq : Array[(Int, Array[Long])],
numOfColumns : Int) : Array[(Int, List[(Int, Long)])] = {

val runningTotal = Array.fill[Long](numOfColumns)(0)

partitionColumnsFreq.sortBy(_._1).map { case (partitionIndex, columnsFreq)=>
val relevantIndexList = new mutable.MutableList[(Int, Long)]()

columnsFreq.zipWithIndex.foreach{ case (colCount, colIndex) =>
val runningTotalCol = runningTotal(colIndex)

val ranksHere: List[Long] = targetRanks.filter(rank =>
runningTotalCol < rank && runningTotalCol + colCount >= rank)

relevantIndexList ++= ranksHere.map(
rank => (colIndex, rank - runningTotalCol))

runningTotal(colIndex) += colCount

}

(partitionIndex, relevantIndexList.tolList)

}
¥
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Mpumep 6.24. AnropuTM™ peLleHns 3aaayum 3naTtoBnacku. Bepcus 4, dvnbTpaums paHroBbiX CTaTUCTUK

private def findTargetRanksIteratively(
sortedAggregatedvalueColumnPairs : RDD[ ((Double, Int), Long)],
ranksLocations : Array[(Int, List[(Int, Long)])]): RDD[(Int, Double)] =

sortedAggregatedValueColumnPairs.mapPartitionsWithIndex((partitionIndex : Int,
aggregatedvalueColumnPairs : Iterator[((Double, Int), Long)]) => {

val targetsInThisPart: List[(Int, Long)] = ranksLocations(partitionIndex)._2

if (targetsInThisPart.nonEmpty) {
FindTargetsSubRoutine.asIteratorToIteratorTransformation(
aggregatedValueColumnPairs,

targetsInThisPart)

} else {
Iterator.empty

¥

9]

Mpumep 6.25. ANropuT™ peLleHns 3agaum 3naToBnacku. Bepcusi 4, npeobpasoBaHue «utepatop —
utepatop» Ans unbTpaumm paHroBblX CTaTUCTUK

def asIteratorToIteratorTransformation(
valueColumnPairsIter : Iterator[((Double, Int), Long)],
targetsInThisPart: List[(Int, Long)] ): Iterator[(Int, Double)] = {

val columnsRelativeIndex = targetsInThisPart.groupBy(_._1).mapValues(_.map(_._2))
val columnsInThisPart = targetsInThisPart.map(_._1).distinct

val runningTotals : mutable.HashMap[Int, Long]= new mutable.HashMap()
runningTotals ++= columnsInThisPart.map(columnIndex => (columnIndex, ©L)).toMap

// OToMNbTpOBbLIBAeM Mapbl, He cofepxawue MHAeKca cTonbua M3 3TOW YacTu
val pairsWithRanksInThisPart = valueColumnPairsIter.filter{
case (((value, colIndex), count)) =>
columnsInThisPart contains colIndex

}

// OTobpaxaem napsl valueColumn B Buge cnucka nap (colIndex, value),
// COOTBETCTBYHWNX OAHON M3 TpebyeMblX PaHrOBbIX CTATUCTUK U3 3TOW CeKuUuUM
pairsWithRanksInThisPart.flatMap{

case (((value, colIndex), count)) =>
val total = runningTotals(colIndex)
val ranksPresent: List[Long] = columnsRelativeIndex(colIndex)
.filter(index => (index <= count + total)

&& (index > total))

val nextElems: Iterator[(Int, Double)] =
ranksPresent.map(r => (colIndex, value)).toIterator

// O6HOBNAEM 3HAaYeHUA MPOMEXYTOYHbIX CYyMM
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}

runningTotals.update(colIndex, total + count)
nextElems

}

O6’belII/IH§IH BECH KO/, ITOJIy4a€M OKOHYATECJIbHOE PEUICHNE 3a/[a91 3J1aTOBJIACKA (CM. 1pu-
Mep 6.26).

Mpumep 6.26. PelieHne 3agayum 31aTOBAACKM C MOMOLLBIO XeLU-KapTbl

def findRankStatistics(dataFrame: DataFrame, targetRanks: List[Long]):

}

Map[Int, Iterable[Double]] = {

val aggregatedvValueColumnPairs: RDD[((Double, Int), Long)] =
getAggregatedValueColumnPairs(dataFrame)

val sortedAggregatedValueColumnPairs = aggregatedValueColumnPairs.sortByKey()

sortedAggregatedValueColumnPairs.persist(StoragelLevel .MEMORY_AND_DISK)

val numOfColumns = dataFrame.schema.length
val partitionColumnsFreq =
getColumnsFreqgPerPartition(sortedAggregatedValueColumnPairs, numOfColumns)
val ranksLocations =
getRanksLocationsWithinEachPart(targetRanks,
partitionColumnsFreq, numOfColumns)

val targetRanksValues =
findTargetRanksIteratively(sortedAggregatedValueColumnPairs, ranksLocations)
targetRanksValues.groupByKey().collectAsMap()

Kaxk u oxumamoch, 970 pernenye TPUBOANT K 4—5-KPATHOMY YCKOPEHHUIO paboThl Ha
HE 3aHATOM JIPYTUMU 3a/la4aMy KJIacTepe.

3afaya 31aToBNaCKK: «pa3bop noneToB»

[Tepen namu 6bITa OCTAaBJIEHA 3a/la4a HAWTH TIPOU3BOJIBHOE KOJMUYECTBO PAHTOBBIX
CTaTUCTHUK 10 TpymmaM (ctoabam). Mbl MPeAI0KUIIN ISATh €€ PeleHIi.

Q «3aarosnacka. Bepcus 0: urepatusnoe pemenne» na c. 152. Haire nepsoe pemenve

OCHOBBIBAJIOCH HA UTEPATUBHOM TIPOXOKIEHUN B IIUKJIE TI0 KAKIOH U3 TPYIII U BbI-
TIOJTHEHUU PaCIIpe/le;IeHHON COPTUPOBKHU, YTO 03HAYAJIO O/IUH 9Tl U OJ[HY I0POTO-
CTOSIIIYIO PACIPe/ieIEHHYI0 COPTHUPOBKY /TSI KsKIOH U3 TPYIIIL.

«3aarossacka. Bepcus 1: pemenue ¢ ucnosbzoBanneM pyaknmu groupByKeys
na c. 157. /lanmnoe peienue 3azeiicTByeT groupByKey zJis miepemeniierust (IyTeM
[IEPETACOBKHU ) OTHOCSIIIIUXCS K OJTHOI TPYIIIIe 3amuceil B ofHy ceknuio. [locie ato-
r0 MOKHO OTCOPTHUPOBATH KasKIYIO TPYIINY 3a OJMH HTAIl, MPUOETHYB K (DYHKITH
mapPartitions.

«3natoBiacka. Bepcus 2: Bropuunas copruposka» na c. 181. C momompio MeTo-
VKN BTOPUYHON COPTHPOBKH MBI YCOBEPIIEHCTBOBAIN OCHOBAHHOE HA (QYHKITUU



198 fnaBa 6 e PaboTa Cc AaHHbIMU TUMA «K/IOY — 3Ha4YeHue»

groupByKey pellieHue, 3aMEHUB OTIEPAITUIO groupByKey 1 COPTUPOBKY Ha (DYHKITUIO
repartitionAndSortWithinPartitions, gesiernpoBaB paboTy MO COPTHPOBKE KasKI0M
U3 TPYIIII 9TAILy IIePETAaCOBKU.

O <«37naTtoByacka. Bepcus 3: copTupoBKa 10 3HaUeHUSIM sgdeeky Ha ¢. 190. lazee Mbr
HOHSJIH, YTO MOKHO PEIINTh HAIILy 3a/1a4y, 0OPaTUBIINCH BMECTO COPTUPOBKY IPYII-
MBI JIMIIb K OZHON COPTUPOBKE 3HAUYEHMIT BeeX 3amuceil. Mbl paspaboTajiy peleHue,
KOTOpOE IIPH 3HaYeHHUsAX 3amuceil (a He WHAEKcaX IPYII/CcToJ0I0B) B KayecTBe
KJIIOYEl COPTUPYET BCE 3allUCH, IIOCJIE YETO BBIIOIHIET CEPUIO Y3KUX 1IpeodpasoBa-
HUiT 117151 c60pa pe3yabTatoB. OKUIAETCsI, YTO HOBBIE KITIOUU COPTUPOBKH (3HAUCHUST
B cTo61[ax) OYIAyT COmEPKATh MEHbIIIE LyOJUKATOB, YeM PasMepPbl IPYIIII, UCITOJb-
30BaBINUECST B KAUECTBE KJTI04Yel B Bepcuu 2.

O <«3sartoBnacka. Bepcusd 4: cBepTKa /10 YHUKAJbHBIX 3HAYEHUN 110 KaXKIOH CEKITMI»
Ha c. 193. 1 HaKoHell, 0CO3HAB HAJIMYMe BHICOKOTO IIPOLIEHTA Ay OIUPYIONIMXCS 3HaUe-
HUH B KQK/I0M U3 TPYIII, MbI MOANMDUIIMPOBAJIHU MIPEABILYIIEe PENEHNE U BBITIOTHIEM
Terepb CBEPTKY ¢ 0TOOPasKeHEM IIepejl COPTUPOBKOI JaHHBIX. ITO pelleHne oKa-
3BIBACT JIYUIINe PEe3yIbTaThl HA MPEAOCTABIEHHBIX 3aKa3UNKOM aCUMMETPUYHBIX
JTAHHBIX.

MpbI BBISICHUJTH, YTO TIPOU3BOIUTENbHOCTD 3aBUCUT B OCHOBHOM OT TPEX XapaKTEPUCTUK
BXO/IHBIX IaHHBIX: 1) KOJIMYecTBa HCXOHBIX 3alKceil; 2) KomuecTBa rpyiit (cToI010B,
B JIAaHHOM CJIy4ae), Ha OCHOBE KOTOPBIX BBIUMCJSIOTCS MoKasaresn; 3) qoju ayoaupy-
IOIUXC 3aliceil u3 pacdyera Ha rpymiy. O6parnTe BHUMaHKE: BCE 9T XapaKTePUCTUKN
CHJIBHO 3aBUCSIT OT pasMepa ¥ KOH(PUTYPaIIK UCII0JIb3YeMOro alnapaTHoro obecede-
Hust. [Ipu HeOOIIBIIOM KOJUYECTBE 3alucell oHU 6e3 mpobIeM MOMECTSITCS B MAMSITH
M060r0 N3 NCIOJHNTEEH.

«3nmaToBnacka. Bepcus 4: cBepTKa 10 YHUKAJIBHBIX 3HAUEHUH 110 KAKO0H CeKIIUU»
Ha c. 193 He nyyinee perenune /711 TPOU3BOJBHBIX BXOIHBIX TAHHBIX. A e[UHCTBEHHOE
peIere U3 MsITH, KOTOPOE BCeT/Ia PAGOTAET «III0X0», — TMPUMEHSIIONIEE OMePaIinio
groupByKey (Bepcus 1). MOKHO 05KUAATh, YTO IIPOU3BOAUTENBHOCTh Bepcun 1 Oymer
HIUKe, YeM Y pellleHus ¢ UCIOoJb30BaHnueM repartitionAndSortWithinPartitions
(Bepcus 2) Bo Bcex carydadx BCJIENCTBUE OTPAaHUYEHUN groupByKey 1 TIPEUMYIIECTB
BTOPUYHOI COPTUPOBKU (CM. pasnen «Bropuunbie copTUPOBKU U (hyHKIUA reparti-
tionAndSortWithinPartitions» Ha c. 176). Kax/aas us ocTaBIINXCS YE€THIPEX BEPCUI
MOJKET 0Ka3aThCsI TPEIIOUTUTENBHON B OTIPEIe/ICHHBIX CITydastX.

Bepcus 0 coptupyer 3Ha4eHUS B KaXKA0H W3 TPy (Kak U pernenns 3 u 4). ITO ONTH-
MAJIbHO B CJTy94ae OJHON-eIMHCTBEHHON TPYIIIEI, TOCKOJIBKY He TPeOyeT JUITHUX TIPO-
XOJIOB TIO TAHHBIM.

Bepcus 2 ceknponupyer 110 rpymnmnaM. 9TO OITUMAJIbHO B CJlyyae MHOIOYMCJICHHBIX
IPYIII, Kaxaas U3 KOTOPBIX JIETKO YMEIIaeTcsl B ONePaTUBHOM MaMATH OT/EJbHOTO
ucnoJgHuTessA. ECau 3T TpyIIibl OTHOCUTEIBHO HEBEJIUKHU, TO IPOU3BOAUTEIbHOCTD
JTAHHOTO PEIIeHUs OKAKETCA BBIIIE, 4YeM y Bepcuii 3 U 4, COPTUPYIONIUX 110 3HAYCHUIO
U TPeOYIOIINX TPEX Y3KUX TPe0OPasOBaHUIA JIJIsT BBIYUCJCHUS IPABUIBHBIX PE3YJIBTATOB,
IIOCKOJIbKY HY3K/IAeTCSl B MEHbIIEM KOJIMYecTBe [IPOXO0/I0B 110 JanHbIM. [Ipu gocrarounom
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KOJIMYECTBE TPYIIT U PAHTOBBIX CTATUCTHK TO PEIIeHne CKopee 0TPadOTAeT YCIeNTHo,
4yeM Bepcuu 3 U 4, KOTopbie 00e TpeOYIOT XpaHEHHS B OTIEPATHBHON MAMSITU XEIl-KapThl
PAHTOBBIX CTATUCTUK JIJIST KK IOH U3 TPYTITL

Bepcust 3 cexIoHMpyeT Mo 3HAUYeHWSIM 0 BceM TpynmaM. OHa JTydIiie BCero TOIXOIUT
B CJTyJae, KOT/Ia BCE TPYIITIBI OYeHb BEUKH, & B CTOJIONAX MAJIO IyOINPYIONINXCS 3HaYe-
Huil. B oTsiidre ot Bepenu 2 TOIBbKO 3AITUCH ¢ 1y OIUPYIONIMMUCS 3HAYEHUSME 0O0SI3aHbI
pacriosiaraTbCs B OJJHON CEKIMU. ITO MPUBOJUT K JIyUIlIeMY pacliapajleIMBaHUIO TIPU
YCJIOBHHM, YTO KOJIMYECTBO JyOJUPYIONUXCs 3HAYECHII MEHbIIIe MAaKCUMATbHOTO Pa3-
Mepa IPYILILL.

Bepcust 4 ucnonb3dyer y3koe 1peodpasoBaHue JIJIsl arpErnPOBaHMs YHUKATbHBIX 3HA-
YeHUH 110 TPYIIaM B UCXOJHBIX CEKIUIX C MOCIEAYIONUM CEKITHOHMPOBAHUEM 10
VHUKAJTHHBIM 3HAUCHUSAM (aHATOTUYHO pentennio 3). OHo yydlie peneHus 3 TOJTbKO
B ciry4ae GOJIBIOTr0 KOJINYECTBA IyOINPYIONIIXCst 3HaueHnH B crosibmax. OHaKo eciru
BCe 3HAYEHUST YHUKAJIBHBI, TO IAHHAS OTlepallis HIKAKUX BBITOJL HE JIAET, & TOJBKO BeIeT
K PUCKY OMMOOK HEXBATKH TIAMSITH U3-3a CO3/IaHMS XEII-KapT BCEX 3HAYCHUI B KasK /011
U3 CEKIIN.

Harmn crienapuii ncmosib30BaHus BKJIIOYAJ BXO/IHbIE JTaHHbIE, COEP/KABIITHE HECKOTIBKO
Thicstd Tpy i 10 300 MUJLTMOHOB 3amuceil Kaxkaast. B kaskmom crosibite (rpyrine), Kak Mbl
BUJIEJIN, OKOJIO 25 % 3aITiCell MOBTOPSINCH. B 1ecaTHy310BOM 3arpysKeHHOM KJIacTepe
sepenn 0, 1 1 2 BooG1ie He oTpabarbiBanu. Bepeus 3 orpaborasia, HO 110 CPaBHEHUIO € Hell
Bepcust 4 TTOKa3asia YeThIPEXKPATHBIN POCT MPOU3BOIUTETBHOCTH.

Pe3ome

B nannoii ryiaBe Mbl U3yunsiv ipuMenenue (GyHKIMI U3 KiaccoB PairRDDFunctions
u OrderedRDDFunctions HauGoJee PAIMOHATLHBIMU JIJIST HCTIOTB30BAHUSA B GOJIBIITIX
Maciitabax criocobamu. Bosibiitast 4acThb r1aBbl ObLIa TTOCBSIIIEHA CTIETIUATU3UPOBAHHBIM
METOIMKAM PabOTBI ¢ MTUPOKIMHE MTPe0OPasOBAHUSIMI. MBI COCPEIOTOUMIIHCH Ha CIYYastx
omubOK HEXBATKU MAMATH BO BPeMsI aTalla MePeTacOBKU, B YaCTHOCTH Ha TOM, UTO CJie-
JyeT u3berath UCTIOIb30BAHUSA TAKUX OTEPAIlHii, Kak groupByKey, He CHUKAIONMX 00bEM
MaMSITH, HeOOXOAMMOM JIJIST XPAHEHUST BCEX OTHOCSIIIXCS K KaKIOMY KJIFOUy 3HAYEHH I,
MbI pazoGpasiich ¢ CEKIIMOHMPOBAHNEM: HAYYHIIUCh ITPOAYMbIBATh HATIEPE] CCAyoIee
mpeobpasoBaHiie Tap «KJII0Y — 3HAYEHHE» U BBITOTHATD HHTEJTEKTYaTbHOE CEKITHOHN-
pOBaHUeE, CHIZKAIONIEE KOJTUYECTBO HEOOXOJNMBIX TIEPETACOBOK. MBI M3YUUIIH HEKOTOPBIE
CTpaTeruy MOHMKEHUS KOJIMYEeCTBA IEPETaCOBOK: MCIIOJIb30BAHNE MHTEJIEKTYAIbHOTO
CEKITMOHMPOBAHMSA, cOXpaHeHne HHGOPMAIIMU O CEKIIMOHUPOBAHUM TIPU Y3KUX TIpe-
00pa3oBaHUIX, a TAKKE MPUMEHEHIE COBMECTHOTO PACIIONOKEHIS TIPH COECANHEHUSIX.
Mpb1 pacemoTpenn oT/ieTbHBIE METOANKN CHIKEHUST CTOMMOCTH TTePeTacoOBOK B TeX
CITyJasK, KOT/la OHM HeOOXOANMBL. B 4acTHOCTH, MOKa3asu, 4To HecHaTaHCHPOBAHHBIE
JIaHHBIE, 0COGEHHO ¢ GOJIBITIM KOJMYECTBOM JYOIUPYIONIAXCS 3HAUYCHWI Ha OJIUH KITI0Y,
¢ 6OJIBITION BEPOSATHOCTHIO TIPUBOJAT K 3aMETICHIIO PAGOTHI TIEPETACOBOK U BBHI3BIBAIOT
OMUOKU MAMSITH.
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Hapneemcsti, 410, TOMUMO yJIOBOK, MO3BOJISIIONINX MOBBICUTD MIPOU3BOAUTEIHLHOCTD
npeobpasoBannii Habopos RDD, B 9T0ii TJ1aBe Bbl 00HAPYKUIN ¥ HEKOTOPbIE CPeJi-
CTBa MEPEOCMBICJIEHUs KOHIETIUN PeIieHusT 3a/1a4 ¢ TTOMOTIbIo GpeiimBopka Spark.
CocpeoTOUNBIINCH HA CJydae 3a1a4i 3JaTOBJIACKHU, MbI TIOIBITAIMCH TOKA3aTh, YTO
HaTKCaHe TPOU3BOAUTENHHOTO Ko/a Spark nHoraa tpebyer HecTaHAaPTHOTO MbIII-
nenus. IIpocroe coegunenne Habopa Bbi30BoB API, omuchIBaOMIMX IPOCTERITNM
00pa3oM skeTaeMbie JIEHCTBS, Yallle BCEro MPUBOAUT K PEIIEHNI0 HAo[00ue mpe-
CTaBJIEHHOTO B paszjiesie «3aToBnacka. Bepcus 1: peiienue ¢ ucrnoJsib3oBanueM QyHK-
nuu groupByKeys Ha c. 157: peanusaiiusi, KoTopast HOPMaJbHO pabOTAET TOJIHKO
Ha OTHOCHUTEJIbHO MaJIECHbKUX, YNCTHIX BXOAHDBIX JJaHHbBIX 1N BOO6H.[€ HE pa60TaeT Ha
6OJ'HJHH/IHCTB6 peasbHbIX Ha60pOB JaHHDbIX. MBI IOIIBITATIUCH TTOKa3aThb, 4YTO, HECMOTPS Ha
OTHOCUTEJILHYIO ITPOCTOTY HAITUCAHUS PACIIPEIETIEHHOTO KO/Ia ¢ TIOMOIIHIO (hpeliMBOPKa
Spark, onTuMabHBIX PE3yJIBTATOB MOKHO TOOGUTHCSI, TOJIBKO YAEJIUB [OJKHOE BHUMAHUE
BBITIOJTHEHWIO 9THUX paclpeaeJIeHHbIX BBIYUCJIEHUU. MBI HazaeeMcsd, 4To y6€III/IIH/I Bac
JyMaTh O KJIIouax B Spark He Kak 00 WHEKCe WM KATETOPUH JIJIs 3alCel, a Kak O 1eH-
TPAJIbHOM dJIEMEHTE PACIapaJLIeIMBAHUsT BBIYUCIUTETbHOIM Harpy3Ku. [IpusbiBaem Bac
pu 1060 BO3MOKHOCTH MTPOEKTUPOBATD ITPOTPAMMBI Spark ¢ MaKCUMAJIBHBIM YUeTOM
umeroreiicsa nadopmaru 06 oobeMe, pacipeesIeHI 1 CI0KHOCTH 00pabaThiBaeMbIX
nmu faHHbIX. C dunocodekoil ToukM 3peHns MbI XOTEJN MTPOIEMOHCTPUPOBATD, YTO
BBICOKOTIPOU3BOIUTEILHBIN KOJ[ 3a4acTyi0 TpeOyeT GOJIBINIX, a He MaJIEHbKUX U3MEHe-
Huit — 1 HanboJiee 3(hHEKTUBHBIN KO/ 1a7IEKO He BCET/Ia CAMBIN «UUCTBIN»,



Bbixoanm
3a paMKu Scala

ITpu pabote ¢ GppeiimBopkom Spark Bbl He 06s13aHbI OTPAHMYMBATHCS OAHUM TOJbKO S3bI-
koM Scala b0 si3pIKaMu, KOTOPbIE SIBHO TToiepskuBaet Spark wiu gaske JVM. Apache
mpexycmotpen B Spark Heckobko APT i1 HammmcaHust mporpaMM JpaiiBEpPOB 1 KOJa
paboTHUKOB Ha s3bikax R!, Python, Scala u Java, a Takske cropoHHUE TIPUBSZKU? JJIsT
JIOTIOJTHUTETbHBIX SI3BIKOB, BKJIouast JavaScript, Julia, C# u F#. CoBmectumocTs Spark
C SI3BIKAMHU MOKHO PACCMATPHUBATh HA JIBYX YPOBHSIX: MEPBbI — paboumii Ko BHYTPU
npeobpasoBanuii (Hapumep, JAMO1a-BbIPAKEHUS IPU 0TOOPAKEHMAX ), & BTOPOIL —
KOJL JIJIs1 oTipejiesieHust peoOpasoBanuii Hax Habopamu RDD /Dataset (Hampumep,
npaiiBepHast mporpamma). B aToil riraBe MbI 0GCYAUM BOIIPOCHI TPOU3BOIUTETHHOCTH
[IPU UCTIOJIb30BAHUH JIPYTUX SI3BIKOB MPOTpaMMHUpoBaHust B Spark, a Takske cmocoObI
3 EKTUBHON PabOTHI ¢ CYNIECTBYIOIIUMEI GUOTTOTEKAMIL.

3auacTyio /I HAMCAHUST KOJIA BHYTPU TPeobpasoBaHnil BBIOUPAETCS TOT JKe A3BIK
POrPaMMUPOBAHUS, YTO U JIJIs HAITUCAHUS IPAiiBEPHON TIPOrpaMMBbl, HO 1Ipu pabore
CO CHIeTNATU3UPOBAHHBIMU GubIoTeKaMu win nucTpymertamu (Harnpumep, CUDA?)
HAIACATD BCIO TPOTPAMMY HA OJIHOM sI3bIKe OBIBAET HETIPOCTO, ECIIH BOOOIIE BO3MOKHO.
ODpeiiMBopk Spark moziep;kuBaeT UCIOIb30BaHIE HA J[PaliBepe MHOKECTBA SI3bIKOB,
u ette 6oJIbIIee KOJUUYECTBO SI3bIKOB MOKHO 3a/1eiiCTBOBATH B IIPEOOPasOBaHUsIX Ha
pabounx ysmax. Xorss API 1y pasHbIX S3bIKOB CXO0KH, XapaKTEPUCTUKU IPOU3BOLIL-
TEJIBHOCTH CYIIECTBEHHO PA3JIUYAIOTCsT, €CJIU KoL BbioJiHsiercst BHe JVM. Mbr o6cyinm

CymecTByeT HeCKOIbKO KOHKYpupyionmx API ms s3bika R, Ho 13 coobpakeHuii mponsBo-
IUTETBHOCTH VX BHYTPEHHSISI aDXUTEKTYPa OJITHAKOBA.

IToytepskKa NX MPOU3BOANTENIEM He 03HAYAeT OBICTPOTHI PAOOTHI; B HEKOTOPBIX CIIYYAsIX B CTO-
POHHIX GUOIMOTEKAX PUBSI3KI IS APYTUX SI3BIKOB OblJIa TPOBeieHa 3HaUnTeIbHast paboTa
10 MUHUMU3AIUU HAKJIAHBIX PACXOJIOB, YEr0 B OCHOBHBIX S3bIKAX PEAIM30BAHO He ObLIO.

CUDA — cnenuanusupoBaHHbBIN SI3BIK /71T BHITOJTHEHUS MapaJie bHBIX BRIYUCIECHN Ha
rpadudecknx kapTax oT kommanuu NVIDIA.
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APXUTEKTYPY NMOJIEPKKH PA3JINUHBIX SI3BIKOB, a TaKKe BIAUSHUE PA3JIUUNi B TPOU3BO-
JIUTETHHOCTH Ha By paboTy.

B 1ies1oM 6u6M0TEKH, OCYHIECTBIISION[IE MPUBA3KY K He- ] VM-a3bIKaM IporpaMMHpO-
BaHUA, obpaImanTcs Kk Java-uurepdeiicy Spark ¢ ToMoIpio MeXaHH3Ma YIaTeHHBIX BbI-
30B0B (HampuMep, Py4]), mepenaBas cepuanmn3oBaHHOE MPECTAaBICHUE KO, KOTOPHIN
HY’KHO BBITIOTHUTH Ha pabouem y3sie. BHe 3aBUCUMOCTH OT sI3bIKA TIPOTPAMMIPOBAHHS,
HCIIOJIb3YEMOTO JIJISt IpaliBEPHON TPOTPaMMBbl, paOOTHUKH Spark BBITOTHSIOT KO/
B BUPTYJIbHOI MallliHe Java U Ipu He0OXO[UMOCTH BbI3BIBAIOT OPHEHTUPOBAHHYIO HA
KOHKPETHBI SI3bIK UCTIOJHSIONTYTO TIporpamMMy. Eciu [ist Hy;KHOTO sI3bIKa TTpOTpaM-
MUPOBaHUsI OTCYTCTBYET OMOIMOTEKA IPUBSIZKH J1JIst paiiBepa Spark, To moMuuTe, 40
MOKHO HATUCaTh cOOCTBEHHbIE MTPeobpasoBaHust st OOpalleHust K TporpaMMaM Ha
JIPYTOM SI3bIKE POTPAMMHUPOBAHMUS.

Ha cBoeii cropoHe pabotauk Spark Bceraa aeiicteyer B JVM 1 B ciryuae HagoOHOCTH
3aIyCcKaeT JAOIOJHUTENbHbIN 11eJIeBOil IIPoLiece, KOMUpys Tyaa TpedyeMble JaHHbIe
1 pe3yabTar. ITO KOMMPOBaHUe sIBJsgeTcs oporocrosiium, Ho DAG 3aBucumocTeit
Spark u rckycHoe nocTpoeHne KoHBeliepa MUHUMU3UPYET KOJMYECTBO CIIydaes, Koraa
OHO HEOOX0AUMO. METOIMKI CTHIKOBKU C KOZIOM, 3ajeiicTByembie API Ipyrux si3pIkoB,
AHAJIOTMYHBI METOMKAM, KOTOPBIE IPUMEHSFOTCS [1J1sT 00PAIEHHUST K TT0JIb30BATEIbCKOMY
KOJLy, HE3aBUCHUMO OT SI3bIKa JipaiiBepa.

Cyi1iecTByeT MHOKECTBO crtoco0oB BT 3a pamMku JVM, ot Java Native Interface (JNT)
1 KoHBeiiepoB Unix 10 B3anMoieiicTBUsE ¢ pabOTAOIIUMK Ha TIPOTSKEHUH JITTUTETBHOTO
BpPEMEHU BCIIOMOTATEJIbHBIMU CEPBEPAMU Y€PE3 COKETHI. ITH JK€ METOIUKU MCITOJIb3YIOT-
cst BHYTpH Spark /711 cTBIKOBKY ¢ IPYTrUMU sI3bIKaMu TporpaMMupoBanust. Hampumep,
JNT npumensieTcst st oOpaliieHust K HeKOTOPBIM OUOJIHOTEKAM JTUHEHHON anreOpsr,
a kouBeliepsl Unix — juist obeciedeHnst B3auMOIEHCTBISI ¢ KOJIOM Ha si3bike Python.
OnruMabHOE PelieHNe YacTo 3aBUCUT OT TOTO, HYKHO JI COBEPIIATH HECKOJIBKO MPE0d-
Pa30BaHWH, OT 3aTPAT HA HACTPOWKY CPEJIbI BBITIOJTHEHNUS W SI3bIKa TPOTPAMMHUPOBAHUS,
a TaKyKe OT BBIYMCAUTEIHbHON CI0KHOCTH IIpeobpasoBanuii. HezaBrucuMo 0T KOHKpPET-
HOTO TO/IX0/Ia K MHTETPAINN SI3bIKOB, He NCroab3yonmx JVM, Bce oHM B HacTosIIIee
BpeMsT TPeOYIOT KOMTUPOBAHUS JaHHBIX U3 HEe B CPE/LY BHIMOJHEHUS I[EJIEBOTO SI3bIKA.
ITpoBoaumbie ceitvac paboThl O WHTETpAIMK Kak Tungsten, Tak 1 ATTOwW TTO3BOJISTIOT
HAJIESIThCST, 9TO B OyaytieM paborars ¢ gaHHbMU U3 Spark sa npexenamu JVM craner
potILe.

He Bce s13bIK1 TIpOrpaMMUpOBaHst TPEOYIOT BIX0/a 32 paMku JVM, 1 X IpUMeHeHne
co Spark mosBoJisier u36eKaTh JOPOTOCTOAIIETO KOTIMPOBAHYSI TAHHBIX U3 PabOTHUKA
Spark B mporpammy Ha Tpebyemom si3bike. OT/eIbHbIE SI3BIKUA TPOTPAMMUPOBAHUS
UCIIONIBb3YIOT CMeIIaHHbIN To/1x0/1, HanpuMep 1poekT Eclair JS (em. mogpasmen «Kak
paboraer Eclair JS» na c. 218), B koTtopoM ak3emiuisip Spark samyckaercst B JVM, Ho
IpaiiBepHast mporpaMma paboTaeT BHe BUPTYPAJIbHOIT MarnHbl, KOHEUHO, HECMOTPST Ha
JIOTIOJIHUTE/IBHBIE 3aTPaThl Ha PAbOTY ApaiiBepHOii mporpaMMbl BHe JVM, 00beMbI riepe-
JlaBaeMbIX MKy JpaiiBepoM Scala u 1iesieBbIM JpaiiBepoM TaHHBIX HAMHOTO MEHBbIIIE
06bEMOB JIAHHBIX, 00PABATBIBAEMBIX OJHIM-EJNHCTBEHHBIM PAGOUYNUM Y3JIOM.
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B atom paszene Mbl pacemorpum goctytt K APT Spark u3 pasnnuHbIX sI3bIKOB IPOrpam-
MmupoBanus B JVM, a Takyke HEKOTOPbIE BOIIPOCHI TPOU3BOIUTEILHOCTH TIPU BLIXO/IE 32
npezesbl s3bika Scala. {aske ecoi Bb pabortaere BHe JVM, 1aHHBIN pasies MOKeT OKa-
3aThCsI TOJIE3€H, TIOCKOJIbKY He- |V M-s3biku uacto 3aBucst ot API Java, a He ot APT Scala.

PaGora Ha Ipyrux si3bIKaX IPOrPaAMMUPOBAHUS JIAJIEKO He BCEra 0O3HauaeT HeoOXOIH-
MOCTD BbIXO/1a 3a tipesiesibl JVM, u paborta B JVM nMeeT HEMAIO IPEUMYIIECTB € TOUKU
3pEHUs IPOU3BOAUTENLHOCTH — B OCHOBHOM BCJIEJICTBHE TOTO, YTO HE TPEOYETC KOIH-
posarhb gaHHble. X0Ts 11 oOparierus K Spark He us s3bika Scala He 06s3aT€IbHO HY/KHBI
crielnyaabHbie OUOJNOTEKH IPUBI3KI WM aallTepbl, BbI3BaTh KO/ Ha A3bike Scala us
JPYTUX SI3BIKOB ITPOrPAMMUPOBaHUsI MOKET ObITh HerpocTo. MpeiiMBopk Spark moep-
JKMBAET UCII0JIb30BaHUe B IPeodpasoBaHusX JIsIMO/a-BhIPasKeHUH sI3bika Java 8, a y Tex,
KTO TiprMeHsieT bostee crapbie Bepcrn JDK, ecTb BOBMOKHOCTD PEaTn30BaTh COOTBETCTBY -
ot nnrepdelic u3 nmakera org.apache.spark.api.java.function. /laxke B ciyuasx,
Kor/a He TpeOyeTcs KOIMPoBaTh JaHHbIe, y pab0ThI HA IPYTOM S3bIKE IIPOrPAMMHUPOBAHIS
MOTYT ObITh HEOOJIBIINE, HO BaXKHBIE HIOAHCHI, CBSI3AaHHBIE C TPOU3BOIUTELHOCTHIO.

OcobenHo ApKo CIoKHOCTU ¢ oOpamenneM K pasandnbiM API Scala npossisior cebs
MIPH BBI30BE (DYHKIIMIT ¢ TETaMK KJIACCOB WJIN TIPU MCITOJIb30BAHUN CBOMCTB, TIPEIOCTAB-
JISIEMBIX C [IOMOILbIO HESIBHBIX TIpe00pasoBaHuii TUIIOB (HaIlpUMep, BCeil OTHOCSLIeNCs
K KstaccaM Double u Tuple (pyHKInoHanbHOCTH HaGopoB RDD). JIjist MeXxaHU3MOB, 3a-
BUCAIINX OT HeSIBHBIX IIPe0OPasOBaHUIl TUIIOB, YaCTO IIPEJOCTABJISAIOTCA S9KBUBAIEHT-
Hble KOHKPETHbIE KJIaCChl HapsIly ¢ ABHBIMU MpeodpasoBaHusMu K HUM. DyHKIIIM,
3aBUCSIIIIM OT TETOB KJIACCOB, MOXKHO TiepeiaBaTh (DMKTUBHBIE TETH KJIACCOB (CKaKEM,
AnyRef), IPUYEM 3a4aCTYIO a/IalITEPhI JIETAI0T ATO aBTOMaTu4decku. [IpuMenenne KoH-
KPETHBIX KJIACCOB BMECTO HESIBHOTO 11Pe00pasoBaHust TUIIOB OOBIYHO HE IIPUBOIUT K J10-
TOJTHUTETHBIM HAKJIATHBIM PACX0jiaM, HO (PUKTHBHBIE TETH KJIACCOB MOTYT HAKJIA/[BIBATh
OrpaHUYeHUsT Ha HEKOTOPbIE OIITUMHU3AIUN KOMITAJISITOPA.

API Java ne cammkom ormmyaercst ot API Scala B cMbIcie cBOMCTB, NI U3PEIKA OTCYT-
CTBYIOT HEKOTOPBIE (PYHKIIMOHAIbHBIE BO3MOKHOCTH 1 APT paspaborunka. ITopnep:k-
Ka JPYTHX g3bIKOB Iporpammuposanus JVM, nanpumep asbika Clojure ¢ DSL Flambo
(https://github.com/yieldbot/flambo) u Gubsmorexu sparkling (https://github.com/gorillalabs/
sparkling/), ocy1iiecTBJisieTcs ¢ moMolbio pazinuabix API Java BMecTo Herocpe/icTBeHHOTO
BbizoBa API Scala. TTocko/ibKy GOJIBIIMHCTBO TIPUBSIB0K SI3BIKOB, Jake Takux He-JVM-
a3bIKOB, Kak Python u R, uzer yepes API Java (http://spark.apache.org/docs/latest/api/scala/
index.html#org.apache.spark.api.java.package), TO 110J1e3HO OYeT pasodpaThCs ¢ HUM.

API Java ouenn nanomunatot APT Scala, XoTs1 1 He 3aBUCAT OT TETOB KJIACCOB U HESIB-
HBIX IpeobpazoBannii. OTCyTCTBHE MOCAEIHUX 03HAYAET, YUTO BMECTO aBTOMATHUECKOTO
npeobpasosanusi Habopos RDD 006bekTos Tuple uin double B clrenuaibHbIe KJIACChI
C JIOTIOJIHUTEbHBIMI (DYHKIIUSIMU TTPUXOUTCS UCTIOTH30BATh (DYHKIIUY STBHOTO TIpe-
obpasoBanus Trta (Harnpumep, mapToDouble wjm mapToPair). YkasaHHbIe (QYHKIIUN
orpe/ieJieHbI TOMTBKO /1u1st HabopoB RDD si3bika Java; K C4acThio /ISl COBMECTHMOCTH, 9TH
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cIelajIbHbIe TUIIBI IIPEACTABIISIOT cOOOM IPOCTO azanTepsl A Habopos RDD a3bika
Scala. Kpome Toro, atu crienmajibHble GyHKIMNA BO3BPAIIAIOT PA3INYHbIE TUIIBI JAHHBIX,
Takue Kak JavaDoubleRDD u JavaPairRDD, ¢ BO3MOKXHOCTAMHU, IIPEIOCTABIIEMbIMU He-
SBHBIMU IIpeo0pasoBaHaMK A3bika Scala.

BHOBbB 06paTnMCsT K KAHOHIYECKOMY 00pasIly MojicyeTa CJI0B, BOCTOAb30BaBimch APT
Java (npumep 7.1). ITockoubky BoizoB API Scala us Java MoskeT MHOI/Ia OKa3aThCs He-
npocThiM jiesioM, To API Java dpeiimBopka Spark mouru Bce peaju3oBaHbl Ha I3bIKE
Scala co crpsitaHHBIME TeraMu KJIaCCOB M HESIBHBIME TpeoOpasoBaHusiMu. biarogapst
HTOMY aJIanTePhl Java MpefcTaBAsioT co6oil OUeHb TOHKUHN CIT0i, B CPeIHEM COCTO-
ST JIATITB U3 HECKOJIBKUX CTPOK KOJIA, U VX TIEPENUCHIBAHUE TIPAKTUYECKH He TPeOyeT
YCUITUTA.

MpwumMmep 7.1. Moacuet cnos (Java)

import scala.Tuple2;

import org.apache.spark.api.java.JavaRDD;
import org.apache.spark.api.java.JavaPairRDD;
import org.apache.spark.api.java.JavaSparkContext;

import java.util.regex.Pattern;
import java.util.Arrays;

public final class WordCount {
private static final Pattern pattern = Pattern.compile(" ");

public static void main(String[] args) throws Exception {
JavaSparkContext jsc = new JavaSparkContext();
JavaRDD<String> lines = jsc.textFile(args[0]);
JavaRDD<String> words = lines.flatMap(e -> Arrays.asList(
pattern.split(e)).iterator());
JavaPairRDD<String, Integer> wordsIntial = words.mapToPair(
e -> new Tuple2<String, Integer>(e, 1));

®peiMBopk Spark noaaepxusaeT naMbaa-BbipaxeHns Java 8 ans 60MbWMHCTBA
npeobpasoBaHuii. Ecin Bbl paboTaeTe ¢ 6onee paHHel Bepcueit Java, To NpuaeTcs
€o3/aTb 3K3eMNNspbl MHTepdENcoB 13 nakeTa org.apache.spark.api.java.function.
package (http://spark.apache.org/docs/latest/api/scala/index.html#org.apache.
spark.api.java.function.package). IMeHa dyHKLUMIA 0BLIYHO CXOXM C HA3BaHWEM
npeobpasoBaHus (Hanpumep, FlatMapFunction nnn DoubleFunction).

WHorma MoxkeT MoHaa00uThes npeodbpasosark Habopsl RDD Java B Habopsl RDD Scala
un Haobopot. Yaire Bcero ato GbIBaeT HY:KHO JJist GUOIHOTEK, TPEOYIONIUX Ha BXOE
usn Bosspamatonux zabopsl RDD Scala, Ho nnorza 6asosbie coiictsa Spark MoryT
emie He O6bITh ocTyHbl B API Java. ITpeoGpasosatne Habopa RDD Java B HaGop RDD
Scala — npocreiimmii ciocob UCIOIb30BATH ATH HOBbIE CBOCTBA.
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[Tpu HeobxoaMMocTH nepegath Habop RDD Java B 6ubsmoreky Scala, osxugaronyio Ha
Bxofte 06pranbiii RDD Spark, mosryauTs mocTym K HaXoasAIeMycst B ero ocHoBe RDD
Scala MOskHO ¢ ToMoIIBI0 MeToza rdd (). Yarie BCero aToro OKasbBaeTCsl JOCTATOYHO JIJIsT
nepenayr utorosoro RDD B io0yio HykHY0 Oubsmoreky Scala; B urcie sacyskuBa-
IOIIMX YIOMUHAHUS UCKII0YeHnit — 6ubaorexnu Scala, nosararomnuecs B cBoeil pabore
Ha HesIBHBIE IIPe0OPa30BAHUSI TUIIOB COAEPKUMOr0 HabOPOB WIu UH(GOPMALIMIO TErOB
KsaccoB. B takom ciyuae npocreiinmm crioco6om odpaiieHus K HestBHBIM MpeodpasoBa-
HusiM Gyet Harnmcanve Hebobimoro afantepa Ha Scala. Ecim Scala-o6omouxy nemosmn-
30BaTh HEJb3sT, TO MOKHO BBI3BAaTh COOTBETCTBYIONILYIO (DyHKIHIO Kaacca JavaConverters
(http://www.scala-lang.org/api/2.12.0/scala/collection/JavaConverters$.html) u cchopmupoBath
(pUKTUBHBIN Ter KJacca.

Jlist co3panust GUKTUBHOTO Tera KJiacca MOKHO MCITOJIb30BAaTh METO/ scala.ref-
lect.ClassTag$.MODULES$.AnyRef () WM MTOJYYUTb HACTOSIINI C TOMOIIBIO scala.ref-
lect.ClassTag$.MODULE$.apply (CLASS), Kak ToKa3aHo B ipumepax 7.2 u 7.3.

s npeobpasosannsg 13 RDD Scala 8 RDD Java undopmMaius o Tere Kjiacca 9acto
BaskHee, ueM Jiuist GourbiiHeTBa Oubnorek Spark. TIpudmta B TOM, 4TO, XOTSI Pa3JIHUHbIE
KJIACChI JavaRDD MPEIOCTABIISIOT OOIIEIOCTYITHbIE KOHCTPYKTOPBI, TpuHIMawiine RDD
Scala B kKauecTBe apryMeHTOB, OHM TIPEIHA3HAUEHBI TSI BRI30BA 13 KO/la Ha A3bike Scala,
a oTOMY TpebyIoT HH(GOPMAIIH O TeTe KIacca.

Ecnu peyb naet o npoekte nam 6ubnmoTeke, NCNOb3YHOWMX HECKOMBKO S13bIKOB
NporpaMMmMpoBaHus, TO CTOMT 064yMaTb BO3MOXHOCTb co3aaHus RDD Java B koae
Ha Scala, rae npowe nonyunTb AOCTYN K MHGOPMaLmMKM O Tere Knacca.

DUKTUBHbIE TETN KJIACCOB Yallle BCETO MCIIOIb3YIOTCA B 0000IIEHHOM WJIN 1abI0H!-
3UPOBaHHOM KO/I€, I'/le TOUHbIE THUIIbI HEM3BECTHbI B MOMEHT KOMITUJIAIIN. Takux teros
qacTo 6bIBaeT JOCTATOYHO, XOTA CYIIECTBYET BOSMOKHOCTD ITIOTEPU HEKOTOPDIX HIOAHCOB
Ha cTopoHe Scala-Koj1a; B 0UeHb PeIKUX CIydastX JJIs Kojla Ha si3bike Scala Heobxo/iMa
TOYHast HHMOPMAIIUS O Tere Kaacca. B aToM cirydae npudemcst ncnonb30BaTh HACTOSIIUI
ter. B GosbiimHCTBE CydaeB 910 TpeGyeT He HAMHOTO OOJIBIINX YCUJIU U yaydInaeT
IIPOU3BOAUTEILHOCTD, TAK YTO CTAPATECh MCIIOIb30BATh TAKUE TETU BE3]IE, T7le TOJIbKO
BO3MOJKHO.

Mpumep 7.2. Obecneyerne coBmMecTumocT RDD Java/Scala ¢ nomoLubio PUKTUBHOIO Tera knacca

public static JavaPairRDD wrapPairRDDFakeCt(
RDD<Tuple2<String, Object>> RDD) {
// ®opmupyem Teru KnaccoB nyTem npuBeseHus Tuna AnyRef — 3To yvawe
// Bcero pgenaetca B c/iydae 0606WeHHOro uau wabnoHU3MpoBaHHOro Koja,
// Korga HeBO3MOXHO fIBHbIM 06pa3oM CPopMMpOBaTb MpPaBW/IbHLIA Ter knaacca,
// NOCKONbKY WCMNOJib30BaHUe QUKTUBHOIrO Tera Kjacca MOXeT NpUBecTH
// K CHWXEeHWH NpoW3BOAUTENIbHOCTHU
ClassTag<Object> fake = ClassTag$.MODULE$.AnyRef();
return new JavaPairRDD(rdd, fake, fake);
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Mpumep 7.3. ObecneyeHne coBmectumoctn RDD Java/Scala

public static JavaPairRDD wrapPairRDD(
RDD<Tuple2<String, Object>> RDD) {
// ®opmupyem Teru knaccos
ClassTag<String> strCt = ClassTag$.MODULE$.apply(String.class);
ClassTag<Long> longCt = ClassTag$.MODULE$.apply(scala.Long.class);
return new JavaPairRDD(rdd, strCt, longCt);

}

API xax Spark SQL, Tak u kouseiiepa ML 0bL11 110 GOJIbIIEN YaCTH CleIaHbl eANHO-
o6pasno B Java u Scala. OHako cyuecTByOT MpeiHasHadeHHbe s Java BCIIoMOoTa-
TesbHble (PyHKIMY, a PYHKIMU g3bika Scala, 9KBUBAJIEHTHBIE UM, BBI3BATH HETIPOCTO.
Bot ux npuMepsl: pa3iuyHble YMCA0BbIe (DYHKIIMH, TaKue Kak plus, minus ¥ T. 1., I
Ksacca Column. Bei3BaTh UX meperpyskeHHbie 9KBUBATEHTHI U3 si3bika Scala (+, -) cIoK-
HO. BmecTo ucnosib3oBanust JavaDataFrame u JavaSQLContext HEOOXOAMMBIE JIJIsT Java
METOJIBI C/IETTAHDI IOCTYTTHBIME B SQLContext 1 0OBIYHBIX Habopax DataFrame. 9TO MOXKET
CMYTUTD Bac, Be/lb HEKOTOPbIE YIIOMAHYTbIE B JOKYMEHTAIUU 110 Java MeTO/Ibl HeJIb3s
3a71eficTBOBATH M3 KO/ Ha SI3bIKe Java, HO B TIOMOOHBIX CIyJasx JIJisT BbI30Ba U3 Java
IIPEJIOCTABJIAIOTCS (DYHKIIMM € aHAJIOTMYHLIMY HAa3BaHUSAMU.

ITosbszosarenbekne Gyaxiun (UDF) B asbike Java, a eciu yK Ha TO IIOLLIO, U B 6OJIb-
IIUHCTBE JIPYTUX SI3BIKOB, KpoMe Scala, TpeOyIoT yKazaHust TUIIA BO3BPAIaeMoro hyHK-
I[Hell 3HAUEHUsI, TIOCKOJIbKY €r0 HEBO3MOXKHO JIOTUYECKU BBIBECTH, TIOJ0OHO TOMY KaK
9TO BBINOJIHsETCS B st3bike Scala (tipumep 7.4).

Mpumep 7.4. O6pazeul UDF ang s3bika Java

sqlContext.udf()
.register("strlen”,
(String s) -> s.length(), DataTypes.StringType);

Xors nHeobxoanmbie aiust API Scala u Java Tuisl pasimrdaiorcsi, 00epTbiBaHe THIIOB-
KOJJIEKIIMH s13bIKA Java He TpebyeT AOTOJHUTEIbHOr0 KoMpoBanus. B ciayyae ure-
patopoB Tpebyemoe st afantepa nmpeodpazoBaHue TUTIA BBITTOJHAETCS OTJI0KEHHBIM
006pasoM 110 Mepe oOpallleHus K 9JIeMeHTaM, 4TO 1103BoJIsieT ppeidMBopKy Spark cOpa-
CHIBATH JIAHHBIE B CiTy4yae HAMOOHOCTH (Kak 00CYIKIaI0Ch B pasjielie «BbIosHeHne mpe-
obpaszoBaHuil “urepaTop — ureparop” ¢ moMoIbsio GyHKIME mapPartitions» Ha c. 121).
IT0 OUeHb BasKHO, TOCKOJIBKY JIJIsI MHOTHX TIPOCTBIX OIEPaIlii CTOMMOCTh KOITUPOBAHMUST
JIAHHBIX MOXKET OKA3aThCsI BBIIIIE 3ATPAT HA CAMO BbIUHCJIEHHE.

B paHHuMX Bepcusix dhpeinMBopka Spark anst API Java owwmnboyHo Tpebosancs 06b-
ekT Tuna Iterable BMecTo Iterator, 4TO OrpaHMYMBaNO BO3MOXHOCTU CO34aHUS
\ npeobpa3oBaHUii «UTepaTop — UTepaTop» B KOAE Ha A3blke Java.
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3a npegenamu n Scala, n JVM

Eciu ne orpanmausath cebs JVM, TO KOJMYECTBO JOCTYIHBIX A/ PaOOTHI SI3BIKOB IIPO-
rPaMMHUPOBAHUsT Pe3KO BodpacTaeT. OMHAKO TIPH TeKyTiel apxutektype Spark pabora
BHe JVM — ocoGeHHo Ha pabourX yajiax — MOKET IIPUBOIUTD K CYIIECTBEHHOMY POCTY
3aTpar u3-3a KOMUPOBAHUS JAHHBIX B pabounx y3aax Meskay JVM 1 KooM Ha [eJIeBOM
a3pbike. [Ipu clI0:kHBIX OTlepaIusix A0 3aTpaT Ha KOMMPOBAHUE JAHHBIX OTHOCUTEJILHO
HEBEJIMKA, HO ITPU TIPOCTBIX OHA JIETKO CIIOCOOHA IPUBECTH K YABOECHUIO OOIIUX BHIUKC-
JINTEJTHHBIX 3aTpar.

[TepBbiii HEMOCPEACTBEHHO MoAepKuBaeMblii BHe Spark ne-JVM-s3blk IporpaMMUpo-
Banust — Python, ero API u untepdeiic craiu 0o6pasioM, Ha KOTOPOM OCHOBBIBAOTCSI
peanm3anym /it OCTAIbHBIX He-]VM-g3bIKOB TporpaMMIPOBAHMSI.

Kak paboTtaet PySpark

PySpark noakmiouaercs k JVM Spark ¢ mmomounibio cMecu KaHaJoB Ha pabOTHUKAX
u Py4] — cnenuanusupoBannoil 6ubanorexu, obecneunpaonieil B3auMoAeHCTBIE
Python/Java — na apaiisepe. Iloa 5T0i, Ha 11e€pBbIl B3I/, IIPOCTOI apXUTEKTYPOI
CKPBIBAETCS HEMAJIO CJIOKHBIX HIOAHCOB, OJ1arogapst KotTopbiM paboraer PySpark, kax
nokaszano Ha puc. 7.1. OjiHa 13 OCHOBHBIX TPOOJIEM: [Iaxke KOT/Ia JaHHbIe CKOTUPOBAHBI
u3 paborauka Python B JVM, onu Haxozarcs He B TOM BUZE, KOTOPbII MOKET JIETKO
paszobparb BupTyasbHas Matta. HeoGxoauMbl crieninaibHble YCUIINS Ha CTOPOHE U pa-
6orHuka Python, u Java, uro6bl rapanTupoBarh Hasmuue B JVM poctatouHoro obbema
nHdOpMaIK /11 TAKUX Ollepalliii, Kak CeKIIMOHUPOBaHue.

MoBTOpHas cepnannaaums JaHHbIX
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Puc. 7.1. ApxutekTtypa PySpark
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HeobxoanMo nepepatb AaHHble No paboymm y3nam mMexay JVM un Python nocne
NepBOHAYaNIbHOMO YTEHUS AaHHbIX U3 YCTOMUMBOMO XpaHunuiia (Hanpumep, HDFs
nnn S3) 1 Ao NepBoOit NEPETACOBKM.

\,

Y Bac npobnema c IPython? B Spark 2.0+ cTapbli1 CMHTaKCWC Ans OTKPbITUS 6710K-
HoTa IPython nomensanca ¢ IPYTHON_OPTS="notebook" Ha PYSPARK_DRIVER _
PYTHON="ipython" PYSPARK_DRIVER_ PYTHON_OPTS="notebook".

Habopbl RDD PySpark

3arparhl pecypcos Ha Tepeauy AanHbIX B JVM 1 U3 Hee, a TakKe Ha 3a11yCK UCTIOJHUTE-
st Python Becbma sHaumTesibHbL M36€5KaTh MHOTHX TIPOGJIEM C TIPOM3BOAUTETHHOCTHIO
¢ API Habopos RDD PySpark mosxHo, ucrosb3yst API DataFrame/Dataset, Gsaromapst
TOMY UTO JIAHHBIE TIPU ITOM KaK MOKHO JI0JIbIIE OcTatoTest B JVM.

Konposanue gantbix u3 JVM B Python BBITIOJIHSIETCST € TOMOTIBIO COKETOB ¥ CepUa-
JIN30BaHHBIX 6aiiToB. Bostee 00Iast BepCust Iisk B3AUMOJIEHCTBUS ¢ TIPOrpaMMaMi Ha
JIPYTHX sI3bIKAX IOCTYITHA Yepe3 nHTepdeiic PipedRDD, MprMeHeHNEe KOTOPOTO MTOKAa3aHO
B nozipasienie «Vcrnosib3oBanue pipes Ha c. 220.

Opranusanus KaHajaoB i oOMeHa JaHHbIMU (B JABYX HallPaBJIEHUSX ) ST KAXKIOTO
npeobpasoBanus Oblia Obl CIAMIIKOM goporocrosiieil. Beaencrsue aroro PySpark op-
rapusyet (IIPU BO3MOKHOCTH ) KOHBelep rpeobpasosannii Python BuyTpu nnTepnpera-
topa Python, coenunss B 1ienouky onepaiuio filter, a mocJie Hee — map, Ha UTepaToOpe
Python-06bEKTOB ¢ MOMOIIBIO CIIEIHATHZUPOBAHHOTO KJacca PipelinedRDD. [laske Kor/a
HY’KHO IeperacoBath gaHHble 1 PySpark He criocobeH cBsizaTh peoOpasoBaHust IEIoy-
KOi1 B BUPTYaJIbHON MallliHe OTAEJbHOr0 PaGOTHIKA, MOKHO MOBTOPHO UCIIONb30BATh
unTepnperatop Python, Tak uTo 3aTpaThl Ha 3aIyCK UHTEPIPETATOPA HE TIPUBELYT
K JajibHelIIeMy 3aMe/JIeHII0 PabOTHL.

ITO TOJMBKO YacTh Toa0BOTOMKH. OObIaHbIe PipedRDD paboTaioT ¢ THTIOM String,
[epeTacoBbIBATH KOTOPBIN HE TAK Y3K MIPOCTO U3-32 OTCYTCTBUSA €CTECTBEHHOTO KJIIOYA.
B PySpark ke, a 1o ero o6pasy u mogo6uto B 6ubaroTeKax MpUBsA3KU KO MHOTHM JIPYTUM
SI3BIKAM TTPOTPAMMUPOBAHIIS, TPUMEHSIETCST CIEHATBHBIN THIT PairwiseRDD, r/ie KI0Y
npejcTasisger coboil JJIMHHOE TIETI0E, a €T0 JIeCePUaU3allkst BbIOJIHSETCS TO0Jb30Ba-
TEJILCKUM KOJIOM Ha si3bIKe Scala, mpeiHasHaueHHOM [IJIsi CHHTAKCHYeCKOro paszbopa
Python-3nadyenuii. 3aTpaThl Ha 9Ty JIECEPUATIU3AIIMIO HE CAUIIKOM BEJIUKH, HO OHA Jie-
MoOHCTpHUpYyeT, uTo Scala B ppeiimBopke Spark B 0CHOBHOM paccMaTpHBaeT pe3yJibTaTbl
pabotsl Koga Python kak «Hempospautbie» 6aliTOBbIE MACCHBBI.

MockonbKy cepuanmsaumns U aecepuanunzaumus TpebyroT HEKOTOPLIX 3aTpaT Bbl-

UMCIUTENbHBIX PECYPCOB, TO B PySpark UCnonb3yeTcst NakeTHbI cepuanunsarop,

“ YTO MHOTAQ MOXET MPUBOANTL K HEOXKMAAHHBIM MOCNEACTBUAM (Hanpumep, Npu

N NMOBTOPHOM CEKLIMOHMPOBAHMK PySpark He paspensieT Mexay coboii 3eMeHTHI,
OTHOCSLLIMECS K OIHOMY MAKETY).
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[Ipu Beeit ero MPOCTOTE HTOT MOAXO/ K MHTETPAIUU paboTaeT Ha yIMBJIEHIE XOPOIIO,
mpudyeM B s3bike Python moctymnno 6oabmuHcTBO omepanuit Hax Habopamu RDD
Scala. B HekoTopbIx HanboJiee CI0KHBIX MeCTaxX KOJa IIPOUCXOAUT obparienue K 6u-
6amorexam, Harrpumep MLIib, a Takske 3arpyska/coxpaHeHue TaHHBIX U3 PA3JIUIHBIX
NCTOYHUKOB.

Pa6ora ¢ pasimuHbiMu (hopMaTaMI JAHHBIX TOKE HAKJIAABIBACT CBOM OIPAHUUEHUSI, T10-
CKOJIbKY 3HAYMUTEIbHAS YaCTh KOJIA 3aTPY3KK,/COXpaHeH s JaHHBIX (hpeiiMBopka Spark
ocHoBana Ha Java-unrepdeiicax Hadoop. Ito 3HauuT, 4To Bee 3arpyskaemble JaHHbIe
cHavasia sarpyskatores B JVM, a b notoM nepemeniatorcs 8 Python.

s zaumopeiictust ¢ MLIib o6brano npuMensiroTes asa noaxona: uiu B PySpark wc-
I0JIb3YeTCsl ClIeNUANTN3NPOBAHHbIN TUII JAHHBIX ¢ IIpeodpasoBaHusMu TUIOB Scala, min
AJITOPUTM 3aHOBO peasusyercst B Python. Dtux mpobiieM MOKHO n36eKaTh ¢ TIOMOIIBIO
nakera Spark ML, B koropom npumensierca unrepdeiic DataFrame/Dataset, 0ObIUHO
XpaHganui ganuoie B JVM.

Habopbl DataFrame u Dataset naketa PySpark

HaGopbl DataFrame 1 Dataset JiIieHbl MHOTHX TIPOGJIEM C TIPOU3BOAMTENLHOCTBI0 APT
nabopos RDD Python 6arogaps Tomy, 4To XpaHsT AaHHbe B JVM Kak MOKHO JOJIbIIE.
Tor ke TecT MPON3BOANUTEIHLHOCTH, KOTOPBIH MBI TPOBEJIH JIJIS UILTIOCTPAITMH TIPEBOCXO/I-
cTBa HAOOPOB DataFrame Haj Habopamu RDD (cMm. puc. 3.1), ToKasbIBaeT 3HAYUTETBHbIE
pasnuuus ipu 3amycke B Python (puc. 7.2).

CpegnHee Bpems BbluncieHus B Python

600 000 000 I RDD
reduceByKey
[ RDD
o IIIIIIIII
300 000 000
o IIIIIIIII_‘

groupByKey
DataFrame
Utepaumsa

Bpemsi BbINOIHEHUS (Y4EM MEHbLLE, TEM NyyLUE)

Puc. 7.2. MpoussoanTtenbHocTb Spark SQL B Python

ITpu MHOTMX omepanusix ¢ Habopamu DataFrame 1 Dataset, BO3MOKHO, BOOOIIE HE T10-
Tpebyercs nepeMeniarh gannbeie 13 JVM, xoTa ucnonbszosanue pasanyubix UDF,
UDAF u nambua-Beipaskennii g3bika Python, ecrectsenno, Tpebyer mepemenienns
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yacTu JauubixX B JVM. DTO NPUBOJUT K CIEAYIONIEN YIIPOIEHHON cXeMe JIJIsi MHOTUX
oTiepailnii, BBITJISISIIEN TaK, KaK MOKa3aHo Ha puc. 7.3.
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Puc. 7.3. Cxema BbinonHeHns PySpark SQL

PySpark He 3ageincTByeT npoekT Jython, NOCKOsbKY 0Kasanochb, YTO MHOMMM MOSb-
3oBaTensaM TpebyeTcs AoCTyn K TakuM bubnmoTtekam, kak numpy, scipy n pandas,
nnoxo pabotatowmm B Jython.

Bblv HayaTbl NpeaBapuUTeNbHblE UCCNEA0BaHNUS, KacatolmMecss BO3SMOXHOCTH
npuMeHsTb Jython ansa yckopeHus paboTbl NoMb30BaTeNbCKUX (PyHKUMI Python,
B KOTOPbIX HE MCMOMb3YTCS pacumpenuns asbika C. CneanTb 3a NPOABUXKEHN-
eM 3Tnx pabot MmoxHO B SPARK-15369 (https://issues.apache.org/jira/browse/
SPARK-15369).

JocTyn K Huxenexawum Java-obbektam
M CMeLllaHHOMY Koay Ha Scala

Baskmoe cremctBre apxutektypsl PySpark cocrout B Tom, uto MuorHe u3 Python-
KyiaccoB (ppeiiMBopKa Spark akTuuecKky SIBJISIOTCS alanTepaMu, CAYKAIIUMU JJIst
TPAHCJISIK BBI30OBOB U3 Kojia Ha Python B noustHy0 JVM-(hopmy.

Ecan BB corpysunyaere ¢ pazpaborunkamu Ha Scala/Java n xoture B3auMo/eii-
CTBOBATH C UX KOJIOM, TO 3apaHee HUKAKUX alaliTePoB JJIst OOpAIeHIst K BaleMy KOy



3a npegenamu u Scala, n JVM 211

He OyJIeT, HO BBl MOJKETe 3aperucTpupoBath cBou Java/Scala UDF u Bocmosib30BaThest
umu 13 kKozia Ha Python. Haunnas co Spark 2.1, 970 MOKHO czies1aTh ¢ IIOMOLIBIO METOAA
registerJavaFunction oObekra sqlContext.

I/IHOFZ[a 9TN a/IaIITEPhI HE UMEIOT BCEX H606XOZ[I/IMBIX MEXaHN3MOB, U, IIOCKOJIbKY B A3bIKE
Python orcyrcrByer skectkas 3amura ot oOpalieHus: K IPUBATHBIM METOLaM, MOKHO
cpasy obparuthest K JVM. Takast jke METOIMKA TIO3BOJTUT O6PATUTHCS K COOCTBEHHOMY
Koy B JVM u ¢ HeGOJIBITUMHU YCUIUSIMU TIPe0OPa30BaTh pe3yJibTaTbl 00pPaTHO B 00b-
extol Python.

Xota API 6ubnuoteku Py4] goctyneH, 3TM MeTOAMKM 3aBUCSAT OT HIOAHCOB pea-
nusaumm PySpark, KOTopble MOryT MEHSITbCS OT BEPCUM K BEPCUM.

N\

B nogipaziene «bBouibliie manbl 3a11pocoB U UTePATUBHbIE aJITOPUTMbI» Ha . 91 MbI OT-
Meyvajii Ba)KHOCTb MCIosb3oBanust JVM-Bepcun Habopos DataFrame u RDD B messx co-
KpaIlleHust IIaHa 3arrpoca. ITO 0OXOHOM Ty Th, Be/lb KOTJIA TUIAHDI 3alTPOCOB CTAHOBSITCSI
cmmKoM 6obimMu A1 00paboTku onTuMusaTopoM Spark SQL, SQL-onrtumusarop,
u3-3a oMerterust Habopa RDD B cepeinHy TepsieT BO3MOKHOCTD 3aTJISTHY Th 32 MPEIEJIbI
MOMeHTa HosBaenus gaHubix B RDD. Toro e MOKHO Z0GUTHCS ¢ TIOMOIIBIO 00IIe10-
crynabix API Python, oiHaKko Ipu 5TOM TIOTEPSIFOTCS MHOTHE TIPEMMYIIIeCTBa HAGOPOB
DataFrame, Be/lb BCe JIaHHbIE J0JIKHbI OYy T IPOUTH Ty1a 1 0OpaTHO Yepe3 pabouue y3Jjibl
Python. BmecTo 5T0T0 MOKHO COKPATUTh Ipad MPOMCXOKACHNMS, TIPOAOJIKAS XPAHUTh
nmauabie B JVM (Kak mokasaHo B ipuMepe 7.5).

MpumMmep 7.5. YceueHune 6onbworo nnaHa 3anpoca ans Habopa DataFrame ¢ nomouybto Python
def cutLineage(df):

YcedyeHue rpada npoucxoxaeHus DataFrame — ucnonb3yeTcs ANA UTEPaTUBHLIX aaropuTMOB

. MNpumeyaHue: 3Ta QYHKUMA WUCMONb3YeT BHYTPEHHWE YeHbl K1acCcoB
M MOXeT nepecTaTb paboTaTb B Clnefywuux Bepcuax
>>> df = RDD.toDF()
>>> cutDf = cutLineage(df)
>>> cutDf.count()
3
JRDD = df._jdf.toJavaRDD()
jSchema = df._jdf.schema()
JjRDD. cache()
sqlCtx = df.sql_ctx
try:
javaSqlCtx = sqlCtx._jsqlContext
except:
javasSqlCtx = sqlCtx._ssql_ctx
newJavaDF = javaSqlCtx.createDataFrame(jRDD, jSchema)
newDF = DataFrame(newJavaDF, sqlCtx)
return newDF
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Boo6iie roBopst, 1o CoraleHuio /s 0CTyNa K BHYTPEHHUM Java-BepCrsiM GOJIbITHH-
crBa 06bekToB Python ucnosbsyercs cunrakcuc _j[ cokpaweHHoe_HaumeHoBaHue].
Tak, HarpuMep, y 00bekTa SparkContext eCTh _jsc, KOTOPBIH MO3BOJISIET MTOJYYUTh BHY-
TpeHHUI Java-06beKT SparkContext. ITO BOBMOKHO TOJBKO B JAPABEPHON TIPOTpaMMe,
Tak 4to npu ornpaske PySpark-o6bekToB Ha paGoure y3/ibl BbI HE CMOKETE MOJYIUTh
MOCTYTI K BHYTPEHHEMY Java-KOMIOHEHTY 1 6obiinast yacth API paborats He 6yzer.

API a3bika Python 06bluHO co3aatoT aganTepsl ansa Java-sepcuit API, a He camu
Scala-Bepcumn.

Jlnst obpatenust k kiaaccey Spark B JVM, y kotoporo Het Python-amganrepa, MoxHO Boc-
HOJIb30BaThC 1LTI030M Py4] Ha npaiiBepe. O0bekT SparkContext COAEPIKUT CCHIIKY Ha
IIJTI03 B CBO¥iCTBE _gateway. OOpaTUThCS K TI0O0MY Java-06heKTY MO3BOIUT CHHTAKCUC
sc._gateway.jvm.[nonHoe_uma_knacca_B_JVM].

Py4] BecbMa 3aBMCKUT OT pedriekcMmn Npu onpeaeneHnn Toro, Kakme MeToabl Bbl-
3blBaTb. O6bIYHO 3TO He BbI3blBAET NPo6aeM, HO CNOCOBHO MOBEYb CIIOXKHOCTU

\ npy UCNONb30BaHNM YMCIOBLIX TUMNOB. MonbiTka nepedatb MyHkuun Scala npu
BbI30Be NnapameTpa Tuna Integer, B TO BpeMs Kak OHa oxugaeT Tvn Long, npuse-
[LET K COOBLLEHNIO O HEBO3MOXHOCTM HalUTK MeToZ, XOTS B s3blke Python gaHHoe
pasnuuune 0bblYHO He MMEET 3HaYeHus.

[Tonobuast MeTogMKa cpaboTaeT U JiJist BallUX cCOOCTBEHHBIX KaaccoB Scala, ecan onun
pacIioJjlaraioTcsl B COOTBETCTBHH C IIyTeM K Kjaccam. [lobaButh ¢aiinbl JAR B myTh
K KJIaccaM MOJKHO C IIOMOIIbIO KOMAaH/bI spark-submit ¢ mapamerpom --jars uin
3a/1aB cBOlcTBa KOH(purypamuu spark.driver.extraClassPath. [Ipumep 7.6, koTo-
PBIH TIOMOT CTeHEPUPOBATH PUC. 7.2, YMBINIJIEHHO YCTPOEH TaK, YTO TeHEPUPYET JaHHbIE
JI7IST TECTUPOBAHUS TTPOU3BOIUTENBHOCTHI C TOMOIIBIO CYIIECTBYIOTIETO KO/Ia Ha SI3bIKe
Scala.

Mpumep 7.6. BbizoB He-Spark-JVM-knaccos ¢ noMoLlbto Py4]

sc = sqlCtx._sc
# MonyyeHune SQL Context, cuHTakcuc Bepcuit 2.1, 2.0 u bonee paHHUX,
# 4yem 2.0, — yX Tbl, KakKue HWaHChl :p

try:
try:
javaSqlCtx = sqlCtx._jsqlContext
except:
javasqlCtx = sqlCtx._ssql_ctx
except:

javaSqlCtx = sqlCtx._jwrapped
jsc = sc._jsc
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scalasc = jsc.sc()
gateway = sc._gateway
# Bbi30oB java-meToda, Bo3Bpawawwero Habop RDD JVM-o06bekTOB
# Row (Int, Double). XoTs Habopbl RDD sA3bika Python npeacTaBnsawT coboit
# obepHyTble RDD s3bika Java (fLaxe Habopbl 06beKTOB Row), copepxumoe uUX
# pasfnuyaeTcA, TaK 4YTO HEMOCpeACTBEHHOe ero obepTbiBaHWE HEBO3MOXHO.
# OH Bo3BpawaeT Java-RDD 06bekTOoB Row — OO6bIMHO Nyduwe 6bi10 6bl
# BepHyTb HenocpeAcTBeHHO Habop DataFrame, Ho Ans uenei wanwcTpauun
# Mbl BOCnosib3yemcAa Habopom RDD 06bekToB Row.
java_rdd = (gateway.jvm.com.highperformancespark.examples.
tools.GenerateScalingData.
generateMiniScaleRows(scalasc, rows, numCols))
# Cxembl cepuanusywTtca B ¢opmaT JSON M nepecbinawTca Tyaa U obpaTHO.
# Oopmupyem Python-cxemy n npeobpasyem ee B Java-cxemy.
schema = StructType([
StructField("zip", IntegerType()),
StructField("fuzzyness", DoubleType())])
# CuHTakcuc Bepcun 2.1 / po 2.1
try:
jschema = javaSqlCtx.parseDataType(schema.json())
except:
jschema = sqlCtx._jsparkSession.parseDataType(schema.json())
# MNpeobpasyem RDD (Java) B DataFrame (Java)
java_dataframe = javaSqlCtx.createDataFrame(java_rdd, jschema)
# O6epTbiBaeM DataFrame (Java) B DataFrame (Python)
python_dataframe = DataFrame(java_dataframe, sqlCtx)
# MNpeobpasyem DataFrame (Python) B Habop RDD
pairRDD = python_dataframe.rdd.map(lambda row: (row[@], row[1]))
return (python_dataframe, pairRDD)

MonbITKa MCroMb30BaTh BHYTPY NpeobpasoBaHuii Py4) B KauecTBe CBA3YIOLLEro
3BeHa NMpuBeAET K C6010 BO BPEMSI BbIMOSIHEHMS.

N\

Xots mHOTHE KIacchl s3bika Python mpencrasisior coboit mpocTo aganrepsr Java-
06BEKTOB, IATIEKO He Bee Java-00beKThl MOKHO 06epHyTh B Python-o6bexTsl 1 3aTeM
ucnosnb3osath B Spark. Hanpumep, o6bexter B Habopax RDD PySpark npexncrasie-
HBI B BUJIE€ CEPUATN30BAHHBIX CTPOK, BBIIIOJHUTD CHHTAKCHUECKUI Pa3bop KOTOPHIX
C JIETKOCTBIO MOKHO TOJIBKO B Kojie Ha si3bike Python. K cuactpio, 06bekThI DataFrame
CTaH/IAPTU3UPOBAHBI MEK/LY PA3HBIMU SI3bIKAMU [TPOTPAMMUPOBAHUST, TAK UTO €CJIU BB
cymeere TipeoOpa3oBaTh CBOM JaHHBIE B HAOOPbHI DataFrame, TO CMOKETE 3aTeM 00EPHYTh
nx B Python-06nekTsI 11 1160 3a/1€ficTBOBATH HETTOCPENCTBEHHO B BIje DataFrame si3bIKa
Python, sm6o npeobpasosath DataFrame sisbika Python B RDD aroro e si3bika.

PaznnuHblie UDF 1 UDAF Ha s3bike Scala MoxHO ucnonb3oBaTthb 13 Python Heno-
CpeacTBeHHO, He npuberas k API Py4].




214 MnaBa 7 e Bbixoaum 3a pamku Scala

YnpasneHue 3aBucuMoctsamMu PySpark

3a4acTyio OCHOBHOU TIPUUYMHOM JIJIST KCIIOJIb30BAHUSL OTJIMYHOTO OT Scala si3bika siBiist-
eTcs JKeJTaHue 3a/1efiCTBOBATh CYNIECTBYIONINE JIJIsk ATOTO A3biKa GrbanoTexu. [loMumo
OPUEHTUPOBAHHBIX Ha KOHKPETHBIN A3bIK OGUOINOTEK, MOKET TIOHA0OUTHCS BKIIOUUTD
6ubaunorexkn camoro Spark, ocobento ripu paboTe ¢ pazaTMIHbIME (POPMATAMU JAHHBIX.
CymiecTByeT HeCKOJIbKO Pa3IMYHbIX BAPUAHTOB puMeHeHus 6ubauorex B PySpark,
OPHEHTHPOBAHHBIX KaK Ha Spark B 11eJ10M, TaK 1 Ha KOHKPETHBDII SI3bIK.

Spark Packages (https://spark-packages.org/) npezcrasisier coO0i CUCTEMY, TT03BOJIsI-
IOIIYIO C JIETKOCTBIO BKJI0YaTh JVM-3aBucumoctu B Spark. Jonoanuresbhbie JVM-
6ubmmrorexu B PySpark yacTo GbIBAtOT HYKHBI 7SI TOJAEPIKKY JTOTOJTHUTEIbHBIX
(hopMaTOB TAaHHBIX.

ITpu pabote B KoMaHaHON 0000uKe Scala aprymeHT KOMaHIHON CTPOKHK --packages
MO3BOJINT yKa3aTh Maven-koopanHars Tpebyemoro makera B obosmouxe. [pu c6opke
makeTa Scala MOJKHO Takske BCTABUTH COOTBETCTBYIONINE TPeHOBAHUS B . jar COOPKIL.

B Python mosHO cosmath Java- win Scala-tipoext ¢ JVM-3aBucuMocTsiMu 1 J06aBUTDH
B HETO . jar ¢ MOMOIIbIo apryMenTa --jar. IIpu padote B obosouke PySpark aprymenTst
KOMAH/HOW CTPOKHU He AOMYCKAIOTCS, TAK YTO BMECTO 9TOTO MOJKHO 3a/IaTh 3HAUEHIE
nepeMeHHo KoH(hUryparuu spark.jars.packages.

I[Tpu ucnonbzosanuu Spark Packages 3aBucHMOCTI aBTOMATHUYECKY TTOATATUBAIOTCS U3
Maven u pacripocTpaHdgIoTcd 110 kjaactepy. Ecau ske nyskuble JVM-3aBucumMocTu HeJl0-
cTynHbl B Maven, To MOXKHO TPUMEHUTD METOJIMKY, aHAJIOTMYHYIO TOM, 4TO IIPUBE/IEHA
HIKE JI7Is1 JIOKAJIbHBIX 3armceil Python.

Jlo6aBATH TOKATBHBIE 3aBUCHMOCTH ¢ TTOMOTIBIO PySpark MokHO Kak BO BpeMst OT-
MIPaBKH 3a/[aHNUsT, TAK U JHHAMIYECKH, C TOMOIIBI0 00heKTa SparkContext. B cayuae
JVM-r1peboBanuii IoKaJIbHbIE 3aBUCUMOCTH MOTYT OBITh (haillaMu . jar, a B ciIydae
saBucumocreii Python — daiiiamu . zip u . egg, aBroMaTHyecKu 1006aBJIsIEMbIMU B IIepe-
MeHHYI10 PYTHONPATH.

B HacTosiLee BpeMs BeaeTcst paboTa o paspeLleHnto nporpaMmmam Python Spark
YKasblBaTb HEOBX0AMMblE MaKETbl Pip U aBTOMATUYECKM MX YCTaHaBAMBaTb, HO
3TO NpeasioXeHWe Moka eLle He NpuHATO. Ero ctaTyc MoXHO MOCMOTPETb B 3a-
npoce Ha BHeceHue usaMmeHenun (https://github.com/apache/spark/pull/12398)
n B Spark-5929 (https://issues.apache.org/jira/browse/SPARK-5929).

Te, kTo paboraer ¢ CDH-kiacTepoMm, JIErko MOTyT J0OaBJISATD MAKEThI C IOMOIIBIO [1UC-
tpubyrrBa Anaconda. B coobmennun us 6sora kommnanuu Cloudera noa nassanuem
Making Python on Apache Hadoop Easier («Yupoitaem pabory ¢ sizpikom Python
B kiacrepax Apache Hadoop») (http://blog.cloudera.com/blog/2016/02/making-python-on-
apache-hadoop-easier-with-anaconda-and-cdh/) o ipo6GHO paccKa3bIBaeTCsl, KAK YCTAHOBUTH
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makeThl B Kaacrepe. UToObl 3TH MakeTsl cTaiu [ocTyHbl Apache Spark, goctarouno
YCTAaHOBUTD 3HAUCHUE TTEPEMEHHON KOMaHIHOW cpeibl PYSPARK_PYTHON paBHBIM /opt/
cloudera/parcels/Anaconda/bin/python B haiisie spark-env.sh win nmyTem aKCIopTa
ee B mpoduie KOMaHIHOH 000TOUKH.

Ecoin HU 0/1MH 13 BBIIEONUCAHHBIX CIIOCOO0B He paboTaet 1pu Bareil KOHGUTYparun
KJIacTePa, TO OCTAIOTCS JIUIIb HECKOJIBKO BAPUAHTOB, KAXK/IbIH U3 KOTOPBIX HEUICAICH.
[Ipocreiimuii 13 HUX, BeCbMa HEYKJIIOKUiT, COCTOMT B UMIIOPTE SIBHBIM 0OPa30M BaIllUMU
1peo6Pa30BaAHUSIMU HYKHOTO TTAKETa, & B CJIydae HeyIaqHOI TOTBITKY UMIIOPTA — BbI-
MIOJIHEHUW YCTAHOBKM C TIOMOIIBIO Pip. AHAJOTUYHBIN MOJIX0/l BO3MOYKEH C UCIIOJIb30-
BaHMEM TPAHCJUPYIONIUX TIEPEMEHHbIX MJIM KaPThl HACTPOEK IPH 3aITyCKe IIPOTPAMMBI.
Eciu 3T0 He 1OIy4nTCs, TO MOSKHO MTOTIPOCUTD AIMUHUCTPATOPA KJIacTepa yCTAHOBUTD
MaKeT JIist BCeil cucteMbl, 3a/ieiicTByst yrusuty parallel-ssh win kaxyio-nmm6o ananorny-
HYIO, KaK TI0Ka3aHo B IpuMepe 7.7.

Mpumep 7.7. YcTaHOBKA MaKeTOB Pip C MOMOLLbIO yTUAUTLI parallel-ssh
parallel-ssh pip install -h ./conf/slaves

YctaHoBka PySpark

[MoanepsxuBaembie Apache si3biku miist ppeiimBopka Spark He TpeOyIOT OTAEABHON
YCTaHOBKH, HO, KaK YIIOMUHAJIOCH, Y Python — cBOM MeXaHU3MBI YITPABJICHUS TAKETAMU.

YcTaHOBKA € TIOMOIIBIO CUCTEMBI YIIPaBJICHUS MTaKeTaMU pip mosBuiach B Bepcun 2.1
Python, u B Hacrostiuit MoMenT mmaket PySpark MOJKHO cKauarhb ¢ cepBepa-3epKajia 3a-
rpy3ok Apache u BbimosHuTh KOMaHay pip install pyspark-2.1.0.tar.gz, obecreun-
BaIOIIy0 Takke moiepkky VirtualEnv. Byaymue Bepcuu PySpark, BepositHo, cTanyT
HENOCPEACTBEHHO IIyOIMKOBAThCA B PyPi, G1arogaps uemy OyeT BO3MOKEH ere 6oJiee
IPOCTOI cuHTaKkcuc: pip install pyspark. ITociue yecranosku PySpark ¢ momorisio pip
BbI MOJKETE 3aIlyCTUTh CBOI JIF0OOMMBIN MHTEPIIpeTaTop s3bika Python 1 uMmnopTuposars
pyspark, og00HO JT060MY APYTOMY TTAKETY, WU 3allyCTUTh KOMaHAHYIO 060J0UKY
PySpark komanoi pyspark.

BaskHO OTMETHTD, UTO TaKasi yCTAHOBKA C OMOIIBIO Pip He o0si3atesibha. [Ipu skenannu
MOJKHO ITPOCTO 3arycTuth PySpark uz o6braroro ycranoBouHoro maxera Spark (xorst sarem
IIPUIETCS BBIIOJIHATH KOMAHIY spark-submit uiau pyspark us karasora bin Spark).

Kak pabotaet SparkR

SparkR pa6oraer ananornuno PySpark, Ho B HacTosiliee BpeMsl He II03BOJISIET [10J1b-
30BaTeNsIM BBIIOJIHATH IPOM3BOJIBHBII KO/ Ha fA3blKe R B paborHukax. XoTs aHa-
JIOTMYHBIN PipedRDD ajanTep U cyniecTByer aiasl R, kak u ausa Python, on ocraercs
3aKPBITBIM, €JIMHCTBEHHDINH 061Ie10CTyIIHbI uHTepdeiic aaa paborel ¢ R — uepes
00beKThl DataFrame.
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Cpeav HenocpeacTBEHHO NoaAepXXnBaeMbIX s3blIkoB SparkR Hanbonee ganek ot
Scala ¢peiimBopka Spark B cMbic/ie Habopa BO3MOXHOCTEN. DTOT pa3pbIB, BEPO-

\ ATHO, CO BPEMEHEM YMEHbLUMTCS, HO €C/N Bbl peLunam ucnonb3osatb SparkR, To
006s13aTeNbHO yoeanTech B HanmMumMm HYXXHbIX OYHKUMIA. DTy MHPOPMaLMIO MOXHO
HaWTK B AOKyMeHTaummn no gaHHomy API (http://spark.apache.org/docs/latest/
api/R/index.html).

Yto06bl MOKas3aTh, KAk BITIAAUT HHTEpdeiic SparkR, Mbl iepencaly Halll CTaHAapTHBIT
IIPUMED C TIOJICUETOM CJIOB Ha s13biKe R (nipumep 7.8).

MpumMmep 7.8. MoacyeT cnoBs ¢ nomoLlbio SparkR
library(SparkR)

# HacTpoiika SparkContext & SQLContext
sc <- sparkR.init(appName="high-performance-spark-wordcount-example")

# WHuumanusauma SQLContext
sqlContext <- sparkRSQL.init(sc)

# 3arpyska npoCcTbiX AaHHbIX
df <- read.text(fileName)

# Pa3bueHne no cnosam
words <- selectExpr(df, "split(value, \" \") as words")

# MNopcyeT Konm4ecTBa
explodedWords <- select(words, alias(explode(words$words), "words"))

wc <- agg(groupBy(explodedWords, "words"), "words" = "count")

# MonbiTKa 3aBepwaeTcA HeyAa4en:

# resultingSchema <- structType(structField("words", "array<string>"))
# words <- dapply(df, function(line) {

# y <- list()

#  y[[1]] <- strsplit(line[[2]], " ")

# }, resultingSchema)

# He nony4aeTca BbIMONHUTL faxe TOXAeCTBEHHOe Mpeobpas3oBaHue

# Hap DataFrame u3 read.text B Bepcun Spark 2.0-preview

# (xoTa c gpyrumu DataFrame paboTaeT 6e3 npobnem).

# OTobpaxaem pesynbTaT
showDF (wc)

BbioiHUTh COGCTBEHHDIN KO Ha s3bIKe R 1103B80MT MeTo/| dapply 00bekTOB DataFrame,
Kak 1mokaszano B ipumepe 7.9. [logep:kka BbIIOJHEHUS MT0JIH30BATEIBCKOTO KO/
B SparkR ocraBJiser eiaTh JydInero, Kak BUAHO U3 IpoO/IeM IIPH IIONbITKE MOACYNUTATh
KOJTMIECTBO CJIOB C TIOMOTIbIO dapply B ipumepe 7.8.
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Mpumep 7.9. BoinonHeHve npon3eonbHOro koga SparkR ¢ nomowbio DataFrame
library(SparkR)

# HacTtpoika SparkContext & SQLContext
sc <- sparkR.init(appName="high-performance-spark-wordcount-example")

# WHuumanusauma SQLContext
sqlContext <- sparkRSQL.init(sc)

# NoacyeT KoAM4ecTBa CUMBONOB — obpaTUTe BHUMaHWe,
# 4TOo 3TO He paboTaeT Ha TekcToBbix DataFrame u3-3a nporpammHoi ownbku
df <- createDataFrame (sqlContext,
list(list(1L, 1, "1"),
list(2L, 2, "22"),
list(3L, 3, "333")),
c("a", "b", "c"))
resultingSchema <- structType(structField("length", "integer"))
result <- dapply(df, function(row) {
y <- list()
y <- cbind(y, nchar(row[[3]]))
}, resultingSchema)
showDF (result)

BuyTpennsist peanmsanust Metojia dapply anamornuna nojaep:;kke UDF 8 Python, Ho,
nockosibky API gyt Habopos RDD He 06muie0cTyIieH, OH IpegoCcTaBIseT OoJIbliie BO3-
MOKHOCTEH 15T TAbHEHIIINX OMTUMU3AIINI 1 TIOOTIPSIET Pa3paboTKy ¢ MOMOIIbI0 GoJiee
ontumusupoBanubix APT Habopos DataFrame.

Kak 1 B criyyae PySpark, npousBosibHbIi He-JVM-KoZ BbINOMHSIETCS MEAJSIEHHEE,
yeM 06bIuHbIN Kof Spark Ha si3bike Scala.

SparkR — He eanHCTBEHHbIV MHTEepdeNc, obecneumBalowmMii B3anMoaeicTBme
Spark n a3bika R. LLIMPOKO MCMONb3yeTcs U CTOPOHHSA Bubnuoteka Sparklyr
(http://spark.rstudio.com/) ot komnaHum R Studio. C To4kM 3peHunsi npon3Boan-
TENbHOCTU ee 6a30Bble MEXaHM3MbI NpyY B3auMoaencTeum ¢ JVM He oTninyatoTcs
OT TaKoBbIX nNakeTa SparkR.

Spark.jl (Spark gns si3bika nporpammmnposaHms Julia)

Spark.jl (https://github.com/dfdx/Spark.jl) — ofiuH U3 CAMbIX CBEXKUX IPOEKTOB 110 MPH-
Bsi3Ke Spark, a moTomy erie He MoepKUBAET TOJHODYHKIIMOHATBLHOE MTOJMHOKECTBO
API. Ycranoska Spark.jl uckmounrensao mpocra (mpumep 7.10), mprudueM BMecTe ¢ HUM
ABTOMATUYECKU YCTAaHABJIMBAETCSI TIOJIepKITBaeMast Bepcust (ppeiimBopka Spark. Obiast
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apxurektypa Spark.jl Hamomunaer apxurexrypy PySpark co cBowM, peainzoBaHHBIM
BHe JVM Kiraccom PipedRDD, ClIOCOOHBIM BBINIOJIHATH CHHTAKCUYECKUH pazbop orpaHu-
YEeHHBIX 00bEMOB CepHa30BaHHbIX JaHHbBIX U3 Kojla Ha st3bike Julia. BeimenpuseaeH-
HBIE TIPEI0CTEPEIKEHUS 10 TTOBOJLY TPOU3BOIUTEILHOCTH ITPU UCTIONb30BaHuK PySpark
orHocarcs 1 K Spark.jl.

Mpumep 7.10. YcraHoBka Spark ans a3bika Julia

Pkg.clone("https://github.com/dfdx/Spark.jl")
Pkg.build("Spark")

# MNoHafobuTCcA Takxke cBexas Bepcua BeTkM master JavaCall.jl
Pkg.checkout("JavaCall")

Ha MOMEHT HanucaHus OaHHOW KHUIM MOJHas cepnanunsauma MMeHOBaHHbIX
qJYHKLlMVI a3blka Julia HEBO3MOXXHa, TaK 4YTO UCNOJIb3yEMbIE B I'IPEOGPBBOBEHVIFIX
\ CbYHKLlVIVI cneayetT aenatb aHOHUMMHbIMUA.

IToka B Spark.jl He moepsKUBatOTCS OTEPAIIME Ha/l TapaMy <KJ104 — 3HAYEHHE», MbI
He MOKeM J[asKe HAIMCATh MPOCTON 0Opasell mojicyera ¢jaoB. B 4acTHOCTH, TaM HET
omnepanuu reduceByKey, KOTOpasi HeOOXOAMMA JIJIs TiepeTacoBKU. M XOTs OTCYyTCTBY-
eT u, HapumMep, GyHKIMS flatMap, ee MOKHO 3aMEHUTD omepalireil mapPartitions.
TToka uro Spark.jl ete ToJbKO MHOTOOGENIATOINI TPOEKT, HE TOTOBBIN K PeATbHOMY
HCIOJIb30BAHHUIO.

Kak paboTtaet Eclair JS

B npoekte Eclair JS npumenserca apyroii moaxoxa: BMecTo noaaepxku R u Python
Eclair JS 6obiireit yacTbio He BBIXOAUT 32 Tipe/iesibl JVM, 3a HCKITIOUeHHEM ApaiiBep-
Hoit mporpammbl. Eclair JS eimosasier JavaScript xak 8 JVM, Tak u B 1BuKKe V8
JavaScript (https://developers.google.com/v8/), a pyHKIMH B TpeOOPA3OBAHUSAX BbIYKC-
gsttorest JVM ¢ omornbio asukka Nashorn (http://www.oracle.com/technetwork/articles/
java/jf14-nashorn-2126515.html). PazmeskeBaHue BbIYMCAeHUI HA CTOPOHE /paiiBepa
U paGOTHUKOB JJaeT BO3MOYKHOCTH OBICTPOI MHTErpanuu B pabounx y3jax u wc-
noJsibzoBanust mpuBsi3ok Node] S (https://nodejs.org/en/) Ha apaiiBepe. Cxema npuBejie-
Ha Ha puc. 7.4.

ITOT B YeM-TO HETPAAUITHOHHDIN TTOX0/T 03HAYAET, YTO B MPEOOPA3OBAHUSIX HEKOTO-
pbie 6ubMoTEUHbIe (DYHKIIMN MOTYT OKA3aThCsT HEJOCTYITHBI, HO N30aBJIsIeT HAC OT
npobiembl ¢ ABOIHOM cepuanusanuei, Berpevaiorieiics B8 UDF PySpark u SparkR.
Ipaiisep Bzaumozueiictyer ¢ Node ¢ nomormipio Apache Toree (https://toree.incubator.apa-
che.org/) nutst OTTIPaBKU HY;KHBIX (hyHKINH B JVM, KOTOpas 3aTeM OTIPABISET UX HA
pabourie y3JIbL.
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Puc. 7.4. Cxema Eclair JS

Ycranoska Eclair JS oTHocuTeIBHO MPOCTA 110 CPABHEHMIO C APYTUMU A3BIKAMU IIPO-
rpaMMUPOBaHI, TaK Kak /I PabOThl Ha CTOPOHE PabOunX Y3JI0B HE HYKHO HUKAKIIX
JIOTIOJTHUTEJIBbHBIX TTaKeTOB. [Ipoiiece yCTaHOBKH MOAPOOHO OMUCAH B PYKOBOJCTBE JJIsT
naynnaonux (https://github.com/Eclair]S/eclairjs-nashorn/wiki/Getting-Started-With-Eclair]S-
Nashorn).

XoTs HekoTopble U3 uaei npoekta Eclair JS 6binM BeCbMa UHTEPECHbI 1 OpUru-
HasnbHbl, OH 6onee He pa3BMBAETCA U HE PEKOMEHAYETCS K UCMNOMb30BaHUIO.

N\

Spark B cpege CLR — C#

ITpoexT Mobius (https://github.com/Microsoft/Mobius) kommnanuu Microsoft obGeciieurBaer
Gubmoreku npussiskamu s3bika C# 17151 pabotsl ¢ Apache Spark. Xotst o6iiast apxutekTypa
aHaJIOTUYHAa apXUTEKType PySpark, BHYTpPEHHUE KOMIIOHEHTHI PythonRDD B3anMo/ieii-
CTBYIOT ¢ 00LIEA3BIKOBOI McmoHsomeil cpegoil (common language runtime, CLR).
Kax u B ciyuae ¢ PySpark, npeobpasosanus Habopos RDD BKIIOYAIOT KOIUPOBaHIIe
nanbbix U3 JVM, a ve ucnosbsytorine UDF Ha sssike C# npeobpasoBaHust HabOPOB
DataFrame He TPeOYIOT KONMPOBAaHUS JaHHBIX Ha pabounx y3iax (1 BooOlle 3aiycKa
CLR). Ecsu Bac saunrepecosan Mobius, To sarisanTe B ero gokymenranuio (https://github.
com/Microsoft/Mobius/tree/master/docs) u mpumepsl (https://github.com/Microsoft/Mobius/tree/
master/examples).
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Ob6palleHure K Kogy Ha ApYyrux s3blkax
NporpaMMMpoBaHus 13 Spark

[ToMHUMO UCTIONIB30BAHMS JIPYTUX SI3BIKOB MTPOTPAMMUPOBaHHst /17ist obparenus Kk Spark,
MO3KHO 6b/3bl6aMb KOJI HA IPYTUX A3bIKaX U3 Halero hpeiiMBopKa.

Ncnonb3oBaHue pipe

ITpocreiitee perieHre Ha cydail, KOraa A S3bIKa, ¢ KOTOPBIM BBl paboTaere, He Cy-
IECTBYET aanTepoB, — MPUMEHUTH nuHTepdeiic pipe dpeiimBopka Spark. [lyist atoro
HY:KHO cHauasia mpeobpazoBath HaOopst RDD B hopmMat, OAXOSAIINII IS IEPECHLITKI
no Unix-kouseiiepy. /7151 B3aMMOIENCTBIS 9aCTO UCIIOTB3YIOTCST TPOCThIE (hOPMATHI,
HarpuMep JSON wan CSV, Tak Kak [uist reHepainu 1 pazbopa moJAo0HbIX 3aluceil Ha
MHOTUX SI3BIKAX CYIIECTBYIOT 0OIeTdeH HbIe OMOINOTEKN.

BHOBB 06paTuMCcst K IpuMepy co 3JIaTOBJIACKOM U3 OHOMMEHHOTO pasjiesa Ha ¢. 151,
[Ipeanonoxum, 4T0, TOMUMO ONITUMAJIBHON TeMIIEPATYPhl OBCIHON KAl MaH/I, 3aKa34UK
XOYET BBISICHUTD, KTO M3 MaH/[ KOMMEHTHPOBAJ peKiaMubie coobierust Spark!; aist atoro
MOJKHO «COCTPSITIATh Ha CKOPYIO PYKY» HeGOJIbIIION clieHapuii Ha si3bike Perl Harogobue
TOTO, YTO TIOKa3aH B npumepe. 7.11. Vicronb30BaTh JaHHBIN ciieHapuil B Spark momozkeT
KOMaH/Ia pipe, CJysKalas /s BbI30Ba ATOTO ClieHapus ¢ pabounx y3ioB. [IockonbKy
pipe paboTaeT TOIBKO CO CTPOKAMH, TO MIPUETCS Pe0OPa30BaTh B HUX BXOJIHBIE TAHHBIE
U BBIIIOJTHUTh CHHTaKCUYECKUI pazbop MOyUYeHHON B pe3yJ/IbTaTe CTPOKH B HY KHbIIL
THT TaHHBIX, KaK TTOKa3aHo B mpuMepe 7.12.

Mpumep 7.11. CueHapuit Ha si3bike Perl, koTopblii Mbl 6yAeM Bbi3biBaTb U3 pipe

#1/usr/bin/perl
use strict;

use warnings;

use Pithub;

use Data: :Dumper;

# Haxonum Bcex, KTO OCTaBAAN KOMMEHTapuu B TeMe
my $user = $ENV{'user'};
my $repo = $ENV{'repo'};
my $p = Pithub->new(user => $user, repo => $repo);
while (my $id = <>) {
chomp ($id);
my $issue_comments = $p->issues->comments->list(issue_id => $id);
print $id;
while (my $comment
>{"login"};

$issue_comments->next) { print .$comment->{"user"}-

}

print "\n";

! STO, IIPAMO CKaXeM, HEKOTOPOE OTCTYIIJIEHUE OT HpI/IBbI'{HOﬁ CKa3KHU IIpo 3]IaTOB]IaCKy, HO,

Ha/leeMCs, Bbl HAC IIPOCTUTE.
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Mpumep 7.12. Vicnonb3ayem nHTepdelic pipe (13 koga Spark Ha a3bike Scala) ans B3aumogencTaus
C NporpaMMoi Ha si3bike Perl B pabounx ysnax

def lookupUserPRS(sc: SparkContext, input: RDD[Int]): RDD[(Int, List[String])] = {
// Konupyem cueHapuit Ha pabouue y3/bl C mMomowbk BbizoBa sc.addFile
// DobaBneHue daitna TpebyeT yka3aHUs abCONOTHbIX MyTewn
val distScriptName = "ghinfo.pl"
val userDir = System.getProperty("user.dir")
val localScript = s"${userDir}/src/main/perl/${distScriptName}"
val addedFile = sc.addFile(localScript)

// Nepepaem Ha pabouunii y3en nepemeHHble cpeppl
val enviromentVars = Map("user" -> "apache", "repo" -> "spark")
val result = input.map(x => x.toString)
.pipe(SparkFiles.get(distScriptName), enviromentVars)
// CuHTakcu4eckuit pasbop pesynbTaToB
result.map{record =>
val elems: Array[String] = record.split(" ")
(elems(@).toInt, elems.slice(l, elems.size).sorted.distinct.toList)

Spark He cKoMMpyeT aBTOMaTUYECKM CLiEHapUiA Ha MallMHbI pabOTHMKOB, Tak YTO
Npy BbI30BE MOJIb30BATENIbLCKOW MPOrpPaMMbl MOXHO 3aAENCTBOBaTb MHTEpdENC
sc.addFile, kak B npumepe 7.12. B npOTMBHOM criyyae (CKkaxxeM, Mnpu Bbi30Be
CUCTEMHOW MPOrpamMMbl) MOXETE MPOMYCTUTb 3Ty YacTb KOAA.

Kak PySpark, Tak n SparkR ncnonb3yloT crneuvanmanpoBaHHyto BEpCUO0 HAbopoB
PipedRDD ans obMeHa AaHHbIMM Ha pabounx y3nax.

MpoBepbTe, KOPPEKTHO /1N 06pabaThiBaeTe BapuaHT MyCTbIX CEKUMI, Beab Bally
nporpaMMy MOryT Bbi3BaTb M ANS HUX (XOTS 3Ta (PYHKUMOHANBHOCTb MOXET
N B CNEAYIOLNX BEPCUSX NMOMEHSATLCS).

INI

Wurepdeiic npsimoro gocryia k JVM (java native interface, JNI) — eme oxta Bo3MOK-
HOCTb CTBIKOBKU C IPYTUMU sI3bIKaMu porpaMMupoBanus. JNI 1mosBoJigeT ycuenHo
obpamarbes K HekoTopbiM O6ubanorekam C/C++, kak 1 kK 6ubIMoTeKaM APYTUX SA3bI-
KOB co ctarnueckoit komruisaiueit, Hanpumep FORTRAN. Xors JNI He ucnbiThiBaet
TaKUX ke MpobJieM ¢ IBOIHOI cepuasisaliieil, kak npu obpaiernn k PySpark win
WCTIOJIB30BaHUN MHTepdelica pipe, Bce paBHO MIPHUAETCS KOMMPOBATh JlaHuble U3 JVM
u o6parHo.
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MMeHHO no3aToMy HekoTopble 6ubnunoTtekn, Takme kak JBLAS (http://jblas.org/),
peanusyoT YacTb KOMMOHeHTOB B JVM, MOCKOMbKY 3aTpaTbl Ha KOMMpoBaHWe
CBOAST Ha HET BCe BbIroAbl HATUBHOMO KOAA.

Jlnst wimoctpanuu uctosbzosanust JNT co Spark pacecMoTpum BBI3OB OUeHb TPOCTON
ynxrmu Ha s3pike C, CKIIABIBAIONIEl BCe HEHYJIeBble BXOHbIe 3HaueHus. Ee curunarypa
npuBejieHa B ipumepe 7.13.

Mpumep 7.13. MpocToii 3aronoBoYHbIi daiin Ha s3bike C

#ifndef _SUM_H
#define _SUM_H

int sum(int input[], int num_elem);
#tendif /* _SUM_H */

MozxHo Hanucath JNI-criermmdukanm st BBI30Ba ATl (DYyHKIINN Kak U3 KoJa Ha SI3bIKE
Java (npumep 7.14), tak u u3 koga Ha Scala (mpumep 7.15). XoTs HHCTPYMEHTaAJIbHBIE
CpelCTBa Java HeCKOJIbKO (oJiee IIPOCTBI, CYIECTBEHHON PasHUIbI MEKILY HIMU HET.

Mpumep 7.14. Mpoctasa INI-cneundmkaumsa ansa Java

class SumINIJava {
public static native Integer sum(Integer[] array);

}

Mpwumep 7.15. MNpocrasa INI-cneundukaumsa ana Scala

class SumINI {
@native def sum(n: Array[Int]): Int
}

HanucaHve aganTepos BpyUHyIo TPEBYET HeMasbIX yCunmid. YTunuta SWIG moxeT
aBTOMaTUYECKM FreHepUpOoBaThb YacT HEOBXOAMMBIX MPUBS3OK.

Iocre Hancanus GyHKIK Ha s3bike C u cnennduranun JNI-kiaacca HeoOX0AMMO
crenepupoBaTh (ailjibl .class, a Ha UX OCHOBE — CBSI3YIOIIUI 3aTOJIOBOYHbBIN (haii
(npumep 7.16). Komanya javah renepupyer Ha ocHOBe (haiiyioB .class 3ar0JIOBOUYHbBIE
(haitibl, MCTIOTB3yeMble 3aTeM JIJIsT CO3/IaHUS a/laliTepa Ha CTOPOHe Kojia Ha st3bike C.

MpumMep 7.16. MeHepauus 3aronoBo4HOIO avina ¢ NoMoLLblo UHTEpdEeica KOMaHAHOW CTPOKU

javah -classpath ./target/examples-0.0.1.jar \
com.highperformancespark.examples.ffi.SumINI

ITpu Gpopmuposanuu cbopku ¢ nomombio SBT maker sbt-jni [Ixkeiikoba Ogepcku
(Jakob Odersky) ympoiaer uHTerpario HaTUBHOTO Ko/a ¢ TipoekToM Ha Scala. TTaker
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sbt-jni onybimkosan B Buge SBT-miarnna anajsorudno spark-packages-sbt, BKJIo-
YUTh €70 MOJKHO IIyTeM 100aBJICHU 3aIIICU B aiin project/plugins. sbt, kak MmokazaHo
B ipumepe 7.17.

Mpumep 7.17. [o6aBneHne nnarvHa sbt-jni B daiin project/plugins.sbt
addSbtPlugin(“ch.jodersky" % % "sbt-jni" % "1.0.0-RC3")

[Taker sbt-jni ympornaer reHepanuio ¢aiiia 3arooBka, 1006aBJsis 11ejb javah B sbt,
YTO IPUBOJUT K reHepaliuu (haiijioB 3ar0JI0BKOB U TIOMEIIEHUIO UX B KATAJIOr . /target/
native/include/.

[Tocuie reneparuu (aiina 3arojgoBKa HeOOXOUMO HatmKcaTh ajgantep Ha si3pike C.
MeHsSTh cTeHepUPOBAHHBIH (haiisl 3aT0JI0BKA HE CJIeyeT, Jydlle ero UMIOPTHPOBATh
B Hallly 0060JIOUKY, KaK MOKa3aHo B ipumMepe 7.18.

Mpumep 7.18. INI-o60n04ka Ha C

#include "sum.h"

#include "include/com_highperformancespark_examples_ffi_SumINI.h"
#include <ctype.h>

#include <jni.h>

/*
* Knacc: com_highperformancespark_examples_ffi_SumINI
* MeToa: sum
* CurHatypa: ([I)I
*/

JNIEXPORT jint INICALL Java_com_highperformancespark_examples_ffi_SumINI_sum
(INIEnv *env, jobject obj, jintArray ja) {

jsize size = (*env)->GetArraylLength(env, ja);

jint *a = (*env)->GetIntArrayElements(env, ja, 0);

return sum(a, size);

}

[Taker sbt-jni TakKe ympolaer co3ianue u cOOPKY HATUBHOTO KO/, T00ABJISIS MaKe-
ThI nativeCompile, javah u packageBin c 11€JbI0 yIIPOCTUTh KOMIIOHOBKY J AR-aiina
¢ 0borMHU HaTUBHBIMU (haiitamu U apredarkramu Java. ITo0bl sbt-jni MOT BBIIOIHSATH
cOOpKy 1 HaTUBHOTO Kojia (romuMo JVM-koza), HeoOxoaum cbopounbiii aiir. Eciu Bbi
co371aeTe HOBBIH MPOEKT, TO JIJIsT TeHeparuy (aiina-3arotoBku CMakeLists. txt (KOTOPHIT
MOZKHO OYJIET MCIIOJIb30BaTh KaK OCHOBY JIJIst HATUBHOU COOPKH) HEOOXOIMMO yKa3aTh
sbt mesb c6opku nativeInit CMake.

B HawemM npumMepe npoekTa cbopka HAaTUBHOIO KOAa MPOU3BOAUTCS Hapsiay
C KOAOM Ha A3blke Scala. B kauecTBe anbTepHaTMBbl MOXHO CO3[aTb OTAE/bHbIN
MaKeT 15 HATUBHOMO Koza, 0COBEHHO eC/v NNaHUPYETCs NOAAEP)KKA HECKOSTbKMX
aApXUTEKTYP.

IIpu c6opke apredakTa ¢ IOMOLIBIO Sbt-jni MOKHO UCIIOIb30BaTh AEKOPATOP nativeloader
n3 makera ch.jodersky.jni.nativeloader /1Js aBTOMaTHIeCKON 3arpy3KN HATUBHOTO
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KOzia 110 Mepe HeoOXoauMocTH. B npuMepe, Hall KOTOPbIM MbI paboTaeM, 6ubanorexa
HasbiBaeTcs 1libhigh-performance-spark®, Tak 4To ee aBToMaTHYeCKas 3arpysKa obecie-
YKBaeTCs IyTeM J00aBIeHs T0Ka3aHHOro B mpuMepe 7.19 nexoparopa B kiaace Sum]JNI.

MpumMmep 7.19. [ekopaTop nativeLoader

@nativelLoader("high-performance-sparko™)

[Tpu pabote B s13bIKe Java WK TOTPEGHOCTH B GONBITHX BOSMOKHOCTSIX YIIPABICHUS
npuroauTes Metos loadLibrary Kiacca System, KOTOPbIM IPUHUMAET B KayecTBe I1a-
pameTpa nmMst GUOTMOTEKY ¥ WIIET ee B java.library.path Wil METOJ TOTO Ke Kiracca
load ¢ ykazaHueM aGCOJIFOTHOTO MY TH.

Y6upaiite npedukc lib, aBToMmaTnyeckn nobasnsiembit MetoaoM loadLibrary
(n sbt-jni), yTObLI HE NOMYyYaTb CTPaHHbIE OWMOKM KOMMOHOBKM BO BPEMS Bbl-
MOJIHEHUS.

Yno6HO “cnonb3oBaTh B kayecTBe CrnpaBoYHMKa cneundukaummn Oracle INI
(https://docs.oracle.com/javase/8/docs/technotes/guides/jni/spec/jniTOC.html).

Ecnu HaTuBHasi 6ubnnoTeka He BKtoveHa B Bawl JAR-¢alin, To Heobxoammo ybe-
anTbest, uto JVM paboTHuka Spark MoxeT k Helt obpaliaTbcs. Ecnv 6ubnuoTeka

\ YK€ yCTaHOBJIEHa Ha pabouux y3nax, To MOXXHO AobaBuTtb -Djava.library.path=...
B spark.executor.extraJavaOptions.

\,

Java Native Access (JNA)

Java Native Access (JNA) (https://github.com/java-native-access/jna) — anbrepaaruBa JNI
oT co0011iecTBa pazpaboTYNKOB, TO3BOJISIIONIAST BBI3BIBATH HATUBHBIN KO/, B HI€AJIE BO-
o61ie 6e3 Heobxoxumoro ast JNI mabnontnoro koga. Xorss JNA — maker, co3gaHHbII
COOOOIIECTBOM, 9TO HE 03HAYAET €TI0 HU3KOTO KAUeCTBA; OH UCTIOJIb3YETCSA BO MHOKECTBE
CEPbE3HBIX POEKTOB U IIPUMEHsIICs paspaboTunkamu (ppeiimBopka Spark. Mbr Moskem
sageiictBoBarh JNA IJIs1 BBI30Ba MPEBIAYIIETO MPUMePa Kak B Koje Ha Scala (mpu-
Mmep 7.20), Tak u Java.

Mpumep 7.20. MNpoctas INA-cneumdukaumsa ana Scala

import com.sun.jna._

object SumINA {
Native.register("high-performance-sparke")
@native def sum(n: Array[Int], size: Int): Int

}

BaskHO OTMETHUTB, 4TO TIpUBE/IEHHBIE 0OPasIlbl UCIOMb30BaH st Oubarorekn JNA He Tpe-
Oytor Harcanust JNI-aganrepa (kak B mpumepe 7.18), a HEMOCPEICTBEHHO BBI3BIBAIOT
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dynximio Ha sa3pike C. Xots ¢ moMonipio SWIG MOKHO JIETKO CTeHEPUPOBATH MHOTO
JNI-aganrepos, HeKOTOPbIE PazpabOTUYUKNA CYUTAIOT, YTO ITO HEOIIPOBEPKUMBIN JOBOJL
B moJib3y ipuMeHerust JNA, a e JNIL.

Mpun ncnonb3oBaHuM JNA cyllecTByeT BO3MOXHOCTb briarogapsi CBOMCTBY jna.bo-
ot.library.path go6aBnsitb 6M6bNMOTEKM B NYTb MOMCKA AO CUCTEMHOMO NMyTU ANs
6unbnmorex.

Bce ewe FORTRAN

[TopasurenbHOE KOJNYECTBO OUOANOTEK /Il YNCAEHHBIX BRIUMCIEHUN BCe elle co-
nepxut peanusanuu Ha sg3bike FORTRAN. K cuactpio, y MHOTUX U3 HUX yiKe €CTh
Java- wiu Python-aganreps, 4To HaMHOTO yIpoiiaer odpaiieHne K HUM. 3a4acTyo 9TH
6ubIMOTEKM CIIOCOOHBI CAMM IIPUHUMATh PasyMHbIE PEIIEHMsI OTHOCUTENBHO TOTO, IS
KaKMX OTlepaIniii IMeeT CMBICT TPATUTh Pecypchl Ha kornposanue fanabix B FORTRAN,
a KaKue ollepaluu Jyylle pealn3oBaTh Ha pyroMm ssbike. He /7151 Beero kojia Ha s3blke
FORTRAN y:ke co3ianbl aantepbl, U Bbl MOKETE BCTPETUTHCS ¢ HEOOXOAUMOCTHIO
CTBIKOBKH C IOJL0OHBIM KOJ[OM.

O6uiag cxema TakoBa: cHada/ia co3aaTh aganrtep Ha C/C++, M03BOASIONINI BI3bIBATD
kox Ha FORTRAN u3 koza Ha Java, nmociie uero ckomnonosathb koz C/C++ BmecTe ¢ Ko-
nom Ha FORTRAN. Ecsm Gbr Hatir o6pasel] ¢ CcyMMUPOBaHIeM ObLT HAIICAH Ha SI3BIKE
FORTRAN (npumep 7.21), T0 npuiioch Ob co3path agantep Ha C, Takoil Kak B IIpu-
Mepe 7.22, Tiocsie 4ero POUTH TI0 [araM, OITUCAHHBIM B TTofipasnene <JNI» Ha c. 221,
11 BbI3oBa Gubanorexu Ha C.

Mpumep 7.21. OyHKUMSA cymMrpoBaHust Ha FORTRAN

INTEGER FUNCTION SUMF(N,A) BIND(C, NAME='sumf')
INTEGER A(N)

SUMF=SUM(A)

END

MpumMep 7.22. ApanTep Ha C ans HanucaHHok Ha FORTRAN cyHKLMY CyMMUPOBAHMS

// Noanporpamma Ha FORTRAN
extern int sumf(int *, int[]);

// Bbi30B KoAa Ha s3blke FORTRAN, KOTOpbIM AONMKEH HAaXOAUTbCA MO CCblike size
int wrap_sum(int input[], int size) {
return sumf(&size, input);

}

Ecnun BaM HpaBuTCsl nakeT sbt-jni, To MoXxeTe AONONHWUTL CreHepUPOBaHHbIN hain
CMake ans komnunsaumm koga u Ha FORTRAN.
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Taxue riporpammbl, Kak fortrwrap (https://github.com/mcfarljm/fortwrap), 103BOJISIIOT aBTO-
MaTHYeCKH FeHePUPOBaTh MOA0OHbBIE afanTepsl. VI ske uX MOXKHO BOOOIIE ONYCTUTD
6aarozapst ucrosbszoanuio JNA. Beizos Hanucanuoii Ha sisbike FORTRAN dyHKInn
¢ momoIibio JNA TpakTUYecKU He OTJANYAETCS OT BbI30Ba (DYHKIINU, HATMCAHHON Ha
a3bike C, Kak 1mokazaHo B npumepe 7.23.

Mpumep 7.23. BbizoB HanvcaHHoi Ha FORTRAN cyHkumm SUMF ¢ nomoubio JNA

import com.sun.jna._
import com.sun.jna.ptr._
object SumFINA {
Native.register("high-performance-sparko")
@native def sumf(n: IntByReference, a: Array[Int]): Int
def easySum(size: Int, a: Array[Int]): Int = {
val ns = new IntByReference(size)
sumf(ns, a)
¥
}

BeizwsiBath o/ Ha FORTRAN u3 JVM croxnee, uem koz Ha C. Ilo Bo3aMoxkHOCTH JTy4-
TIe MCTI0JIb30BATD CYIECTBYIOIIIE A/IATITEPDI, CITOCOOHbBIE OTITUMAIBHO BHIOPATH, KAaKIe
KOMITOHEHTHI Jryutiie BoimorHsATh Ha FORTRAN, a ne B JVM.

3anmemca GPU

GPU — ele ogus 3aMedaTe IbHbLI criocod paboTeI ¢ IapaJliebHbIMU 3aa4aMi YU C/IeH-
HBIX pacueToB. Kak BbIACHUIOCH, OHI 0COOEHHO 3 (MEKTUBHBI B CIydae ONpeaeIeHHbIX
THIIOB 3a/[a4 MAIIMHHOTO 00yueHMst. CMBICI CYIIECTBOBAHUS HEKOTOPBIX OIHOY3JI0BBIX
pacipeie/leHHbIX CUCTEM COCTOUT UCKIIIOYNTENBHO B KOOPAMHAIIMK PabOThI HECKOJIbKIX
GPU. Ecsmm Barma 3a1aqa XOpONIo MOIXOUT /IJIT YCKOPEHUS BBIUUCIEHN ¢ TIOMOIITHIO
GPU, 10 MOKHO I0OUTHCSI KOJIOCCATBHOTO pocTta mipousBoauTesnbHocT (Spark GPULR
(https://github.com/kiszk/spark-gpu/blob/dev/examples/src/main/scala/org/apache/spark/examples/
SparkGPULR.scala) 1ToKa3bIBaeT TPEXKPATHBIHI POCT).

IMaker ¢peiimBopka Spark GPUEnabler (https://github.com/IBMSparkGPU/GPUEnabler)
CYLIECTBYET ClielUabHO A yipolienus conpsikenus Spark ¢ CUDA. 9ror naker
ynpomaer ycranosky JCUDA u apromarudecku npeoGpasyeT JaHHbIE B CTONOLOBbLIA
dopmar g obpaborku Ha GPU.

HekoTtopble paspabotumkm (https://iamtrask.github.io/2014/11/22/spark-gpu/)
TaKKe UCronb3ytoT dhpeiimBopk aparapi (https://github.com/aparapi/aparapi) ans
aBTOMaTu3auum koMnunaumm Java-koga B OpenCL (https://en.wikipedia.org/wiki/
OpenCL), XOTsl NAKeTOB, YMNPOLLAIOLLMX 3TY MHTErpaumio, B HacTOSILLMIA MOMEHT
He CyLLecTByeT.
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Ha ceromrst 8 Apache Spark Het erOTO c11oc06a yCKOPEHUST BHIYUCTIEHII € TTOMOIIBIO
GPU. Cpeau npeaioxeHHbIX BapuanToB — naker spark-gpu (https://github.com/kiszk/
spark-gpu/) ot kommanuu IBM, maker spark-gpu (https://github.com/adobe-research/
spark-gpu) ot Adobe u ap.

Ecnu Bac 3anHTepecoBan 3ToT BONpoC, TO 3arnsHuTe B NpeasioxeHne SPARK-12620
(https://issues.apache.org/jira/browse/SPARK-12620) n eMy nogobHeole.

YT0 Hac xaeT B byaywem

Kommonent Tungsten crocobeH obectieunts st hpeiiMBopKa Spark xpaHeHue gaH-
HBIX BHE Ky4H, HO (hOpMAT JaHHBIX B HACTOsIIIee BpeMsl HecTabuIeH 1 HeLOCTATOUHO
JIOKYMEHTHUPOBAH JIJIsI COBMECTHOTO JIOCTYTIA M3 KO/Ia Ha IPYTUX s3bIKaX. CyIIeCTBYIOT
J[BE BO3MOKHOCTH PEIeHNUsT 3T0# Tpobembl: crangaprusaius Tungsten, SPARK-9697
(https://issues.apache.org/jira/browse/SPARK-9697) ninu nuTerpamus Arrow B Python
n Spark, SPARK-13534 (https://issues.apache.org/jira/browse/SPARK-13534). Haxeemcsl,
B OyAyIUX U3JAHUAX KHUTM Mbl CMOKEM C PaJlOCThI0 KOHCTATHUPOBATD, YTO 9TH M3Me-
HeHud ObLIY BOILIOLIEHDI B YKU3Hb.

Pe3ome

Hamncanue BbICOKOTIPOM3BOAMTENBHOTO KOJIa 171t (hpeiiMBopka Spark He m0/KHO orpa-
HUYUBATHCS A3bIKOM Scala, He roBopst yke 0 JVM (X0Ts 3T0 MHOTOE YIIPOCTUIIO ObI).
B Spark cymectByer MHOKeCTBO OGHOJIMOTEK TIPUBSI30K sl PA3JIMYHbBIX SI3bIKOB I1PO-
TPaMMWPOBAHMS, KaK BCTPOEHHBIX, Tak 1 cTOpoHHUX, a JNI, JNA, koHBeiiepbl 1 COKETHI
MOMOTYT B3aUMOJIEHCTBOBATD € €lile OOJIBIIMM KOJUUECTBOM SI3BIKOB. JIJIsT HEKOTOPBIX
olepaluii 3arparbl Ha KOIKMPoBaHue JaHHbIX 13 JVM 1 06paTHO MOI'YT IIPEBBIIIATH 3a-
TPAThl Ha ee BeIMOJHEeHNE B JVM — maske IpU MCMIOIb30BAHIH CIIEIIMATH3NPOBAHHBIX
6UGIMOTEK, — TAaK YTO BasKHO B3BECUTD CJIOKHOCTD BAIINX IPEOOPA3OBAHIIA, TPESKIE UeM
BBIXOAUTD 3a npenennl JVM. B nanubiii MOMEHT He MojiiepskuBaeMasi CTaHIapTU3aIusg
TIOJI/IEPIKKY XPAHEHIST JAHHBIX BHE KyYH KOMIIOHEHTOM Tungsten co BpeMeHeM MOKeT
VJIYUIITHATH SI3BIKOBYIO COBMECTUMOCTD Ha PabOUmX y3jax.



TecTnpoBaHue
1N Banuaauus

ABTOMaTHYECKO€E TECTHPOBaHNE B MUpe Spark 4acTo HEOOIEHNBAIOT, OTHAKO PYYHAsT
poBepka (HYHKIIMOHATLHOCTH 3aHUMAET MHOTO BPEMEHH U UpeBaTa OIMOKaMu, 0COOEH-
HO B cJiyudae paboTaionux JINTEIbHOE BPeMs TAKETHBIX 33/[aHII U CJIOKHBIX TOTOKOBBIX
apxuTekTyp. DHhEKTUBHBIE TECTBI YCKOPSIIOT Pa3pabOTKy U YIIPOIIAT Pe(aKTOPUHT,
MTPOBOIMMBIH JIJIsT TIOBBITIIEHUST TTPOU3BOUTEIBLHOCTH.

TecTsl 711 TPOBEPKH MPOU3BOUTENBHOCTH TPEOYIOT IOMOJTHUTEIBHBIX YCHIUH, 0CO-
GeHHO B pactpe/esenHbx cucremax. OIHAKO ¢ TOMOIIBI0 CYETYNKOB Spark MoxKHO
MOJIYYUTh CTATUCTUKY TI0 BPEMEHU BBITIOJHEHUS OT BCeX PAGOTHUKOB, KOJIUYECTBO
06pabOTAHHBIX U TIEPETACOBAHHDBIX 3AMKCEIl. ITU CUETUUKU CJIYKAT TOU JK€ IEJIH, YTO
1 CUCTEMHbIe XDOHOMETPaK! B CUCTEME M3 OJTHON MaIlHBI.

TecTupoBaHue — OTIUUYHBIN CIOCOO OOHAPYKUTH OMIMOKU, KOTOPbIE MOKHO BOOOPA3UT.
Hona IPAaKTUKE 4aCTO BOSHUKAIOT HOBbIE U 3aXBaTbIBAIOIINE BU/IbI C60eB IIPpOrpaMMHOTO
obecrieyeH s, THOTIA JAJIeKO He CTOJIb OUEeBU/IHbIE, KAaK UCKJII0UYEHUE HYJIEBOTO yKasa-
Tesist. B moo6HBIX cirydasx BaskHa caMa BO3MOKHOCTD BBIABUTH (hakT ONUOKY, YTOObI
usbeKaTh IPUHATHS PENIEHUI Ha OCHOBE OIINOOUHBIX MOEJICH.

MoaynbHOe TecTupoBaHue

Moumy/IbHOE TECTUPOBAHNUE IIO3BOJISIET COCPENOTOUNTHCS HAa TECTUPOBAHNY MAJIEHBKHX
KOMIIOHEHTOB CBOMCTB CO CJAOKHBIME 3aBUCUMOCTAMU (HATIPUMED, UCTOYHUKOB JaH-
HPIX ) 324aCTYIO C IOMOIIBIO 3aMEHbBI 3aTTyIIKaMi. Takue TecThl 0GbIYHO BBITTOJHAIOTCS
ObICTpee, ueM KOMILIEKCHbIE, a II0TOMY YacTo MCIOJIb3YIOTCa pu paspaboTke. [Tpu He-
0b6xoMocTH peakTOPUHIa MOKHO IIPOTECTUPOBATH GOJIBIIYIO YacTh Kojia 6e3 ydera
kakux-11bo ocobennocreii Spark. ITporece TecTUpoBaHK Ke OCTAJIbHOI YacTh KOza
CYIIECTBEHHO YIIPOIIAIOT OMOINOTEKH.
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OcHOBHOe Mofy/bHOe TecTupoBaHue B Spark

3azanue Spark MoskeT GbITh HAIMCAHO TaK, YTO CAMbIe MEJIKUE €T0 KOMIIOHEHThI Oy Iy T
TeCTHPOBAThCA U (e3 KaKux-110o 3aBucUMOCTell ¢ppeiiMBopka. [ TecTUpoBaHMs
[IOTOKA JaHHbBIX caMoro 3azanus Spark monagoburcst o6bexkT SparkContext, 4T0ObI
cosaarhb TectoBbie HAOOpbl RDD myr motoku DStream ¢ IOKaJIbHBIME KOJIICKITHSIMI.
N3 aT0r0 06BEKTA MOKHO IIPUMEHUTH TpebyeMble TpeodpasoBaHusl, CPABHUBAS JI0-
KaJIbHO [TOJy4eHHbIE Pe3YJIbTAThI ¢ IIOMOIIBIO BHIOPAHHOTO (PpeMBOPKA MOLYJIBHOTO
TeCTUPOBAHUSL.

Pa3bueHne Koaa Ha aNieEMEHTapHbIE onepaLmm
B LIENISIX TECTMPOBaHMS

[MockosbKy MHOTHE TIPEOOPa3oBaHust Spark MPUHIMAIOT B Ka4eCTBe apryMeHTOB (DyHK-
UM, paboTAIINE ¢ OTACTBHBIMI 3JIEMEHTAMU U UTEPATOPAMU CEKIIUH, TO MOKHO
nporectuposarh atu GyHkiun (nmpumep 8.1), He npuberas K cospanuio Habopa RDD
WJIM UCIIOJIb30BaHmIo 00bekTa SparkContext (B oTyimuume ot pumepa 8.2).

Mpumep 8.1. MpocTas B TeCTMpOBaHUK (PyHKUMS-apryMeHT

def tokenizeRDD(input: RDD[String]) = {
input.flatMap(tokenize)

}

protected[tokenize] def tokenize(input: String) = {
input.split(" ")
}

Mpumep 8.2. CnoxHas B TECTMPOBaHUW (PYHKUMS-apryMeHT

def difficultTokenizeRDD(input: RDD[String]) = {
input.flatMap(_.split(" "))
¥

Bossparnasich K Hanemy npuMepy o 3J1aTOBIACKON, MbI BUIMM, UTO MOA0OHBIM 00pasoM
MO>KHO TIPOTECTUPOBATH KOMITOHEHT, M3BJICKAIONTUI U3 CEKITNH 3HAUEHUS JIJIS 3aJaHHBIX
uHzaekcoB (cM. npumep 6.25). TIpu takoM pasbueHnn Koga OyIeT yMeCTHO 00bIYHOE
XOPOIIIO 3HAKOMOE MOJIYJIbHOE TECTHPOBaHUE. Y 1060UNTaeMOCTb — €Ille OJ[H BeCKUil
JOBOJ n30erarTh CHHTAKCHCAa aHOHUMHBIX (DYHKIUH s13bika Scala B cirydae cauimkom
CJIOKHBIX (PYHKITHI.

[Jaxe ecnu y Bac eCTb BO3MOXHOCTb pa3buTb CBOM BCrIOMOraTesibHble (yHKLMK
LJ1s1 pa3fenibHOro TECTUPOBAHUS BHYTPEHHEW NOrMKM NpeobpasoBaHuii, BCe paBHO
He NoMeLaeT BbINOHMTb TECTUpOBaHWe Ha Habopax RDD nnv NoTokax AaHHbIX
DStream, 4Tobbl 06HapYXWTb NOTEHLMANbHbIE OLIMOKN cepuanusaumm.
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CrangapTHble 3agaHuns Spark (TectuposaHue ¢ RDD)

ITomMKrMO TeCTUPOBAHUS MepefiaBaeMbIX B IpeoOpaszoBaHust (DYHKIHIA, BAXKHO TPOBEPUTH
U BBIPAKAEMYIO STUMU TIPeobpazoBaHusiMut JIOTHKY. [IpocTeiimii criocob TecTUpoBaHuist
npeobpasoBaHnil — co3aTh 0OBEKT SparkContext, pacnapajieIuTh BXOJHBIE TaHHbIE,
MPUMEHUTD TPe0OPA30BAHUS U BBITTOJIHUTE JIOKAJIBHBIN cOOP PE3yJIbTaTOB JIJIs CPaBHE-
HUA € 0KUIAeMBIMU 3HaUeHuaMU (Tipumep 8.3).

Mpumep 8.3. MpocTolt MoaybHbIN TecT ans Spark
class QuantileOnlyArtisanalTest extends FunSuite with BeforeAndAfterAll {

@transient private var _sc: SparkContext = _
def sc: SparkContext = _sc

val conf = new SparkConf().setMaster("local[4]").setAppName("test")

override def beforeAll() {
_sc = new SparkContext(conf)
super.beforeAll()

}

val inputList = List(GoldiLocksRow(©.0, 4.5, 7.7, 5.0),
GoldiLocksRow(4.0, 5.5, 0.5, 8.0),

GoldilLocksRow(1.0, 5.5, 6.7, 6.0),
GoldiLocksRow(3.0, 5.5, ©.5, 7.9),
GoldiLocksRow(2.0, 5.5, 1.5, 7.9)

)

val expectedResult = Map[Int, Set[Double]](
0 -> Set(1l.0, 2.0),
1 -> Set(5.5, 5.5),
2 -> Set(@.5, 1.5),
3 -> Set(6.0, 7.8))

test("HavwBHoe pewenue 3agayn 3natoBnackun"){

val sqglContext = new SQLContext(sc)

val input = sglContext.createDataFrame(inputList)

val whileLoopSolution = GoldilocksWhileLoop.findRankStatistics(
input, List(2L, 3L)).mapValues(_.toSet)

val inputAsKeyValuePairs = GoldilocksGroupByKey.mapToKeyValuePairs(input)

val groupByKeySolution = GoldilocksGroupByKey.findRankStatistics(
inputAsKeyValuePairs, List(2L,3L)).mapValues(_.toSet)

assert(whilelLoopSolution == expectedResult)

assert(groupByKeySolution == expectedResult)

}

override def afterAll() {
// Oyuwaem 3HayeHue nopTa ApailBepa, H4TOObl CAy4alHO He MOMbITaTbCA
// MOAKMOYUTBCA K TOMy Xe MopTy Mpu nepesarpyske
sc.stop()
System.clearProperty("“spark.driver.port")
_sc = null
super.afterAll()
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Heosxmpannsprii HIOAHC B IprMepe 8.3 — 0YNCTKA 3HAYEHUST 7SI TIOPTA: 9TO HEOOXOIIMO,
9TOOBI TIPH 3aIMyCKe HECKOTLKUX TECTOB O/IMH 34 IPYTUM OHU HE MOAKIIOYATNCH K Ofi-
HOMY IIOPTY, TaK KaK MOIBITKA ITIOAKIIOUNTHCS K yKe UCIIOIb3yeMOMY TIOPTY IIPUBEIET
K reHepalyy NCKII0YeHUS.

Ecin 06beM JaHHbIX HACTOJIBKO BEJIUK, YTO HEIOCPEACTBEHHO BhI3BAaTh METO/| collect
HeJb35T, TO MOXKHO TTPUMEHNUTDh MeTO/] toLocalIterator, BO3BpAIMAOMMI 11O OHON
CeKIMu 3a pa3. B caydae mpoiecca, coszaionero ogenb 60bIoii Habop RDD, MoxkHO
MCIOJIb30BaTh METOAMKHI CPaBHEeHUsI HAOOPOB (ONuChIBaeMble B IIyHKTe «Bbrauciene
pasmunii Habopos RDD» na c. 238 u B paszesie «KomiuiekcHoe TectupoBanmes Ha ¢. 241).
OpHaxo TocjIeiHee AeiicTBIe MOKET OBbITh IPU3HAKOM TOTO, YTO 0GBEM TECTOBBIX JaH-
HBIX TIPEBBICUJT Pa3Mephl, IOTTYCTUMBbIE JIJISI MO/LYJTbHOTO TECTUPOBAHMSI.

MeTop tolLocallterator MOXeT MHULMMPOBaTb HECKOJIbKO BbIYMCIEHMI, YTOObI
rapaHTMpOBaTb K3LWMPOBaHWE UM COXpaHeHne Habopa RDD, ¢ KOTOpbIM OH
paboTaer.

MNoTokoBast obpaboTka

YT00BI IIPOTECTUPOBATD IPUIOKEHNS, HCIoab3yomue Spark Streaming, Heo6xoauMo
OT/IEJIBHO CO3JaTh TECTOBbIE TIOTOKH, IPOU3BECTH JIOKAAbHbII OOp AaHHBIX I IPO-
BEPKM COOTBETCTBUS PE3YJIbTATOB OKU/IA€MBIM 1 BBISICHUTD, 3aBEPIIIEHO JIW BBITIOJTHEHE
tecTa. Ecii 970 TIOAXOANT IS Balllero mpuiioKeHust, To 6ubsmoreka spark-testing-base
[IPEIOCTABJISIET aarnTep, OJarogapst KOTOPOMY JIJist CO3/IaHsI TECTA JOCTATOYHO 3a/IaTh
BXO/IHbIE JJAHHBIE U OKUJIAEMbIIT PE3YJIbTAT.

BricTpo cosnaTe BxonHbIe TOTOKU AaHHBIX ToMokeT API queueStream (nipumep 8.4).
OpHako mosydeHHbIe B pe3yJbraTe HoToku (HaumHas co Spark 1.4.1) He nmoggepxu-
BaIOT OII€PallUH, JIJIE KOTOPhIX HEOOXOAMMO CO3/IlaHie KOHTPOJIbHBIX TOYEK (TaKue Kak
OKOHHbBIE (PYHKITUU WJIM MeTOJl updateStateByKey). bosee pyHKITMOHATBHBIN TECTO-
BbIii ITOTOK MOKHO 00ECIIeYrTh, CO3/IaB M0JIb30BaTeIbCKUI 00BEKT InputDStream wiIu
IIPUMEHUB KJylacchl fileStream b0 rawSocketStream u 3amucaB BXOJHbIE JaHHbBIE
B JIOKAJIbHYIO (haliJIOBYIO cucTeMy uin cokeT. Kiace TestInputStream us 6ubanoreku
spark-testing-base Bezet cebst Kak Bepcust Kjacca queueStream, MOIEPKUBAOIIAS CO3-
JaHWe KOHTPOJBHBIX ToYeK (mipumep 8.5).

Mpumep 8.4. CozpaHne BxoaHOro notoka DStream, He noaaepXxuBatoLLero co3gaHve
KOHTPOJIbHbIX TOYeK

def makeSimpleQueueStream(ssc: StreamingContext) = {
val input = List(List("npuBeT"), List("cyacTnuBble maHmpl", "rpycTHble naHab"))
.map(sc.parallelize(_))
val idstream = ssc.queueStream(Queue(input:_*))

}
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Mpumep 8.5. CozaaHre BXoAHOro notoka DStream, noaaepxmBaroLLero co3aaHne KOHTPOsbHbIX
Touek, C nomoLlbto 6ubnuotekn spark-testing-base
/**
* Co3paeM BXOAHOW MOTOK Ha OCHOBE MONYYEHHOW BXOAHOW MOCNefOoBaTeNIbHOCTU.
* Tpn aToM ucnonbsyetca Tvn TestInputStream, nockonbky Tun queueStreams
He MopAepxvMBaeT CO3[4aHME KOHTPOJIbHbIX TO4YeK.
*/
private[holdenkarau] def createTestInputStream[T: ClassTag](
sc: SparkContext,
ssc_ : TestStreamingContext,
input: Seq[Seq[T]]): TestInputStream[T] = {
new TestInputStream(sc, ssc_, input, numInputPartitions)

}

ITo cpaBHEHUIO ¢ CO3/laHUEM BXOJIHBIX JaHHBIX COOPATh PE3YJIbTAThI MOTOKOBOI 00-
pabotku HetpyaHo. IIpocreiiiiee perienne — UCHOIB30BaTh HEUTO MOA0OHOE 0OBEKTY
ArrayBuffer c oniepaiueii foreachRDD (ripumep 8.6).

Mpumep 8.6. Co60p pesynbTaToB

class TestOutputStream[T: ClassTag](parent: DStream[T],
val output: ArrayBuffer[Seq[T]] = ArrayBuffer[Seq[T]]()) extends Serializable {

parent.foreachRDD{(rdd: RDD[T], time) =>
val collected = rdd.collect()
output += collected

}
3

Boubie cosxHOCTEl IOCTABISIET ONIPEieIeHNe MOMEHTA 3aBEPIIIEHNsT TOTOKOBOTO Te-
cra. ITpocTefimmit moaxox — MOsKAATHCS MOMEHTA COBIAIEHNST KOTMYECTBA COOPAHHBIX
pe3yIbTATOB € OXKUAAEMBIM 3HAUCHUEM, UCIIOJB3Ys B KAUeCTBE 3a1IaCHOTO BapHaHTa
npeBbliiieHre BpeMeHn oxkuaanust. OHAKO [TPU HEYauHOM BHIOOPE BPEMEHU OXKU/IAHIIST
9TO CIOCOOHO IPUBECTH K HeHamexxHoMy TecTy (tipuMep 8.7). s yipasienus paboToii
Spark Streaming MoskHO CO3/1aTh Yachl BPYUHYIO, HO JAHHOE PETeHe TPeOyeT pactpe-
HUS MHOTHX BHYTPEHHWX KJIACCOB, KOTOPBIE MOTYT MOMEHSATHCS B CJCTYIONTIX BEPCHSIX.

Mpumep 8.7. «KycTapHbIf» TECT NOTOKOBON 06paboTkM (HEHAAEXKHBIN U HEe NOAAEP)KUBAIOLLMIA
OKOHHbIE 1 TOMY NMOA0GHbIE onepaLmm)

test("kycTapHbiii noTokosbil TecT") {
val ssc = new StreamingContext(sc, Seconds(1))
val input = List(List("npuBeT"), List("cyacTnusble nanabl", "rpycTHble naHab"))
.map(sc.parallelize(_))
// TpumeyvaHue: He MOAXOAMT [ANA OKOHHbIX onepauui
// WAM CO3AaHMUA KOHTPOJbHBIX TOYeK
val idstream = ssc.queueStream(Queue(input:_*))
val tdstream = idstream.filter(_.contains("nangb"))
val result = ArrayBuffer[String]()
tdstream.foreachRDD{(rdd: RDD[String], _) =>
result ++= rdd.collect()
¥
val startTime = System.currentTimeMillis()
val maxWaitTime = 60 * 60 * 30
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ssc.start()
while (result.size < 2 && System.currentTimeMillis() - startTime < maxWaitTime) {
ssc.awaitTerminationOrTimeout(50)

}
ssc.stop(stopSparkContext = false)
assert(List("cyacTnmBble naHmpl", "rpycTHble naHgpl") === result.tolList)

}

Yro6bl yrrpocTuTh pabory, 6ubinoreka spark-testing-base mpemocrasiisier aBa 6a30BbIX
KJlacca JIJist TECTHPOBAHUST TOTOKOBOI 06paboTKM: StreamingSuiteBase jist peos-
pazoBaHuil U StreamingActionBase — ISl JIEMCTBUI. ITO MO3BOJISIET ITUCATH TECTHI
IS Ipeo0pasoBaHUI IIyTEM YKasaHMs OKMIAEMbIX BXOAHBIX JaHHBIX U PE3YJIbTATOB
(mpumep 8.8), B TO BpeMst Kak GUOIOTEKA caMa BBITTOJHSIET CTHIKOBKY € BHYTPEHHUMHE
KOMITOHEHTaMU.

Mpumep 8.8. BapuaHT TecTa ¢ ucnonb3oBaHneM knacca StreamingSuiteBase

test("o4yeHb npocToe npeobpasosBaHue") {
val input = List(List("npuBeT"), List("npuseT xongen"), List("noka"))
val expected = List(List("npuBet"), List("npuseT", "xongeH"), List("noka"))
testOperation[String, String](input, tokenize _, expected, ordered = false)

}

// Npumep TecTupyemoin ¢yHKUUW

def tokenize(f: DStream[String]): DStream[String] = {
f.flatMap(_.split(" "))

¥

NMuTaumoHHoe MmoaennpoBaHme Habopos RDD

TectupoBanme ¢ TOMOIIHIO obObekTa SparkContext BeleT K JIOIOJIHUTEIbHBIM pacxonamMm
PecypcoB, MOCKOJIbKY TpeOyeT co3ganms JOKaabHOTO KiacTepa Spark. 9T pacxompr
MOT'YT 3aMeJJTUTh BBIIIOJIHEHUE TECTOB, 0COOEHHO IIPH MCII0Ab30BAHUN TaKUX (DpeiiM-
BOPKOB, Kak scalacheck, remepupyonux coTau TecToB. B ciydae tectos, peaHasHa-
YEHHBIX Il TECTUPOBAHMUSA OM3HEC-JIOTMKH, a He HIOAHCOB B3auMOJeiicTBUs co Spark
(HampuMep, CepUaAI3yeMOCTH ), UMUTAIMOHHBIE HAG0phl RDD M03BOJISIOT BBIIIOJHATH
6oJIbIIIEe TECTOB U HAMHOTO ObICTpEE.

XO0Ts TecTUPOBAHUE ¢ IIOMOIIBIO UMUTAMOHHBIX HabopoB RDD — oTm4HEbIi c110cob
IPOBEPKU OU3HEC-JIOTHKH, TECTHPOBaHUe OyAeT HEMOIHBIM, IIOCKOJIBKY IIPH HEM He TIPO-
BEPSIIOTCS CepUAIM3AII U ApyTrue B3anMmoeiictsus Spark. Jarusib Becrxaiine (Daniel
Westheide) cosman 6ubmoreky kontextfrei (https://github.com/dwestheide/kontextfrei),
[OJIJIEPKUBATOLILYIO HEMAJIO OIlepaliyii HaJi UMUTalMOHHBIMI Habopamu RDD.

bubnnoreka kontextfrei mpeanasnavyena ToMbKO 718 S3bIKa Scala 1 TO3BOMISTET TIHI-
caTh KOJ OU3HEC-JTOTUKU U TECTOB JJIst IPUIOKeHU Spark 6e3 mcmoib30BaHUsT Ha-
6opos RDD, o ¢ tem ke API. Pagu GpicTporo moaydenus o6paTHOI CBS3H IIPHU pas-
paboTKe MOKHO BBITTOJHUTH ITH TECTHI U HaJl OBICTPBIMY KOJIJIEKIIUAMIY sI3bIKa Scala,
1 HaJT HabopaM¥ Ha cepBepe HETPEPhIBHON HHTErPAIIUH, YTOOBI YOSAUTHCS B OTCYTCTBUN
mpo6IIEM ¢ cepraT3aInert.
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TecrupoBanue 06bekToB DataFrame. OcHoBHAs CIIOKHOCTD MIPU TECTUPOBAHUH ITHX
06BEKTOB — BBISICHUTD, COBITAJIACT JIM TIOJYYEHHBII PE3YIbTaT ¢ OKUIAEMbIM 3HAUCHH-
eM. B mpocreiitiem cirydae, ecaiv Hac HHTEPECYET TOIBKO HECKOTBKO CTOIOIOB, MOKHO
MIPOCTO M3BJIEUb 3JIEMEHTHI 1 CPaBHUTH UX. HO TpH CJI0KHBIX 00beKTax DataFrame Takoe
cpaBHeHHe OBICTPO CTAHOBUTCS YTOMUTEJIBHBIM 3aHSTHEM, TIO9TOMY YMECTHO CPaBHU-
BaTh TaK)Ke C OyKUjIaeMbIMu cTpokamu (ipumep 8.9).

Mpumep 8.9. CpaBHeHne 0b6bekToB DataFrame no paBeHCTBY CTpok

test("npoBepsem Ha ToyHoe paBeHcTBO") {
// TecT minHappyPandas
val inputDF = sqlContext.createDataFrame(pandaInfolist)
val result = HappyPandas.minHappyPandas(inputDF, 2)
val resultRows = result.collect()

val expectedRows = List(Row(sandiego, "kpacHaa", 2, 3))

assert(expectedRows === resultRows)
}
CpaBHeHue CTPOK Yalle Bcero cpabaTbiBaeT, HO B clyyae 06bekToB ByteArrays
MPOCTOro CpaBHEHNA Ha PaBEHCTBO 06bekToB Scala HeAoCTaToYHO. B aToM Cnydae
“ \ HeobX0AMMO CpaBHMBATb 3HAYEHMS.

IockosbKy B 0ObeKTax DataFrame 9acTO COAEPKATCS JaHHbIE C IIIABAIOIIEH TOUKOM, TO
OJTHOW ITPOBEPKHU Ha PABEHCTBO MOXKET OKA3aThCsI HEJJOCTATOUHO. 3/IECh TIPUTOIUTCST Me-
TOJI approxEqualDataFrames u3 Oubinorexu spark-testing-base, npenHasHayeHHbII 1151
npUGJIMKEHHOTO CPaBHEHUS IBYX 0OBeKTOB DataFrame (mipumep 8.10) mim cpaBHEHMst
OT/IeJIbHBIX 9JIEMEHTOB, KaK B ipumepe 8.11.

Mpumep 8.10. MNpubnmxeHHoe cpaBHeHWe AByX 06bekToB DataFrame

test("npoBepsaem npoueHTHoe copepxaHue cyacTauBbiX naHa") {
val expectedList = List(Row(toronto, 0.5),
Row(sandiego, 2/3.0),
Row(virginia, 1/10.0))
val expectedDf = createDF(expectedList, ("mecTo", StringType),
("npoueHTCYacTAuBbIX", DoubleType))

val inputDF = sqlContext.createDataFrame(pandaInfolList)
val resultDF = HappyPandas.happyPandasPercentage(inputDF)

assertDataFrameApproximateEquals(expectedDf, resultDF, 1E-5)

Mpumep 8.11. MpubnmxeHHoe cpaBHEHUE C NMOMOLLbIO 61bnnoTekn Scalatest n npuMmeHeHne
TNaxa +— K 3/1eMeHTaM CTPOK

assert(expectedRows.length === resultRows.length)
expectedRows.zip(resultRows).foreach{case (ri, r2) =>
assert(rl(0) === r2(0))
assert(rl.getDouble(1l) === (r2.getDouble(1l) +- 0.001))

}



Mony4yeHne TecToBbIX AaHHbLIX 235

ITomMuMO TIPOBEPKHU Ha PABEHCTBO, HEOOXOIMMO TaKKe CO3/1aTh 00BEKT SQLContext st
namntero Habopa recto. ChopMupoBath 00bEKT SQLCOntext MOKHO B MeTozie beforeAll
aHAJOTMYHO TOMY, Kak MbI toctymnanu co SparkContext B ipumepe 8.3.

I'IonyquMe TECTOBbIX AAHHbIX

Jlo cux op Mbl GOKYCHUPOBAIUCH Ha IIPOCTHIX HEGOJIBIINX HAOOPaX TECTOBBIX JAHHBIX,
CO3/1aBaeMbIX BPYYHYIO. DTO HEILIOXO MOAXOAUT /sl 6a30BOI0 MOAYJILHOIO TECTUPO-
BaHus, HO B Spark MHorue ommOKy MposIBASIOTCS JIMIIb Ha O0IbIIMX HabopaX AaHHBIX.
Bes nocratouroro oobeMa (pazHOOOPA3HBIX) TaHHBIX He 0OHAPYKUTH HecOaTaHCUPOBaH-
HOE CEKI[MOHUPOBAHKE, HETPABUIBHYIO 00PabOTKY IyCThIX CEKIUIT U APyTHe MPpoOJIeMBbL.

I/II[GB.JII)HI)IfI MCTOYHHUK TECTOBBIX JaHHBIX — BbI60pKa 13 peaIbHbIX JaHHDbIX, XOTA 3TO
HeE BCeT/la BOSMOKHO BCJIEAICTBUE ITPABOBBIX ACITIEKTOB 1 COO6pa>KeHI/II71 KOH(I)I/IZIGHHI/I&]H)HO-
CTH. Bb160p1<a 13 peayIbHbIX JTAHHBIX — BO MHOTUX CMBICJ/IaX «30JIOTOM CTaHAapT»: HE TIPUXO0-
JUTCA BOJTHOBATHCA, YTO CTEHEPUPOBAHHDIC /TAHHBIC OKAKYTCA HEPEIIPE3CHTATUBHBIMU.

Ecsii TecTupoBaHue HYKHO BBITTOJHUTDH HAa HAOOPE TAHHBIX, KOTOPBII CIUIIKOM BEJUK
[JI TeHepalvy UK XpaHeHnus Ha OTAeJIbHON MallluHe, TO MOKHO IPUMEHUTH Ha-
CTpauBaeMble T€HEPATOPbI CAYYalHBIX pacrpeneeHHbix Habopos RDD 6ubiuorexu
MLIib. ITpu 1cOIb30BAaHUHT 9THX F€HEPATOPOB TIOJIE3HO 0 KPailHel Mepe TOMbITaThCs
MOJIYYUTh COOTBETCTBYIOIIEE PEAJTHHBIM JAHHBIM PACIIPEIE/ICHIE, UTOODI TIPH TIPOBEPKE
00HAPYKUTb JTIOOBIE BO3MOKHBIE IIPOOJIEMBL, CBSI3aHHbIE ¢ ACUMMETPUEN TaHHbIX.

[Tomumo TeHeparu GOJbIINX HAGOPOB JAHHBIX IBHBIM 00Pa30M, CYIIECTBYET ¥ IPyTas
METOJINKA: TECTUPOBAHUE Ha OCHOBE CBOHCTB (property-based testing), mpu koTopom
3a/IAI0TCST MHBAPUAHTBI KOJIA, & TEHEPAIIHS TECTOBBIX BXO/IHBIX MAHHBIX JI€JICTUPYETCS
HOAIpOrpamMMe TIpoBepku cBoiicTs (property checker). TIpu pasyMHOM IPOEKTHPOBAHUT
1107100HbIE TIOIIPOTPAMMBI MOTYT € TOMOII[HIO BCTPOEHHBIX HHCTPYMEHTOB (hpeiiMBOpKa
Spark rereprpoBath mo-HacTOAIEMY MacIITaGHbIE HAOOPHI TAHHBIX JIJIST TECTHPOBAHUSI.

leHepaums 60nbnX HABOPOB AAHHbIX

3avacTyro 1pu TIOUCKE TIPUYNH TIPOOJIEM € TPOUSBOAUTENBHOCTHIO ISl TECTUPOBAHUS
TpebytoTcst 6osibiie HaboOPBI JJAHHBIX. A TIOCKOJIbKY TIPUYHHA TPOOIEM YacTO 3aKJIH0-
YaeTCsda B aCUMMETpUn KJII0Yel U JITaHHBIX, Ba)KHO ITOHMMATb, KaKOe paclipe/ejieHnne
JIOJIZKHO OBITh Y TeHEPUPYEMBbIX JIAHHBIX, KaK 00CYKAaM0Ch B Iiiase 6.

Bepuemcs k mpumepy co 3matoBrackoil. Ecam Hara oBesiHast Karma wiv JiioOble 1py-
THe PHIHOYHBIE TaHHBIE PACHPEAEISIOTCS TI0 TOYTOBOMY MHAEKCY, TO B KOHIIE KOHIOB
OKaJKETCsl, UTO Ha OJTHU WH/IEKCHI IPUXOIUTCS TOPA3I0 OOJIbIIE JaHHbIX, YeM Ha JAPYTHE.

Bo dpeiimBopke Spark B o6bekte RandomRDDs (http://spark.apache.org/docs/latest/api/scala/
index.html#org.apache.spark.mllib.random.RandomRDDs$) 6u6anoTexu m11ib umeroTcst
BCTPOEHHBbIE KOMITOHEHTBI JIJIsI TeHepalu ciaydaitabix #Habopos RDD. B HeMm ecTh
BCTpOEHHbIE (DYHKITUU-FeHEPATOPbI /i1 9KCIIOHEHITUAIBHOTO, FaMMa-, JIOTapu(MIUIeCKoro,
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HOPMAaJILHOT'O, ITyaCCOHOBCKOTO M PABHOMEPHOTO pacipeeaeHnii Kak s Habopos RDD
yrcen tuna double, Tak u st Habopos RDD Bekropos. [Ipu HaIUUUK JaHHBIX C He-
CKOJIbKUMHU pacrpeieieHns M (Kak B 3a7iaue 3J1aTOBJIACKN) MOKHO CTeHEPUPOBATh
pasJInyHbIe KOMIIOHEHTBI M COETMHUTH WX, UTO U TIpeicTaBieHo B ipumepe 8.12. B ciry-
vyae GoJiee CJAOKHBIX TUTIOB JIAHHBIX UM IPYTHX PACIPENETEHUN MOKHO Pean30BaTh
COOCTBEHHBII TEHEPATOP HIIEMEHTOB, PACIINPUB KJiacc RandomDataGenerator.

B 6onee HoBbIX Bepcusix 6ubnmotekn spark-testing-base Ha ocHoBe obbekTa
RandomRDDs reHepupytoTcst Habopbl AaHHbIX, CIULLKOM 60/1bLUME AN1S TOKaSIbHOM
MaLlnHbl. HekoTopble Apyrne 6ubanmoTeky NPOBEPKU CBOMCTB MoKa elle He Moa-
LEPXMBAIOT 3Ty BO3MOXHOCTb.

Mpumep 8.12. MNeHepauWs AaHHbIX C LIENbI0 MacliTabupoBaHUA NPOU3BOANUTENBLHOCTU ANs NpuMepa
€O 3n1aToBNacKom

/**
* [eHepupyeM fAaHHble 3naTOBNACKM C OAHMM M Tem xe ID.
OXnaaeTca, 4TO MOYTOBblE UHAEKCH MOAYMHANTCA SKCMOHEHUUanbHOMY
pacnpefeneHnn, a camu flaHHble — HOpMasibHOMY .
YnpouweHo, 4Tobbl u3bexaTb TPOWHOI onepauuun zip.

I'Ipmmeanme: KO/IM4eCTBO CreHepupoBaHHbLIX CTPOK MOXeT OKa3aTbCA MeHblle
3anpolweHHoro BcaeacTene passiudHbIX pacnpep,enewﬁ B pPa3HbIX CceKunAax
npu BbIYHUC/IEHUXM MOHYTOBOro UHAEKCa MO ceKuunam.

* X X X X X X

*/
def generateGoldilocks(sc: SparkContext, rows: Long, numCols: Int):

RDD[RawPanda] = {

val zipRDD = RandomRDDs.exponentialRDD(sc, mean = 1000, size = rows)
.map(_.toInt.toString)

val valuesRDD = RandomRDDs.normalVectorRDD(
sc, numRows = rows, numCols = numCols)

zipRDD.zip(valuesRDD).map{case (z, v) =>
RawPanda(1, z, "6onbwaa", v(0) > 0.5, v.toArray)

}

}

TTpoexkr spark-sql-perf (https://github.com/databricks/spark-sql-perf) ot kommanuu Databricks —
etie oiuH 0Opaserl reHeparuu OoJIbIUX HaOOPOB TAHHBIX st TecTrpoBaHust. C moMo-
mpio ScalaCheck mMoxHO Takske co3garh (PUKTUBHBINA TECT, YTOObI COXPAHSATDH JaHHbIE
JUISL ICTIONIb30BAHUSA UX B OyLyIeM.

Bbibopka

Eciit 910 BO3MOYKHO B BallieM cJiydae, TO BBIGOPKa PeabHbIX JAHHBIX — OTJINYHBIN
HCTOYHWK TECTOBBIX JaHHbIX. DyHKIIMOHAIBHOCTD Kak Habopos RDD Spark Core, Tak
u HabopoB RDD 1map «kiiou — 3HaueHue» MOJIEPKUBAET HACTPAUBAEMbIE CJIydaiiHbIe
BeIGOpKH. Kora pabora 3aBUCHT OT COEIMHEHUN HECKOIBKUX TabJIHIL, BaKHO, YTOObI
TabJuia ¢ BIOPAHHBIMU JAHHBIMU COJIEPIKAIA BCE HY/KHBIE 3aITUCH.
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[Tpocreiiinmii crtoco6 BEIGOPKH, BKIIOYEHHBIH TTPsAMO B kaace RDD, — ¢yHkIms sample
CO CIIEAYIOMUMHY TapaMeTpaMu: withReplacement: Boolean, fraction: Double, seed:
Long (optional) (mpumep 8.13). biaromaps uM MOKHO yKa3aTh, KaKas 4aCTh JaHHbBIX
HY’KHa, U OCYTIECTBUTD BHIOOPKY 6e3 0COOBIX TIPOBITEM.

Mpumep 8.13. Buibopka v3 0bbiyHOro RDD

rdd.sample(withReplacement=false, fraction=0.1)

Pa3Mepbl UTOroBOM BbIGOPKM 334a0TCS B BUZE 0NN OT BXOAHBIX AaHHbIX: B ClyYae
HaZloBHOCTY B MOBbILAOLLEN AMCKPETM3aALMM STOT MapaMeTP MOXHO yka3aTb >1,
ecnun withReplacement=true.

B 3aBuCHMMOCTH OT TOTO, BBIIIOJIHSIETCA JIM BBIOOPKA ¢ BO3BpalleHUEeM, METO sample
dopmupyer o0bekT PartitionwiseSampledRDD ¢ BYMsI pa3JMYHBIMU METOAAMU [IOJIY-
yenust Bi6opku (Ilyaccona miu Beprymm). Ecii tpeGyercst Goiblie BO3MOKHOCTEN
HACTPOUKHU, TO MOKHO HEIIOCPEJICTBEHHO CO3/IaTh 00beKT Part itionwiseSampledRDD
€ HY’KHBIM METOJIOM BBIGOPKH MIPU YCJIOBUH PeaJU3alliy UM THIIa)ka RandomSampler 13
rmakera org.apache.spark.util.random.

BbinonHeHne BbIGOPKM MOXET MOHAZ06UTLCS U NMPU MaLUMHHOM 06y4YeHun. IHoraa
cnocobHa NpuroanTbCs Bbibopka M3 MHoXeCTBa X (TO eCTb YaCTb 3/1IEMEHTOB MHO-
xectBa X) n ee JoOMNoNHeHNe (MHOXECTBO BCEX HE BXOASALLMX B HEE 3/1IEMEHTOB),
1 B 3TOM CJTydae 6naroaapst Co3aaHuIo Bpy4Hyto obbekTa PartitionwiseSampledRDD
NOsIBNSIETCS BO3MOXHOCTb MCNosb3oBaTh dyHkumio cloneComplement() ans cop-
MMUPOBaHWUs AononHeHnst Habopa PartitionwiseSampledRDD.

I[Ipu pabote ¢ JAaHHBIMU U3 HECKOJIBKUX KJIACCOB YaCTO HYKHA TAPAHTHUS, YTO B BEIGOPKE
MIpe/ICTaBIeHbI JAHHbBIE U3 KAXKI0TO Kiaacca. MeTo/bl sampleByKeyExact 1 sampleByKey
IPUHUMAIOT Ha BXOJI€ ACCOIMATUBHBII MACCHB C MPOIIEHTHBIM COOTHOIIEHUEM ISt
KaK/[OTO U3 KJIFOUel, 61aroiapst 4eMy CTaHOBUTCSI BO3MOSKHO BBITIOJTHEHUE CTPATUhU-
upoBaHHOi BEIGOPKH (npuMmep 8.14). B 3aBucuMocTit 0T TpeOYyeMbIX aCIIEKTOB MOKHO
c/leNiaTh Tak, YToObI BIOOPKA OTpasKaia PacipeieieHe KIoYell BO BXOIHBIX JTaHHBIX
WJIA TeHEPAJTbHOU COBOKYITHOCTH, MOIBITATHCS CO3/aTh cOANTAHCUPOBAHHYIO BEIOOPKY
13 HecOaIaHCUPOBAHHOI reHepanbHoil cookynHoctn (HAM/SPAM) uin noay4uTth
oTpe/leJICHHBIN MPOIIEHT T0JIb30BaTeeH U3 PA3HBIX MECT C TIeJIbI0 TTPOBEPUTDH, KOP-
PEKTHO JI OHU 00pabaThIBAIOTCSL.

Mpumep 8.14. CtpaTuduumpoBaHHas Bbibopka

// 5 % KpacHblX NaHg U 50 % rUraHTCKUX NaHg
val stratas = Map(“"kpacHasa" -> 0.05, "ruraHrtckas" -> 0.50)
rdd.sampleByKey(withReplacement=false, fractions = stratas)
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Muoraa BosspaTta BbIOOPKU B ogHOM Habope RDD HemocTarouHo 1 HYKHO OZHOBpE-
MEHHO BBIIIOJIHATH BEIOOPKY B HECKOJIBKO pasIMYHbIX Habopos. DyHKIus randomSplit
NPUHKUMAET Ha BXOJIe MAaCCHB BECOB, a Bo3Bpaliaer MaccuB Habopos RDD c ajiemeHTaMu
MIPOTIOPIIUOHATHHO 3TUM BECAM.

B Habopax DataFrame 1ocTyIHB (QyHKIMK sample v randomSplit. IIpu HEOOXOAUMOCTH
BBIIIOJIHUTD CTPATHU(MUIMPOBAHHYIO BIGOPKY 13 Ha60pa DataFrame cHavaJia Hy>KHO IIpe-
obpasosath ero B Habop RDD.

[poBepka CBOMCTB C MOMOLLbIO
onbnuortekm ScalaCheck

ScalaCheck (https://www.scalacheck.org/) — 6uboTeKa TECTUPOBAHUS HA OCHOBE
cBOMCTB 11a g3bika Scala, mogo6nas 6ubanorexe QuickCheck sazbika Haskell (https://
hackage.haskell.org/package/QuickCheck). TecTpoBanme Ha OCHOBE CBOMCTB MTO3BOJISIET
3a/1aTh VIS KOJla MHBAPUAHTHI (JIOMYCTUM, BO BCEX PE3yJIbTaTaX JOJIKHA COAEPKATHCS
MOJACTPOKA «IIaHAa» ), a OMbJNOTEKa TECTUPOBAHUS CreHEPUPYET PasJIMUHbIe BUIbI
TeCTOBBIX HaHHbIX. [IBe Gubamoreku, sscheck (https://github.com/juanrh/sscheck) 1 spark-
testing-base (https://github.com/holdenk/spark-testing-base), peaju3ytoT TeHEPaTOPbI sk
dpeiimBopka Spark. TIpoepka cBoiicTB ¢ momMotibio 6uborekn spark-testing-base
mpoxeMoHCcTprpoBana B mpumepe 8.15.

Mpumep 8.15. TecTMpoBaHWE Ha OCHOBE CBOMCTB C nomolubto ScalaCheck

// TlpocTOoe CBONCTBO: OTOOpaxeHWe He [ONKHO MEHATb KOINYECTBO S/1EMEHTOB
test("oTobpaxeHue He AONXHO MeHATb KonuM4ecTBo demeHToB ") {
val property =
forAll(RDDGenerator.genRDD[String](sc) (Arbitrary.arbitrary[String])) {
rdd => rdd.map(_.length).count() == rdd.count()

}

check(property)
}

Bubsmoreka ScalaCheck aBromarnueck reHepUpyeT MHOKECTBO YaCTO BCTPEYAOTIIXCST
IPAaHUYHBIX YCJIOBHIT, HO MOJKHO TaKKe YKa3aTh BXOJHbBIE IAHHBIE, KOTOPBIE, TI0 HAIIIEMY
MHEHUIO, CTIOCOOHBI BBI3BATH MpobaeMbl. Cam Terepatop cozpaet Habopsr RDD ¢ pas-
JIMYHBIMHU PasMepaMi CEKINii ¢ TEHIEHIINEN K CO3[aHUI0 OTPEIEJIEHHOTO KOJINYeCTBA
MTYCTBIX CEKITU.

Boruncienue pasinunii Habopos RDD. JlokasbHbiil c60p JaHHBIX pabOTaeT HEIIOXO,
€CJIM TECTOBbIE JIAHHBIE JIOCTATOYHO HEBEJIUKH JIJIsT TOTO, YTOOBI MX MOJKHO OBLIO cOOPaTh
Ha JTOKAJIBHYIO MaIiuHy. B ciryuae BBIMOTHEHMS TECTOB B KJIaCTEPE MPU HOTBITOM Ha-
6ope TaHHBIX IPUXOAUTCS BEIYKUCIATD PAa3HUILYy MeskLy Habopamu RDD — Ge3 nepegaun
BCEX JIAHHBIX 0OPATHO B KJIACTEP.

Bousblyio yacTb MOy IBHBIX TECTOB MOKHO BBITTOJTHUTD € TOMOIIBIO OJTHUX JIUIIb METO-
I0B parallelize u collect; ogHako 1pu cpaBHeHun Habopos RDD, Kak U cpaBHEHUU
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KOJLTEKIIUH, eCTh HECKOIbKO BAPUAHTOB. MBI PACCMOTPHM JIBA CJIyYast: KOTIA MOPSIIOK
BasKCH M KOTJ/Ia HECYIIIECTBEHEH.

Hautiem co cpasrenust 1Byx HabopoB RDD B ciryuae, KoT/ia MpenosaraeTcs OIMHAKOBas
WX YIOPSAZ04eHHOCTh (Tipumep 8.16). DTo BOBMOKHO MTPU BBIZ0OBE METO/IA sortByKey,
107100HO TOMY KaK MbI TIOCTYITHJIN B 33/1a4e 3JIATOBJIACKH MTOCJIE O/ICUeTa YHUKAIbHBIX
3HaueHui. B ciyuae oquHaKOBBIX 00BEKTOB Partitioner MOKHO 00beAnHUTD 1Ba RDD
C TIOMOTIILIO OTIEPATINH z1ip U CPABHUTH SJEMEHTDI HETIOCPEICTBEHHO, He3 TIePeTacOBKH.
B 1ipoTrBHOM ciydae MOKHO MPOCTO CEKIIMOHUPOBATh oinH 13 RDD 3aH0BO Tak, 4TOGbI
OH COOTBETCTBOBAJI BTOPOMY.

Mpumep 8.16. CpaBHeHWe Habopos RDD
/**
* YTBepxAaeTcs, 4To ABa Habopa RDD paBHbl (MpU OJMHAKOBOM YMOPAAOYEHWM) .
* EC/IM OHW paBHbl — YyTBEPXAEHUE BbIMONHAETCA YCMEWHO,
* ecnu HeT — 3aBepwaeTcA OWWMHKOW.
*/
def assertRDDEqualsWithOrder[T: ClassTag](
expected: RDD[T], result: RDD[T]): Unit = {
assertTrue(compareRDDWithOrder(expected, result).isEmpty)

}
/**
* CpaBHuMBaeM ABa Habopa RDD c y4eToM ynopsafoYeHHOCTH
* (Hanpumep, [1,2,3] !'= [3,2,1]).
* B cny4vae pasnuyHbix obbekToB Partitioner pgna sToro notpebyeTtcAa
* HeCKONIbKO MPOXOLO0B MO MCXOAHBIM [AHHbIM.
* B cnyyvae paBeHCTBa Bo3BpawaeTcs None, B MPOTMBHOM CjlyYyae BO3BpawaeTcs
* Some C MepBbiM pPa3ANYANWMMCA S/IEMEHTOM.
* ECNM ANWHBI He COBMafawT, TO OAWH W3 [BYX KOMMOHEHTOB MOXeT 6biTb paBeH None.
*/

def compareRDDWithOrder[T: ClassTag](
expected: RDD[T], result: RDD[T]): Option[(Option[T], Option[T])] = {
// Tpu Hanu4um u3BecTHoro obbekTa Partitioner npocTo BbINONHSAEM
// onepauuw zip.

if (result.partitioner.map(_ == expected.partitioner.get).getOrkElse(false)) {
compareRDDWithOrderSamePartitioner(expected, result)
} else {

// B MpOTUBHOM Cny4yae MHAEKCUPYEM BCE SJIEMEHTHI.
def indexRDD[T](rdd: RDD[T]): RDD[(Long, T)] = {
rdd.zipWithIndex.map { case (x, y) => (y, X) }

val indexedExpected = indexRDD(expected)
val indexedResult = indexRDD(result)
indexedExpected.cogroup(indexedResult).filter { case (_, (i1, i2)) =>
il.isEmpty || i2.isEmpty || il.head != i2.head
}.take(1).headOption.
map { case (_, (i1, i2)) =>
(il.headOption, i2.headOption) }.take(1).headOption
}
¥

/**

* CpaBHuMBaeM ABa Habopa RDD. B cny4vae paBeHcTBa Bo3BpawaeTcsa None,
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* B MPOTUBHOM C/y4ae BO3BpaWaeTcs Some C MNepBbM Pa3NYalWMMCH 3/1EMEHTOM.
* CyuTtaem, 4To 06beKTbl Partitioner opuHakoBbl.
*/
def compareRDDWithOrderSamePartitioner[T: ClassTag](
expected: RDD[T], result: RDD[T]): Option[(Option[T], Option[T])] = {
// B cny4ae pasnuyHbIX ANMH 3N1eMeHToB npeobpasyem B 0b6bekTbl Option
// v 3anonHaem None.
expected.zipPartitions(result) {
(thisIter, otherIter) =>
new Iterator[(Option[T], Option[T])] {
def hasNext: Boolean = (thisIter.hasNext || otherIter.hasNext)

def next(): (Option[T], Option[T]) = {
(thisIter.hasNext, otherIter.hasNext) match {
case (false, true) => (Option.empty[T], Some(otherIter.next()))
case (true, false) => (Some(thisIter.next()), Option.empty[T])
case (true, true) => (Some(thisIter.next()), Some(otherIter.next()))
case _ => throw new Exception("Bbi3oB next nocne Toro, Kak 3JeMeHTbl

3aKoHYuamch")
¥
¥
}
}.filter { case (v1, v2) => vl != v2 }.take(1).headOption
}

Eciin mopsinox He nMeeT 3HAYEHUS U TOCTATOYHO OTIEPATOPA CPABHEHUS HA PABEHCTBO,
TO MOKHO COBMECTHO CIPYIIIUPOBaTh ABa Habopa RDD (BMecTe ¢ (GUKTUBHBIMY 3HAYE-
HUSIMN ), KaK TIOKa3aHo B mpumepe 8.17.

Mpumep 8.17. CpaBHeHve HabopoB RDD 6e3 yuyeTa nopsiaka

/**
* YTBepxpaeTcA, YTO ABa Habopa RDD paBHbl (6e3 yyeTa ynopsfoOYeHHOCTH).
* EC/IM OHM paBHbl — YTBEpXAEHWE BbINOJHAETCA YCMewHo,
* ec/n HeT — 3aBepwaeTcA OWUHKON.
*/
def assertRDDEquals[T: ClassTag](expected: RDD[T], result: RDD[T]): Unit = {
assertTrue(compareRDD(expected, result).isEmpty)

}

/**
* CpaBHuMBaeM gaBa Habopa RDD, He TpebyAa, 4TOObl OHW 6bIAM YNOPALAOYEHD
* oAMHakoBbM obpasom. B cnyyae paBeHcTBa Bo3Bpawaetcs None,
* B MPOTUBHOM C/ly4yae BO3BpawaeTcs Some C MNeEpBbM Pa3/MYalWMMCH S/1EMEHTOM
*
* @Bo3BpawaeT None, ecnu ABa RDD paBHbl, uan Some, coaepxawuit MHPOpMaLM
* 0 MEepBOM pa3/MYallLEMCs S/eMEHTE.
* MHdopmauns o pasnuyuumu npepcTaBaseT coboil KopTex
* U3 Tpex 3N1eMeHTOB: (K4, YUC/IO BXOXAEHWA K/KHYa B OXUAAEMbIA
* Habop RDD, 4MCNO BXOXAEHWIA K/W4Ya B WTOroBblili Habop RDD).
*/

def compareRDD[T: ClassTag](expected: RDD[T], result: RDD[T]):

Option[(T, Int, Int)] = {

// OTobpaxeHue M MOACHET KOJNIMYECTB AN BCEX YHUKA/IbHbIX 3/1EMEHTOB.
val expectedKeyed = expected.map(x => (x, 1)).reduceByKey(_ + _)
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val resultKeyed = result.map(x => (x, 1)).reduceByKey(_ + _)

// Tpynnupyem u ¢unbTpyem pasnuyua.

expectedKeyed. cogroup(resultkKeyed).filter { case (_, (i1, i2)) =>
il.isEmpty || i2.isEmpty || il.head != i2.head

}
.take(1).headOption.
map { case (v, (i1, i2)) =>
(v, il.headOption.getOrElse(@), i2.headOption.getOrElse(@)) }
¥

ITHU TIPUMEPDI, BEPOSITHO, HE OTPAXKAIOT B TOYHOCTU TO, KAK HEOOXOAUMO MPOBEPSITH
PaBEHCTBO, HO MIPU JKEJTAHUU UX MOKHO 06061mmTh. CpaBHMBasi, ckakeM, Habopsl RDD
yuceJs Tulla double, MOXKHO CHavyaja UX OTCOPTUPOBATH, a 3aTe€M BOCIIOJb30BATHCS
dyuxiueit, ananroruyHoii comparewWithOrder, HO IPOBEPATH C HEKUM JIOIIYCKOM, a He
YCTAHABJINBATD TOYHOE PABEHCTBO.

ToT »e 06wuit noaxoa paboTaeT 1 4/1s BbIUMCTIEHNS] Pa3HOCTM Habopos DataFrame,
OH peanu3oBaH B bubnunoteke spark-testing-base B metogax equalDataFrames
n approxEqualDataFrames.

KomnnekcHoe TeCTupoBaHue

WNuorpa s TeCTUPOBAHMS CUCTEMBI HEJOCTATOUHO MTPOCTOrO CO3/IaHNA (DUKTUBHBIX
HUCTOYHUKOB JJAHHBIX 1 UMUTAIIMOHHOTO MOJIEJTMPOBAHUS (MU 9TO OKAa3bIBACTCS CJIUIII-
KOM CJIOJKHOM 3ajaueii). KomIiekcHoe TecTUpoBaHUE U BBIICHEHME IPUYMH OTKA30B
B MOMEHT €ro BbITIOJIHeHUsT TpebyeT GoJibliie BpeMEeHU, YeM MOJYJIbHOE, OJJHAKO TIPH
HTOM BBISIBJISIIOTCSI COBEPIIEHHO JIPYyTUE TUTIBI OMHO0K. KOMILJIEKCHOE TecTHPOBaHUE
MOKHO KOMOUHUPOBATH ¢ HEKOTOPBIMU 13 BBIIIEYIOMSHYTHIX METOJIOB ITPOBEPKH TIPO-
U3BOJUTEIBHOCTHU, YTO MO3BOJIUT OIIEHUTH ITPOU3BOIUTEILHOCTD HE TOIBKO (PparMeHTOB
KO/Ia, HO 1 CUCTEeMbI B 11€JIOM.

Bbl6op cpeabl KOMMIEKCHOrO TECTUPOBAHUS

Pano nmm ITO3/IHO HACTYIIA€T IpeJAeJ TOMY, YTO MOKHO ITPOBEPUTDH C ITOMOIIbIO MOYJIb-
HBIX TeCcTOB. B MacmTaGHbIX I/IH(I)OpMaHI/IOHHI)IX CHUCTEMax paclpoCTpaHE€eHHbIM NCTOY-
HUKOM OIIMOOK ABJISIOTCS OIINOKH IIpy 1noJiy4eHmnun, BHECEHUU U O6pa6OTK€ JIaHHBIX
JUIST TOCJIEAYIOIIETO MCITOJIb3OBaHUA, 4 TAKIKE PA3HOIJIACHUA B ITIOHMMaHN (bOpMaTOB.
HOBTOMy KOMIIJIEKCHOE TECTUPOBaHME CUCTEMbI Bas)KHO — XOTS U ITPEJACTABJIAECT coboii
6oJtee CJIOKHYIO 3a/a4y, 4Y€M MO/YJIbHOE.

JlokanbHbI PEXKUM TECTUPOBAHU. XOTS MBI TOBOPHUJIN O JIOKAJIbHOM PEKMME TECTH-
PpoBaHMA B OCHOBHOM B KOHTEKCTE MOAYJTbHOTO TECTUPOBAHUSA (CM. pasaen «MOI[yJIbHOG
TEeCTUpPOBaHME» Ha C. 228), JUIA JOCTATOYHO HeOOTBITNX IIPOEKTOB ITPHU KOMIIJIEKCHOM
TECTUPOBAHNN MOJKHO MCITOJIb30BATHh HEMAJIO aHAJJOTUYHBIX METO/INK. Bwmecto CO31aHuA
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(PIKTUBHBIX NCTOUHNKOB JAHHBIX U TPUMEHEHWS TaKuX (DYHKITNI, Kak parallelize uin
queueStream, MOXHO 33/1efiCTBOBATh YMEHbIIIEHHbIE BEPCUM HAITNUX XPAHUJINI UJIN TO-
TOKOBBIX MCTOYHUKOB JaHHBIX.

C nomompio Docker. Konreiirneps: Docker — yno0HbII ¢110c00 KOMIIOHOBKU U Pac-
MPOCTPAHEHNST 0OIETYEHHBIX BUPTYAIBHBIX KOHTEHHEPOB, CYIIECTBEHHO YITPOIIAIOIIHIT
aBTOMaTIUYecKoe pasBeprbiBaHie. OHM 0COOEHHO YIOOHBI IJIsSI KOMILIEKCHOTO TECTHPO-
BaHUSI B CJIyUae PACHPEIEIEHHBIX CUCTEM, MOA0OHBIX Spark, /it KOTOPBHIX TPeOyIoTCst
U pabOTHUKHU, W BELYIIUHN Y3€J1, a TAKXKe PasAMYHbie HeOOXOIMMBIE /TSt BAIIUX JTaHHbIX
cepsuchl (Hanpumep, HDFS, Mongo u 1. a.). CyiiecTByeT HeCKOJIbKO 06pasiioB po-
€KTOB 10 HACTPOIiKe cpe/ibl KOMILIEKCHOTO TecTupoBanus Spark Ha ocHose Docker,
BKJtouast co3nanubiii @cfregley mpoext pipeline (https://github.com/PipelineAl/pipeline/
wiki) u mpoext spark-perf kommanuu Databricks (https://github.com/databricks/spark-perf).

Munu-kaacrepst Yarn. Berpoennbie B Hadoop 6ubmmorexn TeCTUPOBAHUST TO3BOJISIFOT
HaCTpanBaTh JOKAIbHBINA Kaactep Yarn ere 60Jee mpocThiM CoCOOOM TI0 CPABHEHUIO
naxe ¢ Docker. TIpu HexBaTKe pecypcoB JIjist HACTPONKY MTOJTHOMACTIITAGHOTO TECTOBOTO
KJIacTepa I HeOOXOANMOCTH BBINTOJTHUTH KOMILIEKCHBIE TECTHI CPEAHET0 YPOBHSI CJIOK-
HOCTH MMHH-KJIACTEPH! Yarn — JO0CTATOYHO HETIJIOXOHW BapUaHT.

Munu-kiactepbl Yarn oJMIeTBOPSIIOT KOMITPOMUCCHOE PElieHne, UX MOKHO HACTPOUTD
st pabotsl B JVM. B pantux (110 1.6) Bepcusix ppeiimBopka Spark coBmenarh tecTbl Ha
OCHOBE MUHH-KJIACTEPOB Yarn ¢ PyriuMu TeCTaMu ObLIO HETIPOCTO M3-32 COXPAHSIEMOTO
rio6aIbHOro cocrosHus. B 6ubamoreke spark-testing-base (https://github.com/holdenk/
spark-testing-base) mMeeTcst IpUMep UCIIOTb30BAHKUS MUHH-KJIACTEPOB Yarn ¢ dhpeiim-
BOpKOM Spark.

Bce st BapraHTbl OIrPaHUYUBAIOTCA TECTUPOBaHHUEM Ha OI[HOﬁ MalllMHe, 4ero Hea0-
CTaTOYHO /11 IPOBEPKU BO3MOKHOCTHU MaCIHTa6I/IpOBaHI/IH cucrtembl. K CHaCThbIO, Cyle-
CTBYIOHNIME CTaH/IaPTHBIC PEKUMbI Pa3BEPTbIBAHUA Spark CTOJIb JK€ XOPOoHIO MOAXOIAT
[T KOMILJIEKCHOTO TECTUPOBAHUA.

Ecnu y Bac yxe HactpoeH knactep YARN, TO BbIMOMHWUTL KOMIMJIEKCHbIE TECThI
C nomoLLbto pexxmma yarn-client He coctaBuT H1kakmx npobnem. Ecnu xe y Bac HeT
NOCTOSIHHO paboTatoLero Knactepa, TO MOXHO C IerKOCTbO AMHAaMUYECKU 3any-
CKaTb Knactep no Mepe HeobxoanMOCTY, 3aAeNCTBYs cLeHapumn EC2 dpeiimBopka
Spark. Pexxumbl pa3sepTbiBaHusl Spark nogpobHo onucaHbl B rnaee 7 Learning
Spark, a Takke B pasgene «O630p KIAaCTEPHOro pexunma» AOKYMeHTauuu no
dpeitmBopky (http://spark.apache.org/docs/latest/cluster-overview.html).

KOHTpO/b Npon3BOAUTENBHOCTH

OcHoBHast IPUUIHA, TT0 KOTOPOI UMEET CMBICII CTI0Ab30BaTh Spark (1 unTarh aTy KHU-
ry), — BbICOK0a(deKTIBHAsT 06paboTKa HOMBITNX TAHHBIX. A TOTOMY BaXKHO YOETUTHCH,
YTO TIPOU3BOUTENTBHOCTD IIPU BallleM KOHKPETHOM CItocobe pUMeHeHust (hpeiiMBOpKa
COOTBETCTBYET OKUIAeMOM.
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KOHTpO/1b NpOoM3BOANUTENBHOCTM C MOMOLLbIO CHETUMKOB Spark

Bo Bpems BbiosiHeHUS 3a4aH1ii Spark oTciieknBaeT 3HaYeHUS MHOKECTBA CYCTUUKOB,
HeMaJlas 4acTh KOTOPBIX MOKET IIPUTOAUTHCS P OTJIaIKe IIPOOJIEM € IIPOU3BOUTENBHO-
crbio. Beb-unrepdeiic Spark nmpegocTasisger JoCTyIl KO MHOTUM CYeTYNKAM, a YT00bI 0Opa-
IATHCS K HUM IIPOrPAMMHO, HEOOXOIMMO 3aperncTpupoBaTh 00beKT SparkListener (http://
spark.apache.org/docs/latest/api/scala/index.html#org.apache.spark.scheduler.SparkListener) st
cbopa uHbopMarun. Spark ucrosm3yer 0OpaTHbIE BHI30BBI JIJIST BBIIAYH METPHK, & OOJIBIITY 0
YacTh HY;KHOU HHMDOPMAIIUN O TPOU3BOAUTENLHOCTH MOKHO TIOJIYIUTh C TIOMOIIBIO Me-
Toma onTaskEnd, /71T 9ero ppeliMBOPK MpeIocTaBIsIeT Kiaace SparkListenerTaskEnd (http://
spark.apache.org/docs/latest/api/scala/index.html#org.apache.spark.scheduler.SparkListenerTaskEnd).
B umcJie 9THX METPUK: KOJIMYECTBO IIPOYUTAHHBIX OAITOB, BPeMsI BBIIIOJIHEHMS, KOJIMYECTBO
MPOYUTAHHBIX 3aruceit u ap. (nmpumep 8.18).

Mpumep 8.18. MNpocToii 06bekT SparkListener ang nonyyeHns BpeMeHU BbINOHEHUS!

class PerfListener extends SparkListener {
var totalExecutorRunTime = oL
var jvmGCTime = OL
var recordsRead = oL
var recordsWritten = oL
var resultSerializationTime = oL

/**
* Bbi3piBAaeTCA NpW 3aBepleHun 3apayu
*/

override def onTaskEnd(taskEnd: SparkListenerTaskEnd) {
val info = taskEnd.taskInfo
val metrics = taskEnd.taskMetrics
updateMetricsForTask(metrics)

}

private def updateMetricsForTask(metrics: TaskMetrics): Unit = {
totalExecutorRunTime += metrics.executorRunTime
jvmGCTime += metrics.jvmGCTime
resultSerializationTime += metrics.resultSerializationTime
recordsRead += metrics.inputMetrics.recordsRead
recordsWritten += metrics.outputMetrics.recordsWritten

}

¥

C OMOII[BIO ATOTO CIYTITATES MOXKHO OBICTPO TIPOKOHTPOIUPOBATH 06IIEe BPEMs Bbi-
noHeHus (npumep 8.19).

Mpumep 8.19. TecT Ana NONyYeHNs BpeMEHU BbINONHEHNS

test("Mpon3BoanTenbLHOCTL MoacyeTa yucna caos") {
val listener = new PerflListener()
sc.addSparkListener(listener)
doWork(sc)
println(listener)
assert(listener.totalExecutorRunTime > 0)
assert(listener.totalExecutorRunTime < 10000)



244 MnaBa 8 e TecTupoBaHue 1 BanMaaums

[MpoeKTbl, NpegHa3Ha4YeHHble 415 KOHTPOS
npon3BoaANTENIbHOCTU

Cy1iecTBYIOT /IBa TIPOEKTA, YaCTO MPUMEHSIEMBIX TIPU KOHTPOJIE TPOU3BOIUTETHHOCTHI
saganuii Spark. TTaker spark-perf (https://github.com/databricks/spark-perf) ot KoMIanun
Databricks npeanasnauen ajist cpaBHEHMS IPOU3BOAUTEILHOCTH Pa3JIUMYHbIX BEPCHUIL
(dpeiiMBopka Spark, HO UM MOKHO BOCITOJIb30BATHCS U JIJisl TECTUPOBAHUST IPOU3BO-
JATEJIBHOCTH Halrero cobcrBeHHoro koza. Spark-perf wanucan na sispike Python, Ho
B OCHOBHOM CJIYKUT JIJIsSI TPOBEPKU MMPOU3BOJMTENHLHOCTH KO/Ia Ha st3bike Scala. B no-
kiaze Testing Spark: Best Practices («TectupoBanue Spark: pekoMeH/IyeMble TPaKTh-
ku» ) (https://spark-summit.org/2014/wp-content/uploads/2014/06/Testing-Spark-Best-Practices-
Anupama-Shetty-Neil-Marshall.pdf) Ha kKordepentuu Spark Summit — 2014 npepraraercst
sageiicrBoBars Gatling (https://gatling.io/) coBmectHo ¢ Spark Jobserver (https://github.
com/spark-jobserver/spark-jobserver), 4To 1I03BOJIIET AeIaTh 3ajaHus Spark BUAMMBIMU KaK
REST-cepBuch! /7151 11€71€8 TeCTUPOBAHUS IPOUZBOIUTENBHOCTH.

Banvpaumsa 3agaHui

IIpeskie 4eM UCIOIB30BATh PE3YIbTAThI BBIIOJHEHUS 3aanuii Spark, Heo6X0aMMO
yOeauThCsI, UTO OHU COOTBETCTBYIOT OKUIAHUSM,. BasKHYIO POJIb IPU HTOM UTPAET
Basnanus 3ajanuii. C TOMOIIBIO HAKOTTUTEIEH MOKHO OTCIEKUBATDH 3HAUMMYIO JIJIS
3aJ1aHusT HGOPMAIIMIO, HATIPUMED KOJTMYECTBO KOPPEKTHBIX U HEKOPPEKTHBIX 3aIliCeit
WJIN TIOJIB30BaTeNeH, /1711 KOTOPBIX ¥ BaC HET PeKOMEH/IAIn .

Jluig Basmmpanyuy 3a1aHuit MOKHO BOCIIOJIB30BATHCS YacThIo MH(MOPMAIUU, 0 KOTOPOU
MbI TOBOPUJIU B T10/Ipa3jiesie « KOHTPOJIb TPOU3BOAUTELHOCTU € TIOMOIIHIO CUETYMKOB
Spark» Ha c. 243. MosKHO 3a/1eiiCTBOBATh TOT JKe CJIyIIaTe b C arperupoOBaHUeM Pe3yJib-
TATOB Ha BCEX dTarax.

Hakomnurenu Spark Takske MOKHO MCHOIB30BATD JIJIsT BATUIAINNHN 3aaH1id. Pactipo-
CTPAHEHHBII CIleHAPUIT TPUMEHEHUs] HAKOIIUTeleil — OTCJIeKUBaHUe KOJIUIECTBA
HEKOPPEKTHBIX 3amuceil ipu 06paboTKe JaHHBIX. DTH HAKOMUTEIN MOXKHO He TOTBKO
3a/1efiCTBOBATD /s OTJIAJIKK, HO U CIEJIaTh UX YaCThIO aBTOMATH3MPOBAHHOTO Habopa
TecToB i Bamupanui. [Tockonbky HakomuTesu Spark crpagaoT ot mpobaeMbl Iepruo-
audeckoro (MpuYeM HHOT/IA HETPEICKa3yeMOoT0 ) IBOWHOTO yueTa MpUOaBIISeMbIX K HUM
3HAUEHUI, TO BA)KHO JIeJIaTh BCE TPABUJIA BAIUIAIMK OTHOCUTETBHBIME (HAIIPIMeD,
KOJINYECTBO HEKOPPEKTHBIX 3aITHCel /BCero 3armceii).

YipocTuTh Harmcanme aTUX MpaBuJI IpuaBad npoekT spark-validator (https://github.com/
holdenk/spark-validator), Ho Ha MOMEHT HaTMCaHNS JaHHON KHUTH OH HAXOIUTCS B 3a9aTOU-
HOM cocTossHUN. OTHOCUTENbHBIE TPaBUJIa MOKHO TaKKe CO3/[aBaTh IMyTeM (huKcarum
3HAYEHUIT W3 MPEBIIYINNUX 3aIMyCKOB TecTa. Tak, KoJNIecTBO MPOYNTAHHBIX 3arnuceit
JIOJDKHO HAXOAMTHCS B TIPEJIesiax ONpeiesIEeHHON AUCTIEPCUN OT CPEIHET0 3HAYEHUsI T10
peabIy M 3amanusm (pumep 8.20).
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Mpumep 8.20. Bannpgaums MUHMManbHOrO NpoLEeHTa KOPPEKTHbIX 3anucel ¢ nomowbto spark-validator

val validationRules = List[ValidationRule](
new AbsolutePercentageRule(

"HekoppekTHble3anucu", "koppekTHble3anucu", Some(0.0), Some(1.0)))
val vc = new ValidationConf(tempPath, "job_7", true, validationRules)
val sqlCtx = new SQLContext(sc)
val validator = Validation(sqlCtx, vc)

val valid = sc.accumulator(9)
validator.registerAccumulator(valid, "koppekTHble3anucu")

val invalid = sc.accumulator(®)
validator.registerAccumulator(invalid, "HekoppekTHble3anucu")

runTwoCounterJob(sc, valid, invalid)

Pe3iome

B 2101 r/1aBe MBI paccMOTpeJIM CO3IaHUE TECTOB JIS IPOBEPKU Kak (DyHKIIMOHATLHOCTH,
TaK U IPOU3BOAMTENLHOCTY Hallero Koga Spark. Mbl 0XBaTHIM METOAUKU HAIIUCAHYST
JIOKAJIbHBIX TECTOB, a Takxke cpapHeHus Habopos RDD u DataFrame B ciyyae CIUIIKOM
60bIIMX 06HEMOB IIPOBEPAEMbBIX JAaHHBIX. TecTbl, KOTOpbIE BbI CO3AAUTE HA OCHOBE
3TUX METOAMK, I03BOJIAT BaM 4yBCTBOBATh ce0sl yBEPEHHO Py pehaKTOPUHIE IIPOrpaMM,
HalleJIeHHOM Ha IIOBBIIIEHIE IIPOM3BOAUTEILHOCTH OIMCAHHBIME B IIPEIbIIYLINAX IJIaBaX
criocobaMu.



Spark
MLIib n ML

VY dpeiimBopka Spark ects aBe 6ubanmorexu MamuHHOro 00yuyenus: Spark MLIib
u Spark ML — ¢ cosepiienno pasabiMu API, HO 04eHb TOXO0KUMU aJITOPUTMAMMU.
It GuGIMOTEKN YHACIE0BATIM MHOTHE U3 OTHOCSIIIIUXCS K TIPOU3BOIUTETbHOCTU HIO-
arcol API nabopos RDD u Dataset, Ha KOTOPbIX OHIM OCHOBaHbI, HO €CTh Y HUX 1 CBOU
ocoberroctr. MLIib — ncropuyecku nepsast us atux 6ubanoTek, nepenreamias B hasy
JIAIIb TOAAEPKKH /ucrpasaeHns omnOok. IIpu 06bIUHBIX 06CTOATENBCTBAX MbI ObI
Ha Hell He OCTaHABJIMBAJINCH, a cocpenoToumInch Ha HoBoM API, onnako ne Bce BO3-
MOZKHOCTH CYILECTBYIOIIUX aJrOPUTMOB Obliin neperecenbl B HoBbIit APT Spark ML.
Spark ML — Gosee nHoBas (BroxHoB/eHHast puMepoM scikit-learn) Gubanoreka, Ha-
xoxsmascs B paze aKTUBHOI paspabOTKIL.

Boibop Mexay 6ubnuotekamm Spark MLlib
n Spark ML

Ha nepsblil B3rJIsi/1, caMoe O4eBUIHOE pasandne Mexay oubiamorekamu MLIb u ML —
UCIIOJIb3yeMble THUIIbI JaHHBIX: IIepBad nogaepkusaeT Habopbl RDD, a BTopast — HaGopbl
DataFrame u Dataset. Pasimuue B (hopmaTax gaHHBIX HE CTOJIb CYIECTBEHHO, Belb 06e
6ubmorexu paboraior ¢ Habopamu RDD /Dataset BeKTOPOB, KOTOPbIE JIETKO MOMKHO
npeoGpasosbiBaTh 13 popmara RDD B Dataset u Ha06OPOT.

C TOUKM 3peHus MOAX0/a K apXUTeKType ocHoBHas 1eab Spark MLIib — npexocrasurh
6a30BbIil HAOOP AITOPUTMOB, OCTABJIAA II0JIb30BATEIO PEIIEHNE JIbBUHON 1011 3a1a4
KOHBelepusalliu JaHHBIX, UX OYKCTKH, TIOATOTOBKY 1 BbIOOpa IipusHakoB. Spark ML jke
(BroxHOBIIEHHAsT TpuMepoM OGubmoTekn scikit-learn) crapaercst MpeoCTaBUTD MOJIb-
soBatesio API juist Bcero, HaumHast OT IMOATOTOBKY JAHHBIX M 3aKaHYKMBas 00y4YeHHueM
MOJIEJIH.
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B Hacrositiiee BpeMst eIUHCTBEHHBII JOCTYITHBII BAPUAHT MIPU HEOOXOAUMOCTHU BbI-
IOJIHUTH IIOTOKOBY0 06paboTKy mim AuHamuyeckoe oOydenue (online training) — uc-
nosb3oBartb APT 6ubimoreku MLIib. Ps anropurmos us 6ubanorexu Spark MLIib
TIOJIIEPKUBAIOT o6yquI/Ie Ha TIOTOKOBBIX JIaHHbIX ¢ TpuMenenneM API DStream nakera
Spark Streaming, koropoe MbI paccMOTpuM B paszee «OpraHusaiys II0TOKOBON 00-
paboTtku ¢ noMouibio Spark» na c. 282. B 6ubmnorexke Spark ML Ha gaHHBI MOMEHT
HoyiepskKa HoToKoBoi 06paboTku orcyrersyer (em. SPARK-16424 (https://issues.apache.org/
jira/browse/SPARK-16424)), Ha/l TOTOKOBbIMY Dataset Be/lyTCs aKTUBHbBIE pa60TbI, U II0Ka
CJIOJKHO CKa3aTh, KOT/IA MOIEPIKKA TIOSTBUTCS.

Bui6upars Mexay MLIib u ML xesarenbHo ¢ npunesnoM Ha Oyaymiee. B 6ubanorexe
Spark ML n fgasiee cTanyT TOSIBIATHCS HOBBIE BO3MOKHOCTH, KOTOPbIE He Oy T TIepeHo-
cutbes B 6ubanorexy MLIib, naxogsiyiocs Ha sTare ToJbKO UCIIPaBJIeHUs OLINOOK.

Wurerpuposanubiii API konseiiepos 6ubanorexu Spark ML ynpouaer peajusaruio
METAAJITOPUTMOB, TAKAX KAaK MOUCK 110 3HAYEHUSIM TIAPAMETPOB 110 PA3JIUIHBIM KOMITO-
Hentam. O6a API noiepkuBaioT ajJropuTMbl PErPecCUy, KIACCU(PUKAIUT U KIIacTe-
pusarmu. Ecitu BB eltie He BHIOpain GHOIHOTEKY JIJIsT BATIIETO TPOEKTA, TO UMEET CMBICIT
10 yMoJuaHuio BeiOupaTh Spark ML, Be/lb 9TO OCHOBHast aKTUBHO Pa3BUBAOIIASICSI
OubIMoTeKa MAIIMHHOTO 00yYerHus a1 Spark.

PaboTaem ¢ 6ubnunortexkomn MLIib

Muorue GakTopbl, Kacaioluecs MpousBoauTesbuoctu npu pabore ¢ Spark Core, mpu-
MeHMMbI Takske 1 K MLIib. Oqun 13 caMbix 04eBUIHBIX — [TOBTOPHOE MCIIOJIb30BaHKEe
Habopos RDD, Bezib BO MHOIMX aJITOPUTMAX MALIMHHOTO 00YY€eH s IIPUMEHSIIOTCS UTe-
paTUBHbBIE BBIYUCIIEHWS NN ONTUMN3AINHT, TO9TOMY OYeHb BasKHO COXPAHSATh BXO/IHbIE
JTAaHHDIE B HYKHBIX TOUKAX.

Ausropurmbl o6yuernst ¢ yautenem B API Spark MLIib opuentupyrorest Ha Habopst RDD
MapKUPOBAHHBIX TOYEK, & AJITOPUTMBI €3 yUnuTesist uernoib3yoT Habopsl RDD BekTo-
POB. ITU MAPKUPOBAHHBIE TOYKH U BEKTOPBI SIBJISIOTCS YHUKATbHBIMU JIJIst GUOIHOTEK M
MLIib, oHE 0TIHYAIOTCS OT KIACCOB BEKTOPOB sI3bIKa Scala 1 9KBUBATIEHTHBIX KTACCOB
6ubmmorexu Spark ML,

3HakoMmMcs ¢ 6ubnuotekon MLlib
(yCTpOMCTBO M MUMMNOPTbI)

Hobasuts 6ubnoreky MLIib B mpoekT MOKHO Tak ke, Kak ¥ JPyrre KOMIIOHEHTHI
Spark. YnpocTuTs a1y 3a1auy MO3BOJIAT IHATH, OIMMCAHHbIE B OAPas/e/ie «Y IpaBieHue
saBucumocTsimu Spark» wa c. 50. Koopaunatset Maven miist 6ubnmorexku MLIib dpeiiv-
Bopka Spark Bepcuu 2.1: org.apache.spark:spark-mllib_2.11:2.1.0.
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Wmnopter gt 6ubanorexn MLIb meckompko pasdépocaHbl M0 CpaBHEHUIO C APYTUMHE
KomroHeHTamn Spark (cM. mokasaHHbie B mpuMepe 9.1 UMIIOPTBI, HCIIOJIb3yeMBIE [T
00yueHuUst TIPOCTO MOJEN KaacCupUKAINN).

Mpumep 9.1. MpocTble uMnopTsl MLIb Ans cozaaHus Mogenu NOrMCTUYECKON perpeccum

import com.github.fommil.netlib.BLAS.{getInstance => blas}

import org.apache.spark.mllib.linalg.Vectors

import org.apache.spark.mllib.classification.{LogisticRegressionWithLBFGS,
LogisticRegressionModel}

// NepeumeHoBbiBaem Vector B SparkVector, 4To6bl M3bexaTb KOHGAUKTOB

// c knaccom Vector A3bika Scala

import org.apache.spark.mllib.linalg.{Vector => SparkVector}

import org.apache.spark.mllib.regression.LabeledPoint

import org.apache.spark.mllib.feature._

OtiestbHbIE AJITOPUTMBI CTPYKTYPUPOBAHDI 110 HA3HAYEHUIO, TaK YTO aJrOPUTMBI pe-
IPECCUN PACIIOJIAraloTCs B org.apache.spark.mllib.regression, GOJIBIIMHCTBO ajro-
pUTMOB KJiaccuuka — B org.apache. spark.mllib.classification, a aITOpuTMbI
KJIacTepu3aliu — B org.apache.spark.mllib.clustering. AJTOPUTMBI, CBSI3aHHBIE
¢ JiepeBbaMU (JIepeBbs IPUHATHA PElIeHUH, caydyaliHble jeca U T. 11.), HaXOASATCS OT-
JICJIbHO B org.apache.spark.mllib.tree. [ToMMMO OOBIYHBIX AJITOPUTMOB MAlIUHHOTO
obyueHUs, MakeT org.apache.spark.mllib.feature mpemaocTaBisieT OrpaHUYEHHBII
HA0OP MHCTPYMEHTOB JIJIst TIOATOTOBKY JIaHHBIX.

HekoTopble anropUTMbl MOXXHO MCMOb30BaTh KaK Ansl Knaccudumkaumm, Tak 1 ans
perpeccum, No3TOMY OAWH U TOT XKe anropuMTM MOXET BCTPeYaThCs 1 B org.apache.
spark.mllib.regression, n B org.apache.spark.mllib.classification ¢ paznnyHbl-
Mu API.

Kiacc LabeledPoint, HeoOGXOANMBII JI7IsT BCEX ANITOPUTMOB MATITMHHOTO O0YYEHUST C YIHU-
tesieM B MLIib, Haxonurest B makere org.apache. spark.mllib. regression. Tpebyembiit
st hopmupoBaHus LabeledPoint 1 MCTIOJIb3yeMblil HETIOCPEICTBEHHO AJITOPUTMAMU
KJlacTepusanuu kiacc Vector — B org.apache.spark.mllib.linalg.

Bo Bcex npumMepax B 3TOM pa3aene Mbl byaem ccbinatbes Ha knacc Vector 6ubnmo-
Tekun MLIib kak Ha SparkVector Bo n3bexxaHume KOHMIMKTOB C KJ1aCCOM BEKTOpa
a3blka Scala.

Ha3BsaHwe Vector cdpeliMBopka Spark nerko MoXxeT BCTYNUTb B KOH(UKT C Apyrn-
MW NakeTamu, BKIoYas Scala. 910 cnocobHO NpMBECTM K NOSIBNEHNIO COMBatOLLMX
\ C TONIKY COOBLIEHNI 06 OLIMBKAX.
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KoamposaHue npunsHakos B 6ubnnoteke MLIib
N MOAroTOBKA AaHHbIX

Jluist BBIOOPA NPU3HAKOB U MACIITa0MPOBaHUsI HEOOXOAMMO HaXOKIeHNe JaHHBIX BO
BHyTpeHHeM (dopMmaTe Spark, Tak uTo, IIpeskie YeM roBOpuTh 0O ITOM, B3IJISTHEM Ha
KOAUPOBAHUE JaHHBIX B TPeOyeMblii (hopMar.

[TocJie KOgMPOBAHUSI BO MHOTUX KOHBEHEPAX JaHHBIX MAIIMHHOTO O0YUYEHUS MPO-
UCXOAUT (PUIBTPAIIUST TAHHBIX, YTOOBI MCKIIOYUTH HEKOPPEKTHBIC UM UCKAKECHHbIC
3aIicH, KOTOPbIe MOTYT TIPUBECTH K TIPpobaeMaM B Ji000H uToroBoit mogenu. [laker
MLIib ¢peiimBopka Spark mpeamnosaraer BeioHeHE (DUIBTPAIIUH € TIOMOIIBIO TIPe-
obpaszoBanuit Habopos RDD.

Bo MHOrMx cryyasx yaayHblM BapyaHTOM Anst 0O6Hapy»XeHUst aHOMasnbHbIX 3Ha4e-
HWI 1 HOpManM3auuM NPU3HaKoB BYAET NCMONb30BaHUE KaKMUX-TMBO U3 TEX METO-
[AVK paboTbl C KBAHTUISIMW/QHOMaNMAMK, KOTOPbIE Mbl UCCIefOBanM Npu pabote
C 3af1a4elt 3naToBnacku B pasaene «Mpumep co 3naToBnackoin» Ha c. 151, xoTs
COBETYeM pacCMOTpeTb NPUMEHEHMEe BMECTO HUX NPUBIMKEHHBIX anropuTMOB.

ITocJie BBIMOIHEHNS HePBOHAYAIbHOM (PUIBTPALIMU MOKHO BOCIIOJIb30BAThCS yI00HBIMU
MHCTPYMEHTaMU sl BbIGOpA MPU3HAKOB M MacIITaOUpPOBAHUS, TIPEIOCTABISEMbIMU
6ubmmorexoir MLIb. 9tu npeobpasosaTenn NPU3HAKOB IOAXOAAT [ BLIOOpA U KO-
MMPOBAHKA IPU3HAKOB ¥ MACIITAOMPOBAHIL.

Bam He 06s3aTenbHO OrpaHN4MBaTLCA MHCTPYMEHTAMM MacluTabupoBaHus npu-
3HaKOB M KoAMpOBaHus 6ubnuotekn MLlib; Bbl MOXeTe (1, BEPOATHO, AO/HKHbI)
nucaTb CO6CTBEHHbIE.

PaboTa c BekTopamu (ppeiMBopka Spark

BuyTtpennuii (hopmar Bektopa Spark orsimuaercst oT aHaornaHoro opmata si3bika Scala,
U CYIIECTBYIOT OTJe/IbHbIE BeKTOpHble Gubanorexu aas MLIb u ML. Bmecto nemno-
CPEeICTBEHHOTO (hOPMUPOBAHUS BEKTOPOB (hPEHMBOPK IIPeAoCcTaBIsIeT 00beKT-PabprKy
org.apache.spark.mllib.linalg.Vector, crioco6HyI0 (POPMHUPOBATH KaK ILIOTHBIE, TAK
7 pa3pesKeHHble BEeKTOPHI. [Ipr HaTmImy MaccuBa MMPU3HAKOB MOKHO HEITOCPECTBEHHO
¢(hopMHPOBATH IJIOTHBIH BEKTOP Spark ¢ momoripio metoza Vector . dense (ipumep 9.2).

Mpumep 9.2. Co3aaHre NIOTHOrO BekTopa Spark

def toSparkVectorDense(input: Array[Double]) = {
Vectors.dense(input)

}
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Ecsm BbI XO0TUTE TTPEAICTABUTDH UMEIOIIUNCS yV BaC MJIOTHBIN BEKTOP B BU/IE Pa3PEKEH-
HOTO, TO MOKHO BBI3BATh JJId HETO METO toSparse WM HEMOCPEICTBEHHO CO3/1aTh
pa3pesKeHHBIN BEKTOP, Mepe/iaB ToCae0BaTeTbHOCTh HEHYJIEBbIX KOPTeXel (MHAeKc,
3HayeHue) B MeTO Vector. sparse.

BHumaTenbHoO cnegnTe 3a TeM, yTObbI CO34aBaTb BEKTOPbI MpaBU/IbHOrO TUMa.
3Aer MOXET NMoMOoYb nepenmMeHoBaHUE UMNOPTOB, I'IO,El,OGHO TOMY Kak 6b1n10
\ caenaHo B npumepe 9.1.

MoaroToBka TEKCTOBbLIX AAHHbIX

He Bce npusnaxu MOXKHO KOAMPOBATb HENIOCPEJCTBEHHO, B CJIydae TEKCTOBBIX JAHHBIX
HEeoOXO0IMMO TIPeobPa3oBaTh UX B YMCI0BON (hopMar. /I KOAUPOBAHUSA TAKUX JIAHHBIX
cyliecTByeT yTuanta Word2Vec u kjaacc HashingTF. [Tociennuii peanusyer ojHy u3
MPOCTEHIINX Oeparuili HaJl TPU3HAKaMu, He TPeOYIONYI0 HUKAKOTO OOyUeHUsI 1 He-
MOCPE/ICTBEHHO MPUMEHUMYIO K JIaHHBIM. HashingTF omnepupyet ¢ HaGopamu RDD wu3
Iterable[String], M09TOMY Bbl MOXKeTe pa3OUTh CBOU JaHHbIE Ha JIEKCEMbI JTI0OBIM
yao6HBIM 06pazoM. CkazkeM, IPOCTOI TEKCT Ha aHTJINHCKOM SI3bIKE MOYKHO KOJMPOBAThH
Tak, Kak MmoKasaHo B nnpumepe 9.3.

Mpumep 9.3. MNpocToit npeobpasoBaTent HashingTF ans Ha6opa RDD CTpOK € cOXpaHeHUeM
NCXOAHOW 3anucu

def hashingTf(rdd: RDD[String]): RDD[SparkVector] = {
val ht = new HashingTF()
val tokenized = rdd.map(_.split(" ").toIterable)
ht.transform(tokenized)

}

XOTS HEKOTOpbIE U3 YTUAUT KoANpOoBaHKs Gubnnotekn MLIib Bo3spalatoT 06bekT
Tuna SparkVector, hpeliMBopk Spark TpebyeT nepeaayun Bcex Npu3HaKkoB B OAHOM
BXO[HOM BEKTOpe (a He HECKOJIbKMNX).

HecMoTpst Ha PpOCTOTY BBIIIEONUCAHHOIO HOAX0/a, P HEM BO3BpallaeTcs 00beKT
Tuna SparkVector 1 otOpacbiBaeTcs Bce, KpoMe pesyJibrara IpeobpasoBatis HashingTF.
M cnosb30BaTh 3TO HATPSIMYO HEKETATETbHO, BE/lb, CKOPEE BCETO, HYKHO OYIET CO-
XPaHUTh CMECh PU3HAKOB U WHMOPMAIMK O MeTKaxX. BMecTo TOro utoObl IIpUMEHSTD
(dyHKIHIO transform HemocpeacTBeHHO K Habopam RDD Bo BpeMst OArOTOBKM JTaHHBIX,
MO>KHO 33/IeHICTBOBATD ee /IJIsI KOMUPOBAHUS CTPOKOBBIX 3aIMHCeH B CTIEITMAaTbHOM acco-
IIMaTUBHOM MacCCHBe, KaK ITOKa3aHo B ipuMepe 9.4.
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Mpumep 9.4. MpocToli npeobpasosaTenb HashingTF ans Habopa RDD CTpok C coxpaHeHnem
MCXOHOW 3anucum

def toVectorPerserving(rdd: RDD[RawPanda]): RDD[(RawPanda, SparkVector)] = {
val ht = new HashingTF()
rdd.map{panda =>
val textField = panda.pt
val tokenizedTextField = textField.split(" ").toIterable
(panda, ht.transform(tokenizedTextField))
}
¥

HashingTF naMeHun anroput™ xewmpoBaHUs MO YMOMYaHUO € MyHKUMM Xewun-
poBaHus si3blka Scala Ha MurmurHash3 B Spark 2.0, Tak 4TO Mpn 06HOBNEHMM
\ CYLLECTBYIOLLEro KOHBENEepa MOXET NoTpeboBaTbCst MOBTOPHOE 00yYeHwme.

JL1st HeKOTOPBIX U3 IIpeoGpasoBaTeieil IIPU3HAKOB, CKaxkeM Word2Vec, HeoOX0uMo 00yue-
HUE, TOI00HO TOMY KaK MPOUCXOJUT B «TPAJAUIIMOHHBIX> MOJIEJISIX MAITMHHOTO OOy YEHIS,
OcCHOBHOE OTJINYKE B TOM, YTO MX PE3YJIbTAThI, CKOPEE BCETO, HET CMbIC/IA UCTIOIh30BaTh
HerocpencTBeHHo. J[yist 00yueHvst Mojies Word2Vec HYKHO pasOUTh BXOJHBIE JaHHbIE Ha
JIEKCEeMBI, TTOCJIe YeTo TIPOCTO BBI3BATh MeTOI it ak3eMIisipa Word2Vec, KOTOPBI BepHET
00beKT Word2VecModel, Kak 110KazaHo B ipumepe 9.5.

Mpumep 9.5. O6yyerre moagenn Word2Vec

def word2vecTrain(rdd: RDD[String]): Word2VecModel = {
// Pa3bueHue [aHHbIX Ha NeKceMmbl
val tokenized = rdd.map(_.split(" ").toIterable)
// ®opmupoBaHue mopenu Word2Vec
val wv = new Word2Vec()
wv.fit(tokenized)
}

[MonyuuBIinasicst B pesyJibrare Word2VecModel HECKOJIBKO OTIIHYAETCS OT GOJIBITUHCTBA
npeobpasosarerieil, TOPOKIAEMBIX OIEHUBATEIAMU. BONBIIMHCTBO T€HEPUPYEMBIX
OI[CHUBATEIISIMU MOJIETICH BBITIOMHSIOT TPeobpa3oBaHue WK MPeJICKasaHue /st OJ[HOTO
U TOTO JK€ BXOHOTO THIIA JAHHBIX, 0OBIYHO BEKTOPOB. BMecTo aTOT0 J17151 06yUeHus npu
Mojziesu Word2VecModel TpebyeTcst moJie 11 (hpas, a MTOroBask MoZeJib IIPeoOpasyer 1moJist
JUIST OT/IEJIBHBIX CJIOB, KK MMOKa3aHo B ipumepe 9.6.

Mpumep 9.6. Vicnonb3osaHre mogenv Word2Vec

def word2vec(sc: SparkContext, rdd: RDD[String]): RDD[SparkVector] = {
// Pa36bueHne AaHHbIX Ha JeKceMmsl
val tokenized = rdd.map(_.split(" ").toIterable)
// ®opmupoBaHue mopenu Word2Vec
val wv = new Word2Vec()
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val wvm = wv.fit(tokenized)
val wvmb = sc.broadcast(wvm)
// Tenepb WVM cnocobHa npeobpa3oBbiBaTb OTAe/NbHble C/OBa.
println(wvm.transform("nanga"))
// OnuHa BekTopa paBHa 100 — Mbl BOCMOJIb3YyeMCA 3TUM MpU CO34AHUM
// Ha ocHoBe WVM-npeobpa3soBaTensd, paboTawwero ¢ dpasamu
val vectorSize = 100
// OyHKuMa npeobpasoBaHuA paboTaeT CO C/OBaMU, HO HaWW BXOAHblE AAHHblE
// npepcTaBnawT coboit uensie ¢ppasbl
tokenized.map{words =>
// Ecnn B words He coaepxuTCA HMUYero, BO3BpalWaem MycToi BeKTOp
if (words.isEmpty) {
Vectors.sparse(vectorSize, Array.empty[Int], Array.empty[Double])
} else {
// Ecnn B words copepxatca kakue-nubo dpasbl, PopMupyem Tekylyi
// cymMy BeKTOpPOB [ANA KaXAoro cjoBa
val sum = Array[Double](vectorSize)
words.foreach { word =>
blas.daxpy(
vectorSize, 1.0, wvmb.value.transform(word).toArray, 1, sum, 1)
}
// YMHOXaeM ee Ha KO/JMUYeCTBO CJIOB
blas.dscal(sum.length, 1.0 / words.size, sum, 1)
// W obepTbiBaeM B BekTOop Spark
Vectors.dense(sum)

TpaHcMpoBaHue MoAeNy MOXET CYLLLECTBEHHO MOBLICUTb NMPOU3BOANTENBHOCTb,
ocobeHHo npu 60MbLWMX U CIOXHBIX MoAensx. B npumepe 9.6 Mbl TpaHCMpyem
MofeNb, TaK YTO Y KaXAoro UCnonHuTens 6yaeT ToNbKo 0fHa KOonus.

lNoaroToBKka AaHHbLIX ANA MALUMHHOMO o6yl-|eva C yunTtenem

[Tepen ncmospb3oBaHMEM aTOPUTMOB JIJIs MAPKUPOBAHHBIX JIAHHBIX CHAYaIa HYKHO
co3zaTh 00beKT LabeledPoint ¢ METKaMi 1 BEKTOP NIPU3HAKOB. J[Jist LabeledPoint He-
06xX0a1MO, 4TOOBI METKH GBI YUCIAMU TUIIA double aHAJIOTMYHO TOMY, YTO DJIEMEHTHI
BEKTOPA TOKE JIOJKHBI ObITh TAKUMU nciaMiu. Kak v ¢ KoJupoBaHeM TIPU3HAKOB, €CJIH
METKHU YHCIIOBBIE, TO IPEOOPa30BATh THITBI OYIET HECTOKHO, OJHAKO TSI IPYTUX TUIIOB
MIPUIETCS 33/IeICTBOBATH MTOJIh30BATENbCKYIO0 (DYHKIINIO WM aHATIOTUIHYIO METOIUKY
(nmomyctnmM, StringIndexer).

Bosspamasich K Halemy IpuMepy co 3IaTOBAACKOH, BUINM, 9TO Y HAC €CTh MACCUB MPH-
3HAKOB IIaH7I, a Takske OyJieB IPU3HAK, YKa3bIBAIOIINIL, CYaCT/INBA JIK anga. Ecim cunrars,
4TO 9T JIaHHbIE yrKe GOoJIee NI MeHee OUMIIEHbI, TO MOKHO TOJTOTOBUTD MX /IS WC-
noJbsosanus B MLIib tak, kak mokasano B npumepe 9.7.
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BMecTo KOAMPOBaHWUSA METKM B KAauecTBe Mpu3Haka C HyfeBbIM MHAEKCOM, Kak
B HEKOTOPLIX cucTeMax, B Spark 1 LabeledPoint 1cnonb3ytoT OTAENbHYIO METKY.

Mpumep 9.7. MNpeobpaszosaHne RawPanda B LabeledPoint
def tolLabeledPointWithHashing(rdd: RDD[RawPanda]): RDD[LabeledPoint] = {
val ht = new HashingTF()
rdd.map{rp =>
val hashingVec = ht.transform(rp.pt)
val combined = hashingVec.toArray ++ rp.attributes
LabeledPoint(booleanToDouble(rp.happy),
Vectors.dense(combined))

}
}

OI[I/IH ns3 HpOCTefI].HPIX II01X0/I0B Ha Cﬂy‘{aﬁ HeO6XOLII/IMOCTI/I pa6OTI)I CO CTPOKOBBIMUI
METKaMH1 — CO3/laHre aCCOIIMaTUBHOI'O MaCCHBa, KaK B IIpUMeEpe 9.8.

MpumMep 9.8. Peanusaums nomcka no MeTke

def createlLabellLookup[T](rdd: RDD[T]): Map[T, Double] = {
val distinctLabels: Array[T] = rdd.distinct().collect()
distinctLabels.zipWithIndex
.map{case (label, x) => (label, x.toDouble)}.toMap

}

MacmrrabupoBatue 1 BLIOOP IPU3HAKOB CIIOCOOHDBI IPUBECTH K CYIECTBEHHOMY YJIyu-
[IEHUIO PE3YJIbTATOB HEKOTOPBIX aJITOPUTMOB U OIITHMHU3ATOPOB, U B 6ubmoreke MLIib
JUIST 3TOTO €CTh TPeoOPasoBaTesIb MPU3HAKOB. BbI MOJKETE TIPOTYCTUTD TAHHBI TITaT, eCJIH
TOPOTIUTECH U TPOCTO CO3/[AETE MOIEJbHBII 0Opasell, HO Mbl COBETYEM BCET/IA TIATETLHO
[IPOJIyMbIBATD UCIIOJIb3YEMbIe B MOJiesn ITpusHaku. Kak u Word2Vec, ux HY;KHO OOyIHUTh
Ha BXOJIHBIX JJAHHBIX, HO, K CYACTBIO, TIOJTyUYCHHBIE B PE3YJIbTaTe MOJEIU MOKHO MIPHU-
MEHSTh HETIOCPEICTBEHHO, 6e3 TOH CJI0KHON JIOTUKY, KOTOPYIO MBI 3aI€HCTBOBAIIH JIJIsT
Word2Vec (ripumep 9.9).

Mpumep 9.9. MacwtabrpoBaHve NpM3HaKoB

// 06y4aeT npeobpa3oBaTenb MacwTaba NPU3HAKOB W BO3BpawaeT ero

// v oTmacwTabupoBaHHble NpU3HaKu

def trainScaler(rdd: RDD[SparkVector]): (StandardScalerModel, RDD[SparkVector]) = {
val scaler = new StandardScaler()
val scalerModel = scaler.fit(rdd)
(scalerModel, scalerModel.transform(rdd))

}

Ecnu nocne MacwtabrpoBaHust MPU3HAKOB 0OHAPYXaTCst aHOMasIbHble 3HAUEHMS],
TO MOXXHO OMSiITb BEPHYTHCS K 3Tany huabTpauum.
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1 BeIGOpa MpU3HAKOB MOKHO OOYYNTh Ha HeoOpaOOTAaHHBIX MPU3HAKaX PCA MIN
ChiSgSelector, KOTOpbIe BO3BPALIAIOT KaK IIPeoOpazoBaTeIn, Tak U MH(GOPMALIUIO O Bbl-
GpanHbIX npusHakax (npumep 9.10).

Mpumep 9.10. Bbibop aecatv Hanbonee CyLleCTBEHHbIX MPU3HAKOB
¢ nomoLbio knacca ChiSgSelector

def selectTopTenFeatures(rdd: RDD[LabeledPoint]):
(ChiSgSelectorModel, Array[Int], RDD[SparkVector]) = {
val selector = new ChiSgSelector(10)
val model = selector.fit(rdd)
val topFeatures = model.selectedFeatures
val vecs = rdd.map(_.features)
(model, topFeatures, model.transform(vecs))

O6yueHune moaenen 6ubnuotekn MLlib

[Tocsie BbIGOpa 1 MacITaOUPOBAHUS TPU3HAKOB HACTYIIACT BPEMst 0OYIEHUST MOJIEIIN.
VY GonbumHceTBa aaroputMos 6ubmorexn MLIb ecte MeToz run, KOTOPBIIT IpUHUMAET
Ha Bxozie Habop RDD 06bekToB LabeledPoint (aJropuTMbl MaMHHOTO 0OyUYEHUS
¢ yuuresnem) uiam o0beKTOB Vector (aIropuTMbl MAITMHHOTO 00y4YeHus 6e3 yduTess)
1 BO3BPAIIaeT MOJIEIb.

Y Kask/I0To M3 aJTOPUTMOB €CTh CBOU TTAPAMETPHI, CTIOCOOHDIE CYIIECTBEHHO BT
Ha MPOU3BOJUTETBHOCTD!, TaK YTO He KajeliTe BpeMeHU Ha TIPOCMOTP JOKYMEHTAIIH
[0 MCHOJIb3yeMOMY anroputmy. HecMoTps Ha MHOJKECTBO TIPEUMYIIECTB HACTPOUKH,
GOIBIINHCTBO AIrOPUTMOB OyzeT paboTaTh (€3 Kakux-1160 0COOBIX YCTAHOBOK, KaK
Mmokazano B mpumepe 9.11.

Mpumep 9.11. O6yyeHne NPOCTON MOAENMN Knaccubukaunm Ans NpeAackasaHus cHacTbs NaHa

def trainModel(rdd: RDD[LabeledPoint]): LogisticRegressionModel = {
val 1r = new LogisticRegressionWithLBFGS()
val 1rModel = lr.run(rdd)
1lrModel

}

Boimenpusenentas mojgensb (npumep 9.11) 6bi1a o6ydeHa ¢ OMOIIBIO IIApaMeTPOB,
CKayKeM KOJIMYeCTBa KJIACTePOB 10 yMoJsdaHuio. [Ipu mpoMBIIIJIEHHON SKCILTyaTainu
MLIib, BeposiTHO, HOHA00MTCS 3a1aTh 3HAYEHUST KAKUX-TO T1apaMeTpoB. B oTmune ot
Mozesteii 13 Spark ML, TyT y KaxI0l MOJEIU eCTh CBOU METOIbl HACTPOIKH, TaK YTO
BHUMATEJIbHO usyunte qokyMenTaiio API Spark no ucosbsyembiv Mozeszsam. MoKHO
Jierko Mouduiposath mpumep 9.11, BKIOUUB B HETO CBOOOHBIN YJIEH PErPECCUH,
Kak B npumepe 9.12.

! Kak BpEMs BBITIOJIHEHU A, TaK 1 TO‘{HOCTb/‘{yBCTBI/ITe]IbHOCTb.
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Mpumep 9.12. O6yyeHre NpocToii MOAENN KaccudmKaLmm Ans NpeackasaHus cYacTbst

def trainModelWithInterept(rdd: RDD[LabeledPoint]): LogisticRegressionModel = {
val 1r = new LogisticRegressionWithLBFGS()
1lr.setIntercept(true)
val 1lrModel = 1lr.run(rdd)

1rModel
}
OpuH n3 HepocTaTkoB 6ubnnotekn MLIib — n3-3a otcyTCcTBMS eanHoro opmata
NMapaMeTPOB B HEMN CMIOXXHO peasi30BbiBaTb METAANTOPUTMbI (HanpuMep, Nouck
3HAYeHMii MapaMeTpoB), Mo CpaBHEHUIO ¢ BrubnnoTekon Spark ML, B KOTOPOW eCTb
eAMHbI bopMaT M YyTUAUTBI A1t NoOMCKa 3HAYEeHM NapaMeTpoB.
lNpeackasaHue

Tereps, KOT/a yKe eCTh MOJIeJIb, BPeMsi 33/IeHCTBOBATH ee JIJIs IIPEICKA3aH st 3HAYeHMUIA.
[Ipocreiimii crocob — UCHOMb30BaTh B TOM ke Kiactepe Spark, rje ona oGyvanach, Tak
KaK [P 9TOM MOJIENTb He HY/KHO OY/IeT 9KCIIOPTUPOBATH, a TOTOM 3arpyKarh. OHAKO BO
MHOTHX CIIEHAPHSIX IPUMEHeHUst TpeOyeTcst MEHbIIIAs 3a/IePIKKa, YeM MOKET 00eCIIeurTh
MEXaHU3M MakeTHOU 06paboTku Spark. OOBIYHO HE MMEET CMbICJIA UCTI0JIb30BATh KJla-
crep Spark ji7ist HAMIYECKOTO TIPEICKA3AHMS, PA3Be UTO B BaIIEM CJIydae MUKPOITAKETHBIT
noaxox paboraer. Spark obecriedrBaeT OrpaHUYEHHYIO TIOAAEPIKKY MPEACKAZAHUS 110
OJIHOI1 3aITKCH 3a Pa3, HO [IJIs1 TOTO BCE PABHO HY’KEH JIOKAJIbHBII KJIacTep.

V 6onbimncTBa Mozeneit MLIib ectb dyrkiuu predict, paboratomniue ¢ Habopamu RDD
o0berToB Tuma SparkVector, a y HEeKOTOPBIX — OT/Ie/IbHas (ByHKIWMs predict st o6pa-
GOTKM 110 OZIHOMY BEKTOPY 3a pas. ITO CIIPaBeJINBO He JIJIst BCceX MOJIeJIeit; Tak, y LDAModel
BMecTo (hyHKIMM predict ecTh MeTO topicDistribution, moatomy 00643aTesIbHO 3arJ1d-
nute B fokymenTaiuio API o ucnonp3yemoit mogenu. [Tpogosmkast mpumep 9.11, MoskHO
3azeiicrBoBath API 1makeTHOro npejickasanust, 4TOObI IIPeCKa3aTh, KAKKe ITaH/bl CYacT-
smBsl (ipuMep 9.13). Onsars ske makeTHbINT API ogxouT He 17151 BceX MaKeTHBIX ClieHa-
pHEB TIPUMEHEH NS, TIOCKOJIbKY He COXPAHSIET NCXOIHYTO 3aITMCh — BEPOSITHO, B TTAKETHOM
pexume API 1is OTHenbHBIX 3aIiceil oKaxeTcs gaxe ynodnee (kak B mpumepe 9.4).

Mpumep 9.13. MNpeackasbiBaeM, CHaCTAMBbI M NaHAbI
def predict(model: LogisticRegressionModel, rdd: RDD[SparkVector]): RDD[Double] = {
model.predict(rdd)

}

Hexoropblie MOJIeJIU IIPU UCIIOIBb30BAHNH B TTAKETHOM PEsKUME OYYT MBITATHCST TPAHC-
JINPOBATb CBOM BHYTPEHHUE JIaHHbIC PaJii CHUKEHUS u3ep:kek. Kak u B ciayvae rpe-
o6pazoBaHuil TPUBHAKOB, TPU HEOOXOAMMOCTH 3a/[eHCTBOBATH OTAETBLHYIO (DYHKITNIO
[Ipe/ICKasaHusi B MPeoOPa30BaHIK KMEET CMBICJ TPAHCIUPOBATH MOJIEb.
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Bblgaya 1 coxpaHeHue

CoxpaneHue MoJIeJIN 1 Bbl/[aya TECHO CBS3aHbl, TAK Kak IIPU MHOTMX CXEMaX pa3BepThiBa-
HUST IPUXOJIUTCS 33/I€MCTBOBATD JIJIST BBIJIAYY PE3YJIbTATOB HAOOD MAIITIH, OTJIUYHBII OT
MPUMEHSIEMOTO 17Tt 06ydenst. Jlake e BbI HCIOTB3YeTe MOJIETb TOJIBKO JJIST TTaKeT-
HOTO TIPE/ICKA3AHNUS 110 3AMUCSIM B 3a/[aHusIX Spark, Bce paBHO BbI, BEPOSITHO, 3aXOTHTE
COXPaHUTb MOJIEJTh, UTOOBI OOPATUTHCS K HEll B PasJINUHBIX 3aaHusIX Spark.

Bubnmoreka MLIib ognep:xuBaet sxcropt B /iBa hopmara: BHyTpeHHUIT (hopmat Spark
u PMML (Predictive Model Markup Language, s3bik pasMeTKu fiJist IIPOTHO3HOI'O
mozeanposanus (https://en.wikipedia.org/wiki/Predictive_Model_Markup_Language)). B 6u-
6nmorexe MLIib coxpanenue Mozen peanrnsoBato ¢ MOMOIILIO TUIIAXKe Saveable
1 PMMLExportable. TTepBblil TIpe10CTaBIISIET SKCIOPT BO BHYTpeHHMIT hopmaT Spark,
JIETKO YnTaeMblil B Spark u peas3oBaHHBII JJIsI MHOKECTBA Mojesieil. 3a4acTyo
Saveable TaksKe OKas3bIBaeTCs GoJIee SKOHOMHBIM B CMBICIE pacxoayeMoro Mecta. O6bem
BBIBOJIMMBIX JTaHHBIX [IPU UCITOJIb30BaHNN PMMLExportable OoJIbllIe, YeM 1pu Saveable,
1, KaK HU CTPaHHO, MOJIEJIN, 9KCIIOPTUPOBaHHbIe ¢ ToMoliblo akciiopra PMML, neib3s
3arpysuth o6patro B Spark. Onnaxo npenmytiectsom akcriopra PMML siBiisiercst Bo3-
MO>KHOCTD UTEHUST BO BHEITHUX CUCTEMAX.

Saveable (BHyTpeHHMI dhopmaT)

¥V tunaxa Saveable ecTh (DYHKIMS save, IPUHUMAIOIIAsE B KAUECTBE MAPAMETPOB 00b-
eKT SparkContext M 11eJIeBOI ITyTh U 3aIIMCHIBAIONIAST MOJIEJIb BO BHYTPEHHEM opmare
Spark, kak mokazauno B ipumepe 9.14. Buyrpentuii ¢hopMaT COCTOUT M3 METATAHHBIX
B dopmare JSON (Tum Mozesnt, KOINIECTBO MPU3HAKOB U KJIACCOB) U <IOJIYITPO3pay-
HBIX» AHHBIX B hopmare Parquet, oTpaskaionux caMmy Mojiesib. DTOT hopMaT He sIBJIsI-
eTCsT TePEHOCHMBIM, HO 6e3 TTpobIeM YUTaeTCsT CBEKMMH Bepeusimu Spark.

Mpumep 9.14. SKCNopT Mofenu BO BHYTPeHHWIA hopMaT dpelimBopka Spark
// CoxpaHeHue B KaTanor internal — ypaneHHbil nyTb

model.save(sc, path + "/internal")

Jluist 3arpys3Ku Mojiesid, COXpaHeHHOH Bo BHyTpeHHeM (opmate Spark, Heobxoammo
BBI3BATH CTATUIECKUI MeTO/ load COOTBETCTBYIONIETO MOzien 0ObekTa. Vcmomb30BaTh
3TOT METO/I He OYEHb IIPOCTO, IIOCKOJIBKY OH He BCeTr/la IPUCYTCTBYET B CreHEePUPOBAH-
HOU nokymenTaiuu no APT win B arogonosHenun airero IDE. 3arpysuts 06paTHO
svLzpydcennyro B mpuMepe 9.14 MoeTb MOKHO TaK, Kak MoKa3aHo B mpumepe 9.15.

Mpumep 9.15. 3arpyska 06paTHO 3KCMOPTMPOBaHHOM Moaenu LogisticRegressionModel Bo BHyTpeHHeEM
dopmaTe Spark

def load(sc: SparkContext, path: String): LogisticRegressionModel = {
LogisticRegressionModel.load(sc, path + "/internal")

}
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Mpn HeobxoanmocTn paboTaTb BHe Spark C Moaenblo, KOTOPYI Hemnb3s 3KC-
nopTuposaTb B popmaT PMML, HO MOXXHO COXpaHWTb, ByaeT yMecTHO HanucaTb
COBCTBEHHBIN KOZA 3arpy3ku Moaenu Ans pasbopa BHyTpeHHero copmata Spark.

PMML

Tumax PMMLExportable obeciieunBaeT cTaHAapTU3UPOBAHIbI (POPMAT BHIBOJA, XOTSI
U Pea30BaH /I MEHBIIETO II0AMHOKECTBA MOJEJIEH U He JIOIIyCKAeT HEIIOCPEeJCTBEH-
HO 3arpysku obparHo B Spark (pumep 9.16).

Mpumep 9.16. SkcnopTt Mogenv B popmatel PMML

// CoxpaHeHue B ¢dopmaT PMML — ypaneHHbn nyTb
model.toPMML(sc, path + "/pmml")

// CoxpaHeHue B ¢opmaT PMML — nokanbHbi NyTb
model.toPMML(path + "/pmml™)

Xotst Spark u moepskuBaer akcnopt gaHHbx B PMML, HO MOCKOJIBKY 9TOT (hopMaTt
IIpeiHasHaYeH B OCHOBHOM JIJISI CTBIKOBKU € BHEIIHUMM ITIPOEKTAMM, TO 3arPy3Ka 9KCIIOPTH-
POBaHHBIX IaHHBIX B (hopmare PMML ocraBiigercs Ha OTKYIT KOHEUHBIX TT0JIb30BATEIIEH.

[ns 3arpy3ku M OLIEHKM 3KCMOPTMPOBAHHbIX Moaenein PMML MOXHO BOCMOSb-
30BaTbCA NpoekToM JPMML, KOTOpbIM, OAHAKO, NIMLUEH3UPOBAH B COOTBETCTBUM
c AGPL.

Monb3oBaTenbckune hopmaTtbl

He caemyer orpannumnBathest umeonumucs B Spark BcrpoeHubiMu hopMatamMu xpa-
HEHUsI, XOTsI JIJIST BBIXOJIA 32 MX MPEIENIbI MOKET TIOHAZ00UThCS 0OpallleHIe K BHYTPEH-
nuMm API Spark. Dkcnopr maHHBIX B IoJb30BaTeabcKHe (HopMaThl TpeOyeT JocTyma
K BHyTpeHHUM API, MBI 06cyinm ero B KouTekcte Gubanorekn Spark ML B pasaene
«O61ue coobpazkenus o Bbijaue» Ha c. 278.

HekoTopble 0CO6EHHO PUCKOBbIE MONb30BATENN, HE MIAHNPOBABLUME 3a4ENCTBO-
BaTb CBOM MOAENM C pasHbIMM BepcusMm Spark, yCnewHo NpuMeHsIn cepuanm-
3aumto Java. 3To 0YeHb HEHAAEXHBIN NOAXOZ, CrIOCOBHBIN NpeKkpaLlaTh paboTaTth
nocne obHoBneHNs Spark. BnpoueM, MCMoNb30BaHNE AaHHOW cepuanvsauunu
NMo3BONSIET BLICTPO CO3AAaTh OMNbITHLIN 0bpa3el, Moaenel Spark MLIib, y KoTopbIx
OTCYTCTBYET NOAAEPIKKA COXPaHEHMSI/3arpy3Ku.

Bubsorexka Spark MLIib Bpsizt siut siBiisteTcst yiauHbIM BAPUAHTOM JIJIST BBIJIAYH C Ma-
JION 3a/IEPIKKOIL: B ee TeKylel peaqusaiuy sarpyska Mozenu Spark, skcrnopTupoBaHHOM



258 MnaBa9 e Spark MLlib n ML

HaTUBHBIM 00pa3oM, Tpebyer obbeKTa SparkContext, a TakKe BceX OOBIUHBIX 3aBUCHMOCTEH
Spark. Hekoropsie us pazpaborunkos 6ubaumoreku Spark ML paccMaTpuBaiOT BO3-
MOKHOCTD BBIZIEJIEHUS KOJIA BHIIAYN PE3YIbTATOB, HO 9TH MCCJAEIOBAHUS €IIle TaTeKH
OT 3aBEPIIEHNSI.

[Ipu Hanmuuu yke cyiecTByIolel, HO He o iepskuBaionieit hopmar PMML cuctembr
BBIJIAYN MOYKHO ITPUMEHUTD JIPYTON MOJXO/[: BpYUHYIO PACIIUPUTH MOJIE]b U HAITUCATh
MIOJIb30BATEIBCKUH KO/ 9KCTIOPTa. DTO He OUeHb HANEKHBII BapUaHT, TOCKOJIbKY HIO-
AHCDI TTPEICTABIEHUST MOJIEU CTIOCOOHBI MEHSATLCS OT BEPCUN K BEPCUM, HO MOKET
0Ka3aTbCs ONTUMAJIBHBIM, €CJIN HY’KHA BCETO JIMIIb MO/IEPIKKA OTPAHUYEHHOTO YHCJIa
MoJiesiell M CUCTeMa BbIJJaul Pe3YJIbTaTOB YKE eCTb.

OueHka moaenu

[ToMmMO BO3MOKHOCTET, CBSI3aHHBIX C BBHITTOJTHEHNEM TIPECKA3aHU, BO MHOTHX MOjIe-
JIIX TaKyKe CO/lePKUTCS MH(MOPMAIU O TOUHOCTH U JIPYTUX CBOJHBIX CTATUCTUYECKUX
HOKA3aTe/IsIX, KOTOPbIE MOTYT ObITh MHTEPECHbI NCCIEA0BATE/IAM JaHHbIX (MK pa3paboT-
yuKam), T0aToMy obpatiaiite BHUMaHKUE Ha Bee TI0JIs TIOJIydeHHo# Mozies. Tak, Mojiesb
k-cpennux (http://spark.apache.org/docs/latest/api/scala/index.html#org.apache.spark.mllib.clus-
tering.KMeans) aeT OCTYII K TIEeHTPAaM KJIacTepoB, a MOJIETb JIOTUCTHUECKON perpeccun
(http://spark.apache.org/docs/latest/api/scala/index.html#org.apache.spark.mllib.classification.Lo-
gisticRegressionModel), KOTOPY0 Mbl 00yYa/IK JJIs] IIPEACKA3AHUST CYACTIUBBIX HAH/L B IIPU-
Mepe 9.12, copepKuT cBOOOAHBII YIeH ypaBHEHUS] PErPECCHH 1 BECa IPU3HAKOB.

MoMMMO BCTPOEHHbIX CBOAHbIX NMOKa3aTenei mozenel, naket org.apache.spark.
mllib.evaluation coaepXuvT cpeacTsa BbIYMCIIEHNS HECKOSTbKUX Pa3fIMYHbIX NMOKa-
3aTeneli no 3aAaHHbIM NpeacKasaHusM M KOHTPO/bHBIM AaHHbIM (ground truth).
O6vekT MLUtils npepocTaenseT dyHkumio kfold, cermeHTUpytoLLYytO AaHHbIE Anst
OLIEHKMW.

PaboTtaem c 6ubnunoTtekon Spark ML

B ocrose API 6ubimoreku Spark ML jiexut nonsTre KoHpeiepa, COCTOSIIEro U3 pas-
JIMYHBIX 9TanoB. Kask/plit 3 HUX BBITIOJHSIET CBOIO 33/1a4y, IIPUYEM CYIIECTBYIOT STAIbI
JUIs 33/1a4, HAUMHAsT OT OYMCTKHU JAHHBIX JI0 BBIOOPA IIPU3HAKOB € TIOMOIIBIO TPHMEHEHsI
ANTOPUTMa MAaITHHHOTO 00ydenus. J[s cramkuBasimxest ¢ 6ubamorexoit scikit-learn
GOJIBIIIAST YACTD APXUTEKTYPbI MOKAXKETCsT 3HAKOMOIA. DTaIlbl KOHBEepa CrpyInpPOBaHbI
B OIIEHUBATEJH 1 TPe0OPa3oBaTEH.

Ounenuarenn, Takue kak NaiveBayes, TpeOytor 00y4eHust epej UCIoIb30BaHUEM, B TO
BpEMsI Kak TIpeoOpa3oBaTeIi, HallpUMep aJITOPUTM KOJAUPOBAHKS BEKTOPOB, MOKHO MTPH-
MeHsITh HerocpeacTBeHHo. API KoHBeliepoB yipoiaer paboTy co MHOKECTBOM YTHINT
HOATOTOBKU U OYMCTKU JAHHBIX, IOMUMO OOBIYHBIX aJITOPUTMOB MAIIHHOIO 00y Y€eHMs],
a Tak’Ke TI03BOJISIET COXPAHATh BECh KOHBENED JIJIST aJIbHEHIIIEr0 NCITOIb30BAHMSI.
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YcTponcTeo 1 nMnopTbl 6ubnuotekn Spark ML

Kax Spark ML, tak u Spark MLIib B HacTostiee BpeMst pacroiaraloTcst B 0JJHOM
komroHenTe peiimBopka Spark, Maven-koopaunarst kotoporo B Spark 2.0: org.apa-
che.spark:spark-mllib_2.11:2.0.0. [Tocie noGaBienus ero B cO0PKY MOKHO IIPH-
CTYIIUTh K UMIIOPTY yacreit Gubanorekn Spark ML, HyKHBIX JIs1 KOHKPETHOU 3aaui
MAIMHHOTO OOYUYEHUSI.

Y TUIuThL, NpeaHasHadeHHbIe 17151 (GOPMUPOBAHMsI KOHBElepa MallMHHOTO 00yYeH s, pac-
MOJIaTaloTCs B KOPHE MakeTa org. apache. spark.ml. [y Kax10ro 13 pa3indHbIX CEMEICTB
anropuTMOB (KJIaccuuKaIs, perpeccus, PEKOMEH/IAINS U KJIACTEPU3AITHs ) CyIIeCTBYeT
oT/IesibHbIH nakeT B nakete ML (Haripumep, ajiropuTMbl KJIaccuMUKAIMU pacioyiaraloTcs
B I1aKeTe org.apache.spark.ml.classification). [Tomrmo 0OBIYHBIX QJITOPUTMOB MAIIINH-
HOTO 0GYYeHUs, UMEETCs 1 OOLIMPHAsT KOJLJIEKIINST IpeoOpasoBaresieil IIPU3HAKOB B [TAKETE
org.apache.spark.ml.feature 1 METAAJITOPUTMOB B ITIaKeTe org.apache.spark.ml.tuning.

CrangapTHbie HMIIOPTHI TIOKa3aHbl B ipuMepe 9.17, XoTs1, BeposITHO, BbI 3aXOTUTE U3-
6e>KaTb NCITOJIb30BaHUA JIZKOKEPHBIX CUMBOJIOB. ITomumo atux CTaHIAPTHBIX UMIIOPTOB,
He TIOMeEIIaeT 3a/1eliCTBOBATH IlepeMMeHOBaHE, KaK TTOKa3aHo B mpumepe 9.18.

Mpumep 9.17. CraHaapTHblE UMNOPTHI 6ubnnotekn Spark ML

import org.apache.spark.ml._
import org.apache.spark.ml.feature._
import org.apache.spark.ml.classification._

Kax u Spark MLIib, 6ubamnorexa Spark ML comepKuT KOMIIOHEHTHI s Ga30BBIX
olepanuii JIMHeHON anreOpbl B akeTe org.apache.spark.ml.linalg, a HauuHas CO
Spark 2.0, maker suHeitHOH anreOGpbI OCTYTIEH TakKe B Bue 1ejeBoro JAR Ges 3a-
BHCHMOCTEH OT OCTaNbHOTO Spark. DTOT MaKeT CIIyKUT JJIsE YIPOIIEHUs JIOKaJbHOI
BbBIJIAYM PE3YJIbTATOB.

B npvMepax 13 3Toro pasaena Mbl 6yziem ccbiiaThes Ha knacc Vector dpeliMBopka
Spark kak SparkVector, 4tobbl n36exaTb KOHMANKTOB C KNACCOM BEKTOPOB A3blKa
Scala.

Mpumep 9.18. MNepenMeHoBaHHbIN MMNOPT Anst SparkVector
import org.apache.spark.ml.linalg.{Vector => SparkVector}

\

Cnepyet oTMeTUTb, YTO nakeT org.apache.spark.mllib.Vector otnnyaetcs ot na-
keTa org.apache.spark.ml.Vector.

Mo>xHO BOCMosb30oBaTbCst hyHKUMen fromML knacca org.apache.spark.mllib.linalg.
Vectors ans npeobpasoBaHusa us ¢opmata ml B ¢popmat mllib.
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DTanbl KOHBENEpa

draibl KOHBellepa — OCHOBHbIE «CTPOUTENIbHbIE OoKu» Oubianorexu Spark ML.
Kak 3agauu moAroTOBKHU JaHHBIX, TaK U KJIacCUIecKoe 00yUeHHe MOJIEJH CYIECTBY-
10T B Bujle 9Tana. Takue 3Tambl MOTYT MPEACTaBIATh co00il uiu npeobpasosamenu
(transformers), He Tpebytomre 0OydeHUs HA JaHHBIX TEPe UCIOJIb30BAHMEM, UJTH
oyenusamenu (estimators), KOTOpbie HEOOXOMMO OOYUHTD, TPEK/IE UM TPUMEHSITD.

XoTs 0OBIYHO STAIIBI paCcCMaTpUBalOTCA B KOHTEKCTE IIOJTHOT'O KOHBeerpa, KOTOprI‘/JI
MbI paCCMOTPHUM JidJiee, MOKET OKa3aTbCA y]_IO6HO BBIIIOJIHATDH UX OTJIAJIKY 110 O/THOMY.
HpI/I MCITOJIb3OBAaHUH B KOHBeerpe Ppa3nmnanga MEKIYy HpeO6paSOBaTe.HHMI/I n olieHMBaTe-
JIFIMW HE3aMETHDI, O/THAKO B CJIy4ac IIPpUMEHEHUA BHE KOHBeerpa otnnmuns API crano-
BATCA BU/THDBI. Hpemae BCero 1mpu pa60Te C HpeO6p3.30BaTe]IHMI/I 1 olleHMnBaTEeJJISIMH BHE
KOHBEI‘/Jlepa MOJKHO JIy4Iie pa306paTbc;1 B TOM, 4Y€EM OHHM OTJIMYAIOTCA 1 KaK pa60Ta10T.

ITpeobpasoBatesib — MPOCTENIINN U3 ATAIIOB KOHBEEPa, a OlEHNBATENb B PE3YJIbTa-
Te MOATOHKK BO3Bpalaer npeobpasosatesb. [l paboTsl atanos-mpeobpasoBareneii
KOHBeliepa MOXKHO HaIIPSAMYIO BbI3BaTh METO/l transform, IPUHUMAIONIUI B KaueCcTBe
BXOJIHBIX JIAHHBIX 00BEKT DataFrame. Meroji transform BO3BpalaeT HOBbIH 0OBEKT
DataFrame ¢ Pe3yJIbTaTOM TIPEOOPA3OBAHMsT, KOTOPBIN OOBIYHO MOIYYAETCS TIPOCTO Ty TEM
nobassieHust (HAPUMEP, HOBBIX CTOJIOIOB, MOIYYEHHBIX U3 TIPE0OPA30BAHHBIX CTAPHIX).
Yro ke KacaeTcsi olleHuBaTesIeld, MOI0THATD OIIEHUBATENb HA KOHKPETHOM BXOJTHOM 00'b-
exTe DataFrame MOXKHO € TIOMOIIbIO BbI30Ba MeTozia fit. [locsennunii Bo3Bpaiaer arari-
npeobpazoBaresb KOHBeHepa, AJist KOTOPOTro 3aTeM MOXKHO BbI3BATh METOJ transform.

ITpakTuyecku y Bcex 9TalioB KOHBelepa ecTh Kakue-an00 6a30Bble IIapaMeTpbl, KOTOPbIe
HEOOXOUMO 3a/1aTh, YTOOBI UCIIOJIb30BaTh JaHHbIE aTallbl (HaIpuMmep, cTojber 00beKTa
DataFrame, K KOTOPOMY HEOOXOIUMO MPUMEHUTH 1TpeoOpazoBanue). [loatomy mpesk/ie
YyeM JIBUTaThC JaJIblile, IIPUAETCS Pa3oOpaThest, Kak paboTaroT 9TH [apaMeTphbl.

Criocob6 ycTaHOBKY MapaMeTPOB OJMHAKOB Y BCEX 9TAIlOB KOHBEHEpa, YTO MO3BOJISIET
€O3/1aTh METAAJITOPUTMBI, HAITPUMED, JJIS TOUCKA 3HaUeHWH mapaMeTpoB. /lannbre
napaMeTpbl coOpaHbl BMecTe B paszese Parameters (ITapamerpsr) Javadoc kaxkaoro
aTama, a TeTTePbl M ceTTepbl — B pasjiesiax Parameter getters (T'eTTeps! mu1s mapameTpos)
u Parameter setters (CeTrTepbl /7151 ITapaMeTPOB) COOTBETCTBEHHO. /1151 Hauajia Bbl MOJKeTe
3a/1aTh HACTPOUKHU CBOMX JITOPUTMOB MAIITHHHOTO OGYUYEHUS € TIOMOIIBIO CETTEPOB JIJIsT
MAapPaMEeTPOB, a TETTEPhI TPUTOSATCS TTO3/[HEe. Y HEKOTOPBIX TapaMeTPOB MMEIOTCS 3Ha-
YEHUS 110 YMOJIYAHUIO, XOTSI OHU 3a9aCTYI0 OB BBIGPAHBI U3 COOOpakeHUiT 06paTHOI
COBMECTUMOCTH, @ He MAKCUMAJIbHOM MTPOU3BOIUTETbHOCTH.

XOTs NapaMeTpbl MO YMONYaHUIO YacTo BbIBUPAIOTCS 13 COOBpaXKeHui 06paTHOM
COBMECTMMOCTM, OHM MHOM@ MEHAKOTCA OT BEPCUMU K BEPCMM — TaK YTO paam no-
BblLLIEHNS! BOCMIPOM3BOAMMOCTM PE3Y/bTATOB JyULlEe YKa3blBaTb SBHbIM 06pasoM
[aXe UCMOoMb3yeMble 3HaUEHMS Mo YMONYaHUIO.
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Monb3oBaTenu s3bika Python, paboTatolume ¢ 6ubnmoTekoit Spark ML, MoryT obHa-
PYXXWUTb, YTO AIOKYMEHTALIMM OTHOCUTENIBHO 3HAYEHMI MO YMOTYAHUIO Pa3/INUHbIX
MapaMeTpoB HET. B NoAo6HbIX CllyHasx peKoMeHyeM 3ar/isiHyTb B BEPCUIO JaHHOW

\ JOKYMeHTaummn ans s3blka Scala. OaHako Mexay s3blkaMy MOryT CyLLEeCTBOBaTb
pasnnums, NO3TOMY PEKOMEHYEMOW NPAKTUKOW BCE PaBHO SIBSIETCS YCTAHOBKA
3HAYeHUI IBHBIM 06Pa30M PaBHbIMU 3HAYEHWUSAM MO YMOTYAHUIO.

®yHKkuma ExplainParams

[Tpu paGoTe B KOMaHIHOI 0O0JIOUKE MOKHO BOCIIO/IB30BaThCst (DyHKIMeEH ExplainParams ()
JI7IsT BBIBOJIA BCEX MAPAMETPOB ATAla, €ro IOKYMEHTAIINN U TeKyIero snaueHust. /(s BbI-
BOJIa OT/IEJTHHOTO TIapaMeTpa CIY>KUT CUHTaKcHuC ExplainParams ("paramName"). B mpu-
Mmepe 9.19 nokasan o6pasel sTamna Binarizer! koHseiiepa 6e3 epeKkpbITH KaKUX-T100
apaMeTpoB.

Mpumep 9.19. PesynbTaThl BbINONHEHMS dyHKUMK ExplainParams() Ha sTane Binarizer koHBelepa

inputCol: input column name (undefined)
outputCol: output column name (default: binarizer_8b©3ca79966b__ output)
threshold: threshold used to binarize continuous features (default: 0.0)

B 601bLIMHCTBE 3TanoB NPOM3BOANTCS AONONHUTENbHAs Bannaaums 3a4aBaeMblxX
3HauyeHuii (HanpuMep, NpoBEpPKa TOro, YTo KO3 dULMEHT MacLUTabupoBaHus
He paBeH Hyn) npu npeobpaszoBaHMM CxeMbl BXOAHOrO obbekTa DataFrame
(ckaxeM, BbinonHeHus ans storo DataFrame onepaumu transform wnwm fit).

Kaxk BbI MosKeTe BueTh, B ipumepe 9.19 ncxomnpiii cTonber He 3a7aH 1 3HaAYEHUE 110
yMoJiYanuto orcyTcTByet. CresoBaTesbHo, AT UCIOJIb30BAHUS JAHHOTO HTAMa He-
00X0AMMO CHauaja 3a1aTh UX 3HaueHus. [IJIs 9TOT0 MOXKHO MPUMEHUTH (YHKIIUIO
setParameterName([3Havenve]) (B maHHOM ciydae setInputCol("inputCol™)). Cerre-
PbI OGHOBJIAIOT KOHBelep, /I KOTOPOTO BbI3BAHBIL, a TAK/KE BO3BPAIIAIOT 00BEKT dTara
pajiu yIpoIieHusl OpraHu3alun MermoYKoil HeCKOJbKUX oTlepalinii-ceTTepoB. BaxkHo
OTMETHUTb, YTO CETTEPHI He KOMUPYIOT, a MOAUMPHUIUPYIOT OOBEKT dTala, 1JIsI KOTOPOTO
BBI3BAHbI, ¥ BO3BPAIIAIOT €T0 JKE.

Bo Bpems I'IO,CI,FOHKM/OGY‘-!EHVIH npe06pa3OBaTen;|/MonenM 3Ha4YeHNA NapaMeTpoB
KOMUPYKOTCA U3 OLIEHMBATENA B npe06pa3OBaTenb2.

' TIpeobGpasosanue B gBonunyto Gopmy. — IIpumeu. nep.

2 B Python atoro ceifuac He MTPOUCXOANUT, HO JIJIS UCIIPABJICHUS TOLOOHON cuTyaruu GbLIo 3a-
perucTpupoBaHo coobiienue o6 onroKe.
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3ayacTyio MOKHO MEHSTD TTapaMeTpPhl U B MOJICJTU: TaK, €CJTU BBl UCIIOJIb3YeTe OJMH
crosibert iuist 06yueHust, a IPYToil — MPU «IHHAMUYECKOIT» BbIlaue PE3yJIbTaTOB, MOJKETE
MOMEHSITh BXOIHOH CTOIOEI] UTOrOBOI MOZIEN ¢ TIOMOIIBIO TEX JKe CETTEPOB, YTO MPHU-
MEHSIOTCS K OIEHUBATEN0. By/IbTe OCTOPOKHBI TIPU N3MEHEHUU TTaPAMETPOB MOJICJIH,
IIOCKOJIbKY MHOT/IA 9TO BO3MOKHO, HO HA CAaMOM JIeJie He 0Ka3blBaeT HUKAKOTO BIUSHUS
(HampuMep, CMeHa PETYJISIPU3AIINN ).

Ternepb, paso6paBIINCh ¢ OCHOBAMU HACTPOUKU HTAOB KOHBEHEpa, MOKHO MepeiTH
K MCITOJIb30BAHUIO MHCTPYMEHTOB MOATOTOBKH JaHHbIX Oubarorexu Spark ML,

KoanpoBaHue AaHHbIX

BosbimuncTBo Mozesteii Spark ML, XoTs 1 110/1y4aroT B KauecTBe Ilapamerpa Dataset[_],
TpeOYIOT KOAUPOBAHUS JIAHHBIX B ONpeejeHHbI popmat. [IprsHaKu J0JKHBI ObITh
[peCTaBIeHbI cTOJAOIOM Tutia Vector. [Tpu 00yueHnn ¢ IOMOTIBIO aJITOPUTMA MAIIH-
HOTO OOYYEHMUSI C YUUTETIEM METKH JIOJIKHBI ObITH THTA Double, a IPU3HAKM — OT/ICb-
HBIM 00BEKTOM Vector,

HekoTopble anroputMbl B Spark npeanonaratoT, YTo cTonbel, METOK MHAEKCUPY-
€TCS1 HauMHasl C Hyns, U MOryT BecTu cebs HeonTMMasnbHbIM 06pa3oMm (B CMbiCe
\ BpPEMEHM 0BYUYEHNS UMM KayecTBa NpeackasaHuin), eciv BXOAHOW CTonbeL, MeTok
WMHOEKCMPOBAH He C HyNs. B pelueHuy aaHHoOM Npo6neMbl MOXET MOMOYb Npeo6-
pa3oBaTenb npusHakos StringIndexer, 0 KOTOPOM Mbl MOFOBOPUM HUXXE.

K cuactpio, B 6ubsmoreke Spark ML ectb MHOKeCTBO KOMITOHEHTOB KOHBeWepa JJist
MO/IrOTOBKY /laHHbIX. OHM pacrosiaraiotTes B MakeTe org.apache. spark.ml.feature u Ha
MOMEHT HAIMCAHUS JAHHOM KHUTU BKJIIOYAIOT Oojiee 35 aJropuTMOB, OXBATHIBAIOIUX
BCe, HAUMHAs OT Binarizer u PCA u 3akaHuunBas Word2Vec. JTalibl, IIpe/[Ha3HAYEHHbIE
JJISI TIOATOTOBKM JIaHHBIX, MOTYT ObITh Kak OlleHuBaTessMu (HarpumMep, Word2Vec wiim
StringIndexer), Tak u nnpeoGpasoBatensMu (CkaxeM, HashingTF).

Haubostee yacTo mcmosb3yeMbrii mpeobpasoBatesib MPU3HAKOB — VectorAssembler;
OH TI03BOJISIET IIPe0OpPa30oBaTh BXOAHbIE JaHHbie B GOPMAT, C KOTOPLIM MOIYT paboTaTh
MOJIeTH MaIMHHOTO 00yueHust 3 6ubanorekn Spark ML. Ecaun manubie yike mpes-
CTaBJICHBI B BU/I€ YN CJJTOBBIX TUIIOB, TO AJIA IIPUMEHEHNA VectorAssembler JOCTAaTOYHO
3a/1aTh BXOAHbBIE 1 TpeOyeMble BHIXOIHbIE CTOJIONbI 1JIst C(hOPMUPOBAHHOIO BEKTOPA, KaK
mokasaHo B mpumepe 9.20.

Mpumep 9.20. MpocToi popMMpoBaTeNb BEKTOPOB

val assembler = new VectorAssembler()
assembler.setInputCols(Array("size", "zipcode"))
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Ha ciryuaii TeKCTOBBIX BXOJHBIX IAHHBIX B KoHBelepe Spark ML umerorcst mpocreiiiine
(pyHKIIMM KOMUPOBAHUS TEKCTA, HAIpUMep Word2Vec, StopWordsRemover, NGram, IDF,
HashingTF u ipocToii Tokenizer. /[Be mocaeanue (hyHKINH, 3a/1€HiCTBOBAHHBIE CO-
BMECTHO, TTO3BOJISTIOT TIPE0OPA30BATH BXOAHO TEKCTOBBII CTOIOEIL B YUMCIIOBO MTPU3HAK,
MOAXOASAIINIA JIUIsT ncrosib3oBanust B Spark. B mpumepe 9.21 Mbl IeMOHCTPUPYEM, Kak
9TO c/leJIaTh BPYYHYIO, HO IIpMMeHeHne KouBeliepa (KOTOpoe Mbl pACCMOTPUM B I10/ipa3-
nese «CobupaeM Bce BOEANHO B KOHBelep» Ha ¢. 266) 3HAYUUTENIbHO YIIPOLIAeT JaHHBII
porecc.

Mpumep 9.21. Co3gaeM NEKCUYECKUIA @HANM3aTop U UCMONb3yeM pe3y/ibTaTbl ero paboThl
ans onepauun HashingTF

val tokenizer = new Tokenizer()
tokenizer.setInputCol("name"
tokenizer.setOutputCol("tokenized_name")
val tokenizedData = tokenizer.transform(df)
val hashingTF = new HashingTF()
hashingTF.setInputCol("tokenized_name")
hashingTF.setOutputCol("name_tf")
hashingTF.transform(tokenizedData)

Ecim 8 Spark nmonazo6sarcest 6oee mMornabie nacTpyMentsl NLP!, To sarisgnuTe Ha caiir
spark-packages nim paccMoTpuTe BO3MOKHOCTD paciivpenust Kouseiiepa Spark csonm
KOZOM, KaK OIIMCaHo B noapaszaene «Pacmupenne koupeiiepos Spark ML cobersen-
HBIMU JITOpUTMaMu» Ha c¢. 270.

[TosryuuB npeaHazHaYeHHBIN 17t 0OyueHust 0ObeKT Vector ¢ PU3HAKAMU, MOKHO
3aHATHCA KOJAUPOBAHUEM METOK. Kak nouarno us HaSBaHI/IHQ, meToJl StringIndexer
MOJIXOJIUT JIJIST TIPEOOPA30BAHNUST CTPOKOBBIX 3HAYEHUN B MHIEKCHI — PACTIPOCTPAHEH-
HBIH c0co6 PaboThI ¢ TAHHBIMU, MAPKUPOBAHHBIMU TEKCTOBBIME METKaMU. J{aHHBII
METOJ TaK/Ke MOAXOAUT JJII KATEeTOPUAJIBHBIX YNCIOBBIX TUIIOB BXOAHBIX JAHHBIX, OH
yno6eH npu paboTe ¢ KaTerOpUaJbHBIMU CTOJIOIAMU METOK, KOTOPBIE MOTYT OBITh
WHIEKCUPOBAHDI HE ¢ HYJIsA. StringIndexer TpefCTaBIsIeT cOOOT OTIEHMBATEND, TAK KaK
€TO0 IIeJIb — YCTaHOBUTh METKaM, BCTpeYaIoIMMCs Yallle BCeTo, MUHUMaJIbHOE 3Ha-
YeHue MHEKCA, TIPU KOTOPOM He OyieT HUKaKuX KOHMIUKTOB. UT0OBI OTCOPTHPOBATDH
CTPOKOBbIC 3HAYECHUS M0 YACTOTE TOABJIEHUSI, METOLY StringIndexer HEOOXOIMMO
3HATh, KaK1e CTPOKOBbIE 3HAUEHUS BCTPEYAIOTCA Yalle Bcero. B pesysbrare moAronku
MHZEKCATOP CTPOKOBBIX 3HAYEHMI BO3BpallaeT 00beKT StringIndexerModel (Kak 1mo-
KasaHo B puMepe 9.22), KOTOPbII 3aTeM MOKHO HCII0JIb30BaTh JJIst IPeobpa3oBaHms
JAHHBIX.

' Or anru. Natural Language Processing — 06paboTka HallMCaHHbBIX HA €CTECTBEHHDIX SI3bIKAX
TeKCTOB. — [Ipumeu. nep.

2 “string indexer " = "UHIEKCATOP CTPOKOBBIX 3HaueHuil". — [Ipumeu. nep.
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Mpumep 9.22. O6paboTka CTPOKOBLIX METOK C MOMOLLbIO MeToAa StringIndexer

// Co3paeM MpocToil MHAEKCATOp CTPOKOBBIX 3HAYeHWit
val sb = new StringIndexer()
sb.setInputCol("name")
sb.setOutputCol("indexed_name")

// Co3paem MofeNlb Ha OCHOBE BXOAHbIX [AHHbIX

val sbModel = sb.fit(df)

CymectByeT 1 06paTHbIit 00HeKTy StringIndexerModel mpeoGpa3oBaTesb O/ HAa3Ba-
HUeM IndexToString, MCTIOTB3yEeMbBIN /LIS Hp606pa30BaHI/IH peficKa3aHmni 06paTHo
B UCXO/HBIE METKU. TeopeTUIecKr OH MOKeT paboTaTh HA OCHOBE METalaHHBIX, 3aKO/IU-
POBaHHBIX B cxeMe 00beKTOB DataFrame (kak B npuMepe 9.23), Ho MHOIHE OLIEeHUBATEIN
HE KOITUPYIOT MeTaJaHHbIe U3 CTOJIOIA METOK B CTOJIOCI] TPEICKa3aHIiA.

Mpumep 9.23. [Ins ncnonb3oBaHust IndexToString HeobxoaMMbl MeTaaHHbIe

// ®opmupyem obpaTHyl Mofenb LA Npeobpa3’oBaHWUsA U3 WHAEKCOB
// B CTpOKOBble 3Ha4YeHWA nocse npeackasaHua

val sbInverseMD = new IndexToString()
sbInverseMD.setInputCol("prediction™)

Ecou B BBIXOAHOM CTOJIGITE OTCYTCTBYIOT METAAHHBIE, TO JIJIsI BOCCTAHOBJICHUS HCXOI-
HBIX METOK TpUieTcst chopMupoBath 06beKT IndexToString BpyUHYIo, KaK MOKA3aHO
B ipuMepe 9.24.

Mpumep 9.24. Vicnonb3osaHne IndexToString 6e3 MeTagaHHbIX

// Gopmupyem obpaTHyw mMoaenb ANA Npeobpa3oBaHWA U3 WHAEKCOB
// B CTpOKOBble 3Ha4YeHUA nocse npeackas’aHua

val sbInverse = new IndexToString()
sbInverse.setInputCol("prediction™)
sbInverse.setlLabels(sbModel.labels)

B cnyuyae obHapy»eHWUsl HOBbIX 3HAYeHUI, CKaXKeM, BCIIEACTBME TOrO YTO OAHa
13 MeToK npu k-6no4HoM obyueHnn oTcyTcTBOBana, Mogens StringIndexerModel
MOXET WS CreHepupoBaTh UCKITIOYEHWE, MW NMPOMNYCTUTb 3anucb. BbibpaTb, kak
OHa JoMKHa cebsi BECTW, MOXHO ¢ noMoLLbio napameTpa handlelnvalid (3HaveHne
€ro Mo yMOMYaHUIO COOTBETCTBYET reHepaLmn UCKITYEHMS).

OuuncTka gaHHbIX

[TomuMo TIpocTOro mpeobpasoBaHmst JAHHBIX B TOAXOAANINI 1ist paboTsl Spark dhop-
Mart, IOMOJTHUTENHHOE TIPOEKTHPOBAHNE TPU3HAKOB CTTOCOOHO BechbMa 61ar0TBOPHO
MOBJIUSATDH HA TPOU3BOUTEIHHOCTD MOJieieit. [IpeoOpa3oBanie Binarizer MOKHO Uc-
MI0JTP30BATH JIJIST YCTAHOBKH ITOPOTOBOTO 3HAYEHNsT KOHKPETHOTO ITPU3HAaKa, a PCA — 17T
TMOHIKEHUST PAa3MEPHOCTH TAHHBIX. Ecii o6yyaeMbie MO/IesH JTydiiie paboTaioT ¢ HOp-
MaJIn30BaHHBIMU JIAHHBIMU, TO MOKHO 3aJIeHCTBOBAThH Ipeodpa3oBanue Normalizer
(110 BceMy BEKTOPY IPU3HAKOB), KaK IMOKa3aHO B mpumepe 9.25, wiu MinMaxScaler
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(110 oTenbHOMY CTOJOIY) st 106aBIeHUs dTala HOPMaIU3alii IPU3HAKOB B CY-
HIeCTBYIONINI KOHBENep.

Mpumep 9.25. Co3gaHne HopManusaTopa

val normalizer = new Normalizer()
normalizer.setInputCol("features")
normalizer.setOutputCol("normalized features")

Terepp, MocJIe IepBOTo Mara MOATOTOBKU JAHHBIX JIs 00yYEHMUs, MOKHO TIePeNTH K 00-
CYKIEHUIO aJITOPUTMOB MAIIUHHOTO 00yueHust 6ubanoreku Spark ML.

Mogenu 6ubnmnotekn Spark ML

B Spark ectb MHOKeCTBO aJIrOPUTMOB MAITMHHOTO 00YY€HUs], OT KIacCubUKAINK 1 pe-
rpeccuu /10 Kjacrtepusaluu. Y Kaska0i u3 Mojesieil ecTb lrapaMeTpbl HACTPOUKY, OIUCAH-
uble B gokyMenTanuu Scala/Javadoc. Y kaaoro 13 airopuTMOB MAIIUHHOTO 00yYeHIs
C yUHTeJIeM €CTh KaKk MUHUMYM IapaMeTpsl labelCol, featuresCol u predictionCol.

PasinuHble aJIrOpuT™Mbl MALIMHHOTO 00YY€eHMs CIPYIIIMPOBAHbI 110 HA3HAYEHHIO. A pa3
BCE CeMeliCTBa alTOPUTMOB MalllmHHOTO 00yueHust (kiraccudukarnus (http://spark.apache.
org/docs/latest/api/scala/index.html#org.apache.spark.ml.classification.package), perpeccus
(http://spark.apache.org/docs/latest/api/scala/index.html#org.apache.spark.ml.regression.package),
pexomengaius (http://spark.apache.org/docs/latest/api/scala/index.html#org.apache.spark.ml.re-
commendation.package) u knacrtepusanus (http://spark.apache.org/docs/latest/api/scala/
index.html#org.apache.spark.ml.clustering.package) ) crpymmmpoBaHbl 11O ITaKeTaMm, JIJIst TPo-
CMOTPaA JOCTYMHBIX aTOPUTMOB JIOCTATOYHO 3arJIgHYTh B COOTBETCTBYIOIIUN TTaKeT.
[ToMKUMO TIOCTABJISAEMBIX HEIIOCPEACTBEHHO ¢ dpeiiMBopkoM Spark mMozeneit, MOKHO
nobasuth B KoHBekiep Spark cobcTBeHHbBIN KO/ (eM. TI0/Ipasien «Paciiperue KOHBelie-
poB Spark ML co6cTBeHHBIMU aJIropuT™MaMi» Ha ¢. 270) WU IPUMEHUTD aJrOPUTMbI
coobuiecTBa pazpaboTunkos (cM. pasieln «lcrnonb3oBatue akeToB u GUOJNOTEK, CO3-
JaHHBIX COOOLIECTBOM pa3paboTYMKOB» Ha c. 297).

Cospanue u KOH(MUIYpaIUs dTalla MAIIMHHOTO 00y4YeHns aHaJIOrMYHbI KOH(UTYpaLun
JIPYTHUX OlleHWBATeei, TAKUX KakK StringIndexer. Y olleHuUBaTeJel /sl MAITUHHOTO
00yUeHMsI 324aCTy0 JOCTYITHO OOJIbIIE TAPAMETPOB JIJIst HACTPOUKHU, UeM y IIpeIHa3Ha-
YEHHBIX JIJIs TIOITOTOBKH JIAHHBIX OllEHUBaTEJICH, 1 IIOTOHKA ITEPBbIX 3aHUMaeT O0JIbIIe
BpeMeHH. Y GOJIBIIMHCTBA U3 ATHX TapaMeTPOB UMEIOTCST 3HAUEHUSI 110 YMOJIYAHHIO, TAK
4TO CO3IaHKe OLleHNBATEI AJISI MAIIMHHOTO 00y4denus He Tpedyer O0JIbIIOro KoJIde-
CTBa HACTPOEK, KakK IMoKa3aHo B mpumepe 9.26.

Mpumep 9.26. CosaaHue 3Tana A4ns HaMBHOMO KnaccudykaTopa baleca ¢ MUHUMaNbHBIMU HaCTPOMKaMm

val nb = new NaiveBayes()
nb.setLabelCol("happy")
nb.setFeaturesCol("features")
nb.setPredictionCol("prediction™)
val nbModel = nb.fit(df)
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Mpu paboTe co Spark M3 KoMaHAHOW 060704KM UK BIOKHOTa K 3Tanam ML
NPUMEHMMbI Te >Xe MpUeMbI, KOTopble Mbl 06Cy>aanun B nogpasaene «PyHkums
ExplainParams» Ha c. 261.

Kaxk n ot gpyrux orieHnBatesieii, MOKHO HETTOCPE/ICTBEHHO BBI3bIBATh MeTO fit, HO
UCTIOJIb30BATH ITAIl MAITMHHOTO 00yUeHUs B KOHBeliepe Topasio yo6Hee, 4yeM OpraHu-
30BBIBATD ITAIIBI 1[ETIOYKO BPYYHYIO, C IOMOIIIBIO CBOETO KOJIA.

CobupaeM Bce BOEANHO B KOHBEWeEp

Wnrepdeiic kouseiiepos 6ubmorekn Spark ML 1103Bo/1s1€T 00 AMHUTD 9TAIIBI O/
TOTOBKHY JAHHBIX ¥ 0OydeHust Mojesn. Takas BO3MOKHOCTh OCOOEHHO yaoOHa I
coxXpaHeHusd KOHBelepa WM 3aIyCKa MEeTAaaJIrOpUTMOB (HapUMep, MOMCKa 3HAYCHU
[IapaMeTpoB) 110 HECKOJLKMM KOMIIOHEHTaM KoHBeliepa. /lake ecyin He yYUTBIBATD Bbl-
TOZIBI OT YTIPOTIEHTST COXPAHEHUST NI METAATTOPUTMOB, OPTAHU3AINS TPeodpaszoBare-
Jieii 1 olleHuBaTe el LeIIOUKOol B eIUHOOOPas bl KOHBeiiep crrocoOHa YIIPOCTUTh KO
00yueHUsT MOJIEJIN TI0 CPABHEHUIO CO CBSI3BIBAHUEM BBI3OBOB METO/IOB fit 1 transform

BPYUHYIO.

ITocse TOrO Kak MBI Pa30OPAICh ¢ CO3TAHNEM OTAENBHBIX ITAMIOB KOHBeHepa, He co-
CTaBJIIeT TPYy/la CKOMIIOHOBATh UX B KoHBeliep. [l kondurypamuum sTaios 1 caMmux
KOHBeHepoB NCTOIBb3YIOTCS OJIHN U Te jKe MeXaHN3MBI TTapaMeTpOB, N KOHBelep Toxke
ABJIeTCA olleHuBaresaeM (MPHU JKeJaHUM MOKHO CO3/IaTh KOHBelep KOHBeepoB, HO
0c0o60T0 CMBICTA B IAHHOM JIHCTBUY HET).

Bee, uTo TpebyeTcs st OCTPOEHUsT KOHBEHepa, — CO3/[aTh IK3EMILISP KJIACCA org. apa-
che.spark.ml.Pipeline 1 BBI3BaTbh METOJ setStages, IepeaB eMy MaCCUB JTAIIOB
KOHBelepa. DTalbl U3 MPEeAbIIYINX TPUMEPOB MOKHO COCTaBUTH B €IMHBIN KOHBEleEP,
COKOHOMUB YCUJIHsSI Ha TipeobpasoBann 0ObekTa DataFrame BPYYHYIO, KaK TOKa3aHO
B ipuMepe 9.27.

Mpumep 9.27. GopMypyeM NPOCTON KOHBEWEP

val tokenizer = new Tokenizer()

tokenizer.setInputCol("name"

tokenizer.setOutputCol("tokenized_name")

val hashingTF = new HashingTF()

hashingTF.setInputCol("tokenized_name")

hashingTF.setOutputCol("name_tf")

val assembler = new VectorAssembler()

assembler.setInputCols(Array("size", "zipcode", "name_tf",
"attributes"))

val nb = new NaiveBayes()

nb.setLabelCol("happy")

nb.setFeaturesCol("features")

nb.setPredictionCol("prediction™)

val pipeline = new Pipeline()

pipeline.setStages(Array(tokenizer, hashingTF, assembler, nb))
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KonBeiiepnl yI0OHBI TEM, YTO TIO3BOJISIIOT JIETKO T00ABUTD B ceOsT HOBBIE STATIbI, CKAKEM,
MOKHO 100aBUTH B IpuMep 9.27 HopMaJIM3aTop, Kak I0Ka3aHo B puMepe 9.28.

Mpumep 9.28. KoHBellep ¢ HOpManM3aTopom

val normalizer = new Normalizer()

normalizer.setInputCol("features")
normalizer.setOutputCol("normalized features")
nb.setFeaturesCol("normalized_features")
pipeline.setStages(Array(tokenizer, hashingTF, assembler, normalizer, nb))
val normalizedPipelineModel = pipelineModel.transform(df)

ObyueHne KoHBenepa

Pas xonBeiiep — pocTo 0ocobast pasHOBUAHOCTH OLIEHUBATEIs, CIIOCOOHAs BKIOUATh
JPYTHe OLEeHUBATEIM, €r0 MOKHO MCII0JIb30BaTh aHAJIOIMYHBIM 00pa3oM. BbizoB MeTo-
na fit() ¢ sagaHHbIM 00BEKTOM Dataset IpUBEJET K MOJATOHKE 9TAllOB KOHBelepa 110
ouepein (3a HCKITIOUEHNEM TpeoOpasoBaTesieil) 1 BO3BPaTy KOHBeHepa, COCTOSIIIEro 13
[IOJIHOCTHIO 0OyYEHHBIX IIpeoOpasoBaresieil, KOTOpbie MOKHO 3a/1eiiCTBOBATD JIJIsI IIPE/I-
CKa3aHMSI.

ObpalleHure K OTAesNbHbIM 3Tanam

BosMmozkHo, moHago6uTest 06paTuThCs K OTAETBHOMY 9Ty KOHBeHepa, CKasKeM, JIJIs
MOJTyY€HUST OTIAIOUHON MH(POPMATINH WU COXPAHEHWS OIHOTO 13 KOMITOHEHTOB BPYY-
nyio. Kopuesoii kinacc Pipeline comep:Kut napamerp stages, IpeACTaB/ISIONi coO0i
MAaccuB 9TaroB KoHBeiiepa. [Tocse 00yueHust HTOTrOBbIIT 00beKT PipelineModel comepKUT
MaccuB stages, COCTOSIIINI U3 BCEX ITAIOB KOHBelepa nocse obydyenus. Obpaiienue
K 9Taram B s3bike Scala 06b1dHO TpeGyeT MPUBEAECHNS UX K COOTBETCTBYIONIEMY THITY
SBHBIM 00Pa30M, Kak II0Ka3aHo B mpumMepe 9.29.

MpumMep 9.29. ObpalleHne K OTAENbHBIM 3TanaM KoHBeliepa ML

val tokenizer2 = pipelineModel.stages(@).asInstanceOf[Tokenizer]
val nbFit = pipelineModel.stages.last.asInstanceOf[NaiveBayesModel]

Yarie Bcero Hy;KHO OyzieT 0OpaIaThest K MOCIE[HEMY 3TAITy KOHBeepa Vsl IOy YeH st
nHbOpMaIN O TPOU3BOINTETHHOCTH MOziesn. Eliie oiHa BeposiTHAsT TPUYMHA, TT0 KOTOPOH
MOJKET TIOHAJI00UTHCST OOPAIIATHCS K OT/IEJBHBIM STallaM, — CO3/aHre 00OPATHON MOJIEN
1t StringIndexerModel Ha OCHOBeE ee METOK JIJist (hOpMUPOBaHMs ATara IndexToString.

CoxpaHeHue faHHbIX 1 bnbnnoteka Spark ML

ITO MOKET MOKA3aThCs MapafloKCATbHBIM, HO IPU paboTe ¢ aITOPUTMAaMK MAIIUHHOTO
o0yueHust Spark MOKHO 100UTHCsT HOJIBIIEr0 OBICTPOAEHCTBHIS, €CIIM HE KAIIUPOBATh
ABHBIM 00Pa30M JlaHHbie. B ciryyae aHHbBIX, HE UCTIOJIb3YEMbIX TOBTOPHO BHE aJITOPUTMA
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MalIUHHOTO O6y‘IeHI/IH, MHOTME UTEpaTUBHDbIE aJTOPUTMbI CaM 3360T9[TC9I O K9IlIH-
POBAHUU WJIU MTO3BOJISIIOT HACTPAUBATD YPOBEHD COXPAHEHUS C MTOMOIIBIO CBOMCTBA
intermediateStorageLevel. OHUM W3 TEPBBIX MIATOB [T KAXKI0M MOIEIN YACTO
sSIBJIsIETCSI TPeoOpa30BaHIe BXOIHBIX JaHHBIX B 6osiee yA0OHbIH (hopmar, u 00l BI
BHYTPEHHETO COXPAaHEHUS OTIePUPYET 3TUM BHYTpeHHUM (hopmaTom. [1o cytn, mogenn
COXPAHSIOT CBOU Hanible Gosee 3hHeKTHBHO — ecyIit, KOHEYHO, ITOT ITAI KOHBelepa
BOOOIIE MOKET 0OECTIEYNTH COXPAHEHNE,

[laneko He Bce 3Tanbl KOHBEWEPOB NOAAEPXKMBAIOT Pa3yMHOEe COXpaHeHue. Ecnn

napameTpa coxpaHeHust HeT ¥ B Scaladoc He ynoMMHaeTcsl COXpaHSaeMoCTb, TO

CTOWT 3ar/IsiHyTb B NMOJIb30BaTENbCKUIA MHTepdeiic Spark n NOCMOTpeTb, He Nyy-
N\ e N 6yaeT COXpaHsTb BXOAHbIE AaHHbIE KOHBEMEpa BPyYHY!O.

BHe 3aBHCHMOCTH OT TOTO, KAIIUPYETE JIM BbI BXOHbIE IAHHBIE SIBHBIM 00Pa3OM WK
JleJIeTUpyeTe 331a4y KIIIMPOBAHUS TTIOTOTOBIEHHBIX TAHHBIX AJITOPUTMY, TPUMEHIMBI
BCe COOOPAKEHNUST IO TIOBO/LY BBIGOPA YPOBHSI XPaHEHUs, IPUBEICHHbIE B TIOPa3/Ieie
«Bupl MOBTOPHOTO MCIIO/IB30BAHMS: KI1II, COXPAHEHUE, KOHTPOJIbHASI TOUKA, IEPETACO-
BouHbIe (daitabi» Ha c. 140.

ABTOMAaTH3UPOBaHHbI BHIOOP Mozaeu (IIOMCK 3HaYeHuil mapamerpos). Hacrpoiika
MOJIEJIU TIPEACTABIISIET coO0I HETPOCTYIO 3aa4y, 0COOEHHO JIJISI CTIEIMAIICTOB, MO
3HAKOMBIX €O cdepoil MammHHOro 06yueHns. K cuacTbio, cTaHAAPTU3UPOBAHHBIN
MOJIXO0/] K MapamerpaM mMozeseit 6ubanorexu Spark ML o6Jierdaer mouck, mo3BoJisist
3a/aBaTh apaMeTpPbl, 0 KOTOPHIM HEOOXOAUMO BIIIOJIHUTD IIOMCK, a TAKKE METO UX
OTIEHKH.

Ecnu Bbl He MMeeTe onbiTa paboTbl C MaLUMHHLIM 0BYYEHWUEM WM MOMCKA 3HAYEHUI
napaMeTpoB, TO He 3abyabTe, YTO NPY aBTOMaTM31POBaHHOM Bblibope Moaenu (Mnu
Nto60IN pyYHON HACTPOMKe) HEOOXOAMMbI OTAESbHbIE 0byYatoLLasl, KOHTPObHas

\ 1 NpoBepoYHasl NoCNefoBaTeNbHOCTY AaHHbIX. ITO MOMOXET TOYHEE OLEHUTb
3(pPeKTUBHOCTb MOAENMN.

®DpeiimBopk Spark crocobeH BHIMTOJTHUTE TIOUCK 110 3HAYCHUSIM PA3TNYHBIX TAPAMETPOB
JUISE aBTOMATHYECKOTO BBIGOPA ONTUMAIILHBIX TIAPAMETPOB, a CJIE/IOBATEIBHO, U MOJICIIH.
Bocmiopayemest nammM mpuMepoM KonBeitepa 9.27 u copmMupyemM KOOpAMHATHYIO
CeTKY [IJIs1 TIOUCKA ONITUMATIBHOTO KO3(hdUIlneHTa criakiBanus, KaKk MOKa3aHo B ITPH-
Mmepe 9.30.

Mpumep 9.30. MpocToii NOUCK 3HAYEHWsI OTAENBHOro NapamMeTpa

// 06bekT ParamGridBuilder ¢opmupyeT MaccuB coyveTaHWii 3HAYeHWi nNapameTpoB
val paramGrid: Array[ParamMap] = new ParamGridBuilder()
.addGrid(nb.smoothing, Array(e.1, 0.5, 1.0, 2.0))
.build()
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XoTsi 06y4YeHne U OUEHKa ANSt KaXKAOW 3aAaHHON KOH(UIypaumm BbIMOMHSOTCS
napannenbHo, MOUCK MO Pas3fMyHbIM KOHMUIypaumsM NpoMCXOAnMT nocreaosa-
TeNbHO, NpUYEM ANs Cy>KEHWS 3a4aHHOMO MPOCTPAHCTBA NOUCKa He UCMOMb3YHOTCS

\ HUKaKkue onTuMmu3auum. MoaToMy TpebyeMmblli 06beM BPEMEHU MOXET BbICTPO
pacTu No Mepe yBennyeHns KONMyecTea UMEIOLUMXCS BapuaHTOB.

B nacrosmiee Bpems dpeiimopk Spark npenocrasisier ”HCTPYMEHThI pa3OueHus TaH-
HBIX JIUIS OTIEHKH MOJIEJTH: pasOueHue Ui TIePEeKPECTHON TPOBEpPKY U pasbueHue JJist
o6yuenust/miposepkn. Ob6a aBTOMATUUECKH KIMIUPYIOT 0OYUAIOILYIO ¥ MPOBEPOUHYIO
MOCJIe/IOBATEIBHOCTH Ha YPOBHE XPaHUJIMIIA B ONIEPAaTUBHOM MMaMsTH, TaK 4TO ecn
Ballia BXojHast 00ydaionias mocjae0BaTeIbHOCTD CIUIIKOM BETUKA JIJIsA KAIUPOBAHSE
B ONEPATUBHOM MaMsITH Ha PabOUKX Y3JIaX, TO UMEET CMBIC]I BHITIOJHUTD BBIOOPKY U3 Hee
JIUIST TTIOMCKA 3HAUYEeHUH TapaMeTpoB.

[Tomumo BBIGOPa crrocoba MPOBENEH ST UCIIBITAHNH, MOKHO HACTPOUTH METPHUKY, TIPH-
MeHSIEMYIO 7T BBIOOpa ONTUMATBHON Mojienn. B HaleM TeKyIeM TprMepe BXOIHBIE
JAHHbIE TIPpeJHasHAYeHbl [J1s1 OMHAPHON KiaaccuduKainu, Tak uTo B npumepe 9.31
HCIIOJIb3YETC OIleHNBATENb BinaryClassificationEvaluator, a g Apyrux TUIIOB
JIaHHBIX CYIIIECTBYIOT RegressionEvaluator m MulticlassClassificationEvaluator.

Mpumep 9.31. MNonck 3Ha4YEHNUI NAapamMeTPoB C NEPEKPECTHOW NPOBEPKOM

val cv = new CrossValidator()
.setEstimator(pipeline)
.setEstimatorParamMaps (paramGrid)

val cvModel = cv.fit(df)

val bestModel = cvModel.bestModel

AnasornyHo atanaM KoHBeliepa MOKHO HACTPAUBATDh aJTOPUTM OIleHKH. Hale Bcero
MEHAIOT OI[EHUBAEMYIO METPUKY, TOCTYIIHYIO BO BCEX BCTPOECHHBIX aJITOPUTMAX OLIEHKN
C IIOMOII[bIO ITapaMeTpa metricName. BinaryClassificationEvaluator noaaep:xuBaer
MeTpuKH areaUnderROC u areaUnderPR. /[pyrue aIropuTMbl OIeHKU TaksKe TOJiep-
JKMBAIOT HECKOJIBKO PA3JIMYHBIX METPUK, KOTOPbIe MOKHO Haiitu B ux Java/Scala: mo-
KyMeHTaINHN.

MOXHO peanv3oBaTb U COOCTBEHHbIVM anropUTM OLIEHKM MyTeM HacnefoBaHus
knacca org.apache.spark.ml.evaluation.Evaluator.

Vckombie TTapaMeTphl He 00sI3aTeTbHO OTPAHUYUBATD [IPEIe/IaMU OJTHOTO 9Tara. YToOb!
HalTH 3HAYEHUST TapaMeTPOB /71T HECKOJIBKUX 3TANIOB OJTHOTO KOHBEHepPa, I0CTATOYHO
J00ABUTh JIOTIOJHUTEIbHBIE TApaMeTPhl B 00BEKT ParamGridBuilder. Bosspaliasich K Ha-
1meMy TIpuMepy, MOKHO JIETKO OPTaHMU30BaTh TIONCK 3HAUYEHUH TTapaMeTpoB numfeatures
1 binary npeoGpasoBaresist hashingTF u napameTpa p-HOPMbI HOPMAJIU3aTOPa, KaK 10-
KazaHo B ipuMepe 9.32.
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Mpumep 9.32. MNMonck 3Ha4eHW NapamMeTpoB Mo BCEM 3Tanam

val complexParamGrid: Array[ParamMap] = new ParamGridBuilder()
.addGrid(nb.smoothing, Array(0.1, 0.5, 1.0, 2.0))
.addGrid(hashingTF.numFeatures, Array(l << 18, 1 << 20))
.addGrid(hashingTF.binary, Array(true, false))
.addGrid(normalizer.p, Array(1.0, 1.5, 2.0))
.build()

OpvH 13 HEeOCTATKOB TTOOOHBIX TPOMO3JIKIX TIOMCKOB 3HAYEHUIT TapaMeTPOB — Obl-
CTPBIN POCT MHOKECTBA TTEPEOMPAEMBIX MOJIETEH € KasKIBIM TAPAMETPOM, TOOABISTEMBIM
B IIPOCTPAHCTBO MoucKa. [IpernpuHrMaloTcst TIOMBITKA OPTaHN30BaTh «MHTEJJIEKTYah-
HBII» TOMCK 3HAYEHUN MmapaMeTpoB B scikit-learn u mogoOHbIX crcTeMax, HO MOKa elile
He BO (hpeiiMBopke Spark.

PaHHMe Bepcum RegressionEvaluator nHorga Bo3BpallanyM HEKOPPEKTHbIE pe-
3ynbTaThl. Ecnn 6611 Bo3BpalweH NaN B kayecTBe pesynbTaTa, TO 3arnisHuTe
\ B SPARK-14489 (https://issues.apache.org/jira/browse/SPARK-14489).

\

3TV MHCTPYMEHTbI OLIEHKM MOAXOAAT Ans onpeaeneHuns 3chdeKTUBHOCTY Moaeny
He TOJIbKO MPU MOWUCKE 3HAYEHWI MapaMeTPOB, YTO MOXET OKa3aTbCsl 0CO6EHHO
Mosie3HO B CllyYae HEOBXOAMMOCTM KOHTPOSMPOBaTb KOPPEKTHOCTb HOBbIX MO-
[eneii nepea MCrnonb3oBaHWEM PE3Y/bTAaToOB B MPOMbILLIEHHON 3KCMyaTaumm.

Paclumpenne koHBenepoB Spark ML
COBCTBEHHbBIMW anropuTMamm

Xots st Kouseiepos Spark ML cyiecTByeT MHOKECTBO aJTOPUTMOB, MOJKET TTOHA-
JOOUTHCS IONOJHUTETbHAS (DYHKITMOHATBHOCTD B PAMKAX MOJIeJIN KOHBeliepa. B 6u-
6smoreke Spark MLIib 510 He BbizbIBaeT IpobIeM: MOKHO BPYYHYIO PEaM30BaTh CBOii
aJIropuT™ ¢ npeobpaszosanusamMu Habopos RDD nocepennte UCIoab30BaHUI BCTPOEH-
HbIX pyHKIMi. To ke camoe MOKHO ITPOZesIaTh 1 B cirydae koHBeiiepoB Spark ML, Ho
9TO MPUBEJIET K yTPaTe HEKOTOPBIX MIPUSATHBIX BO3MOKHOCTEH KOHBEepoB, B YaCTHOCTH
BO3MOKHOCTHU aBTOMATUYECKU BBITIOJNHSTD METAQJITOPUTMBI, TAKHE KaK TTOUCK 3HAYEHU I
TTapaMeTPOoB € TIEPEKPECTHON MTPOBEPKOH.

Yt0656I 106ABUTH CBOIT aIropuT™ B KouBeliep Spark, Heo6Xoaumo co3aath Wi 00beKT
Estimator, uim 00beKT Transformer, KOTOPbIE BOILIONAIOT WHTEPGeiic PipelineStage.
Wurepdeiic Transformer UCIIOABb3YETCA IS AITOPUTMOB, He TPEOYIONIX 00yYeH ST, MH-
tepdeiic Estimator — st anroputMoB, Tpebyorux storo. Oba narepdeiica pacmoia-
raloTcs B makere org.apache. spark.ml (u peanusyior 6a30Bbiil THIIAXK PipelineStage).
O6parute BHUMaHUE: 00yUYeHIe TPEOYETCST He TOJIBKO JIJIsT CJIOKHBIX MOJIeJIel MaITH-
HOro 00ydeHus; gaxe a1 npeobpaszoBanns MinMaxScaler 0HO HEOOXOAUMO, YTOODI
OTIPe/IeJIUTh TUATIA30H, TAK KAK JJISI 9TOr0 eMy HYXKHO CHAvaja MPOCMOTPETb BXO/HbIe



PaboTaem ¢ 6ubnuoTekolt Spark ML 271

nannbie. Ecom miis Baniero ajaropurMa Tpebyercs obydenue, To HyKHO ¢pOpMUPOBATH
ero B Bujie oObexTa Estimator, a e Transformer.

HenocpeacrseHHO ncnonb3oBaTh PipelineStage Henb3s, NOCKONbKY NOArOHKA KOH-
Belepa 3aBUCUT OT pediekcun, NoapasyMeBatoLLEeil, YTo Ntoboi 3Tan KoHBelepa
N npeacrasnsieT coboi unu Estimator, unu Transformer.

MNonb3oBaTenbckne npeobpasosatenu

Jlaske ec/iu Bbl peajusyere OleHMBaTe b, HE IIOMENIaeT CHavyala pa3obparhes, Kak
CO3IAI0TC IPeodpa3oBaTein, IOCKOIbKY Pe3yIbTaToM PabOThI OLEHNBATELS HOIKEH
OBITH UIMEHHO OH.

[TomuMo camux coboii pasymeronuxcst GyHKIUI transform nim fit, Bce aTanbl KOH-
Beiiepa JIOJKHBI Co/lepsKaTh (QYHKIUIO transformSchema 1 KOHCTPYKTOP KOTUPOBAHUS
copy 160 PeaTM30BhIBATH KJIACC, KOTOPBIN Obl NX MpeaocTaBis. KOHCTPYKTOpP copy
HCIIOJIB3YETCS U1 CO3/IaHMS KOIIMM TEeKYIIero aTala ¢ BKIIOUYEHUEM BCeX TOJILKO YTO
3aJIaHHbBIX TAPAMETPOB U 0OBIYHO TIPOCTO BBI3bIBaeT MeTO[ defaultCopy, €/ ¥ Ballero
KJIacca HeT KakuxX-1u6o 0COGEHHOCTEl B CMBICJE KOHCTPYKTOPA.

KoncTpykTop arama KoHBeiiepa, a TakKe JAeJerupoBaHie 3aa4i KOIMUPOBAHUS 110~
KazaHbl B ipumMepe 9.33.

Mpumep 9.33. Hauano cosaaHMs Nosb30BaTeNIbCKOro 3Tana KoHBelepa

class HardCodedWordCountStage(override val uid: String) extends Transformer {
def this() = this(Identifiable.randomUID("hardcodedwordcount™))

def copy(extra: ParamMap): HardCodedWordCountStage = {
defaultCopy(extra)

}

ODynknus transformSchema 1o/KHAa (POPMUPOBATH HYKHBIN PE3yJIbTAT ATara KOHBekepa
Ha OCHOBE 33J[aHHOTO HabOpa MapaMeTPOB U UCXOAHON CXeMbL. BOJIBIIMHCTBO 3TAIOB
KOHBeliepa pocTo J0OABJISIIOT HOBbIE TI0JIsI, U JIUIIb OUEHb HEMHOTHE M3 HUX YAJISIIOT
YoKe CYIIeCTBYIOIINE OIS

Ecnu u3-3a pasmepa 3anvcu B BalleM KOHBEVIepe BO3HUKaIOT I'Ip06fleMbI, TO MOX-
HO CO34aTb NOMb30BaTENbCKUIA 3Tan KOHBeﬁepa Ana yoaneHusa nnHnX nonem.

[Tomumo chopmupoBaHus BIBOJHON cxeMbl, GyHKITUS transformSchema 10KHA TIPO-
BEPUTD, YTO BXOJ[HAST CXEMa TTOAXOUT JIJIsl IAHHOTO dTara (CKaskeM, COOTBETCTBYET JIN
THII BXOJHOTO CTOJI0NA OsKuIaeMomy ). IMEHHO B Hell cJIe/lyeT TaksKe BBIIOJHUTH Bajua-
1110 TapamMeTpoB atana. B npumepe 9.34 mokaszana npocras dyHKIusA transformSchema,
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TnpegHa3HavYeHHasA JJId CTPOKOBBIX BXO/IHBIX TAHHBIX 1 BEKTOPHBIX BbIXOIHDIX, C JKECTKO
«3alIUTBIMM» BXO/HbBIMI WU BbIXO/IHBIMI CTOJI6].[3MI/I.

Mpumep 9.34. MpocTas yHkums transformSchema

override def transformSchema(schema: StructType): StructType = {
// TMpoBepsaeM, 4YTO TUMN BXOAHbIX AAHHbIX — CTpPOKa
val idx = schema.fieldIndex("happy_pandas")
val field = schema.fields(idx)
if (field.dataType != StringType) {
throw new Exception(
s"Input type ${field.dataType} did not match input type StringType")
¥

// [NobaBnsem Bo3Bpawaemoe none
schema.add(StructField("happy_panda_counts", IntegerType, false))

3

Peasmi30BaTh anropuT™Mbl, He TPEGYIOTHe OOYUCHS FJIH MOATOHKH K BXO/[HBIM JTAaHHBIM,
MOKHO 6e3 0cobbIx mpobieM ¢ oMoIbio nHTepdeiica Transformer, Kak Mbl HaYaJIH
nenarb B npumepe 9.33. HauaTh cTouT ¢ mpoctoro npeodpasoBaresis — IIPOCTENIIETO
aTara KoHBelepa, MOJCYUTHIBAIONIETO KOJMYECTBO CJIOB BO BXOJHOM CTOMIOIE, KaK MO-
KaszaHo B mpumepe 9.35.

Mpumep 9.35. MNoacyeT KONMUECTBa C/I0B BO BXOAHOM CTONbLe

def transform(df: Dataset[_]): DataFrame = {
val wordcount = udf { in: String => in.split(" ").size }
df.select(col("*"),
wordcount(df.col("happy_pandas")).as("happy_panda_counts"))
}

JList oJtydeHns MaKCHMyMa OTaur OT nHTepdeiica KoHBeiiepa JKelaTelbHo, YToObI aTa-
bl KOHBeHepa MOKHO OBIJIO HACTPAUBATh € TOMOIIBIO MHTepdeiica params. ITu ob1IIe-
JOCTYITHBIE, HO YacTO MCIOJIb3yeMble B aTanax Spark ML mapameTpsl 110 yMOJIYaHUIO,
K COKAJIEHUIO, TPUBATHBIE, U TPUXOAUTCS UX TIepeonpe/iessit. [TapameTpsl He TOJIBKO
MTO3BOJISTIOT MOJIB30BATENISIM 33/1aBATh 3HAUEHUST, HO M MOTYT COJIEPKATh MTPOCTYIO JIOTUKY
POBEPKHU AaHHBIX (TaK, ITapaMeTp Peryaspusaliiil J0JKeH ObITh HEOTPHIIATEIbHBIM
3HaueHueM ). /[Ba yalie Bcero npuMeHsIeMbIX [TapaMeTpa: BXOAHOKH 1 BBIXOAHOI CTONOIBI,
noGaBJIeHIIe KOTOPBIX B MOJIEJIb HE IIPEACTABJISET TPYAHOCTEN.

MOJKHO MCIIOIb30BaTh HE TOJIBKO CTPOKOBBIE TTAPAMETPBI, HO U JIIOObIE IPYTHe THIIbI
JNAHHBIX, BKJIIOYAsl CIICKU CTPOK JIJisI CTOM-CJIOB, 1[€JI0UUCIAEHHbIE 3HAYEHUS JJIsT KO-
JIMYECTBA UTEPAIMIT MM MAKCUMAJIbHOM TIyOUHbBI JlepeBa u ynca tuiia double st
K0P PUIUEHTOB CTIIAKUBAHUS U T. II.

Mpumep 9.36. O6pazeL, NapamMeTpoB nNpeobpasosaTens

class ConfigurableWordCount(override val uid: String) extends Transformer {
final val inputCol= new Param[String](this, "inputCol", "The input column")
final val outputCol = new Param[String](this, "outputCol", "The output column")

def setInputCol(value: String): this.type = set(inputCol, value)
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def setOutputCol(value: String): this.type = set(outputCol, value)
def this() = this(Identifiable.randomUID("configurablewordcount"))

def copy(extra: ParamMap): HardCodedWordCountStage = {
defaultCopy(extra)
}

override def transformSchema(schema: StructType): StructType = {
// TNpoBepsieM, 4YTO TUM BXOAHOIO 3HAYEHUA — CTPOKaA
val idx = schema.fieldIndex($(inputCol))
val field = schema.fields(idx)
if (field.dataType != StringType) {
throw new Exception(
s"Input type ${field.dataType} did not match input type StringType")
¥
// LobaBnaem Bo3Bpawaemoe none
schema.add(StructField($(outputCol), IntegerType, false))

}

def transform(df: Dataset[_]): DataFrame = {
val wordcount = udf { in: String => in.split( ).size }
df.select(col("*"), wordcount(df.col($(inputCol))).as($(outputCol)))
}

}

lNonb3oBaTenbCKue oueHuBaTeNnu

['maBHoe pazmmune mexay wHTepdeiicamu Estimator u Transformer COCTOUT B TOM,
YTO BMECTO BBIpaKEHUsI SIBHBIM 00pa3oM Ipeodpa3oBaHmii Hall BXOAHBIMK JaHHBIMI
CHavasa IPOU3BOAMUTCA 1Iar oO0ydeHus B Buje pyHKIMU train. HaeKcaTop CTPOKOBBIX
3HAYEHWH — OJINH U3 TIPOCTEUTITX OTIeHNBaTe e, KaKie TOJTbKO MOKHO Peayin30BaTh,
1, XOTs OH y3Ke ecThb Bo peiiMBopke Spark, 5T0 oT/inuHas MILIIOCTPaLys KCIOJIb30BAHUS
unrepgeiica orenubaresis (pumep 9.37).

Mpumep 9.37. MpocToii 3Tan KOHBelepa: MHAEKCATOP CTPOKOBbLIX 3HAYEHMIA

trait SimpleIndexerParams extends Params {
final val inputCol= new Param[String](this, "inputCol", "The input column")
final val outputCol = new Param[String](this, "outputCol", "The output column")

}

class SimpleIndexer(override val uid: String)
extends Estimator[SimpleIndexerModel] with SimpleIndexerParams {

def setInputCol(value: String) = set(inputCol, value)
def setOutputCol(value: String) = set(outputCol, value)
def this() = this(Identifiable.randomUID("simpleindexer"))

override def copy(extra: ParamMap): SimpleIndexer = {
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defaultCopy(extra)
¥

override def transformSchema(schema: StructType): StructType = {
// TpoBepseM, 4YTO TWUN BXOAHOrO 3HA4YeHWA — CTpoOKa
val idx = schema.fieldIndex($(inputCol))
val field = schema.fields(idx)
if (field.dataType != StringType) {
throw new Exception(
s"Input type ${field.dataType} did not match input type StringType")
¥
// LobaBnsem Bo3Bpalwaemoe none
schema.add(StructField($(outputCol), IntegerType, false))
¥

override def fit(dataset: Dataset[_]): SimpleIndexerModel = {
import dataset.sparkSession.implicits._
val words = dataset.select(dataset($(inputCol)).as[String]).distinct
.collect()
new SimpleIndexerModel(uid, words)
¥
}

class SimpleIndexerModel(override val uid: String, words: Array[String])
extends Model[SimpleIndexerModel] with SimpleIndexerParams {

override def copy(extra: ParamMap): SimpleIndexerModel = {
defaultCopy(extra)

}

private val labelToIndex: Map[String, Double] = words.zipWithIndex.
map{case (x, y) => (x, y.toDouble)}.toMap

override def transformSchema(schema: StructType): StructType = {
// TNpoBepseM, 4YTO TUMN BXOAHOrO 3HAYeHUs — CTpoka
val idx = schema.fieldIndex($(inputCol))
val field = schema.fields(idx)
if (field.dataType != StringType) {
throw new Exception(
s"Input type ${field.dataType} did not match input type StringType")
}
// LobaBnaem Bo3Bpalwaemoe none
schema.add(StructField($(outputCol), IntegerType, false))
}

override def transform(dataset: Dataset[_]): DataFrame = {
val indexer = udf { label: String => labelToIndex(label) }
dataset.select(col("*"),
indexer(dataset($(inputCol)).cast(StringType)).as($(outputCol)))
¥

¥
// end::SimpleIndexer[]
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Mpu peanusaumm UTEPATMBHOO afropyTMa MMEET CMbIC/ 3ayMaTbCs 06 aBTOMa-
TUYECKOM K3LUMPOBAHMM BXOAHbIX JAHHbIX, KOTOPbIE ELLE He 3aK3LIMPOBaHbI, UK
0 NPEAOCTaB/EHWM MOJb30BATENO BO3MOXXHOCTY 3aZlaTh YPOBEHb COXPAHEHMUSI.

JlJisi MHOTUX aJITOPUTMOB YI00Hee paboTaTh CO BCIIOMOraTeIbHbIMI KJIaCCAMU Org. apa-
che.spark.ml.Predictor u org.apache.spark.ml.classification.Classifier, a He
HanpsMyto ¢ uutepdeiicom Estimator.

Mutepdeiic Predictor mo6aBisieT ABa Yallie BCEro UCIOIb3yeMbIX apaMeTpa (BXOIHO
1 BBIXOJHOH CTOJIOIBI B BUIE CTOJIOIOB METOK, IPU3HAKOB U IIPeACKa3aHuil) 1 aBToMa-
THYECKHU MPeobpasyeT cXemy.

WNurepdeiic Classifier moxosx Ha mHTEpdeiic Predictor. [locaeannii 10OTHATENBHO
BKJIIOYAET B pe3yJIbTar cToabell rawPredictionColumn 1 IpeoCTaBIsIeT CPEACTBA OIIPe-
JIeTIEHNST KOJTMIECTBA KIaccoB (getNumClasses), 9To y00HO /TSt 3a/1a4 KITacCH(hUKATIIL.
Mpbr Bocriosmbdyemcest uHTepdeiicoM KinaccudukaTopa g peajns3auu yIpoeHHoTo
HamBHOTO Kiaccudukaropa baiieca, mokazannoro B mpumepe 9.38. Jlanubiii untepdetic
TaKsKe MPEIOCTABIISIET CPEACTBA TTPeoOPA3OBAHNUS BXOXHOTO 00heKTa DataFrame B Ha-
60p RDD 06bekToB THIa LabeledPoint, Ha ciyvail, eciiu HY;KHO paboTaTh ¢ ycTape-
BIIUM aJIrTOPUTMOM B ctujie Gubanorexun MLIib.

Mpumep 9.38. MpocToii HauBHbIN KaccudrkaTop baleca

// TNpocCToi HauBHbI bailecoBCKMIl KnaccupukaTop bepHynnum.
// Lns KpaTKOCTU KOHTPOJIb KOPPEKTHOCTU OTCYTCTBYeT.
// 3To nuub obpasel, He nNpefHa3HaYeHHbI ANA MPOMbIWIEHHOW SKCMIyaTauum.
class SimpleNaiveBayes(val uid: String)
extends Classifier[Vector, SimpleNaiveBayes, SimpleNaiveBayesModel] {

def this() = this(Identifiable.randomUID("simple-naive-bayes"))

override def train(ds: Dataset[_]): SimpleNaiveBayesModel = {

import ds.sparkSession.implicits._

ds.cache()

// TMpumedaHue: ana nonydveHus B3ameH [Dataset] Habopa RDD MOXHO

// Bocnonb3oBaTbcsA mMeTodamn getNumClasses u extractLabeledPoints.

// Nopxon c Habopom RDD YacTo nNpuMeHAeTCA Mpu WHTerpauuu

// c ycTapeBWWM KOAOM [N MAWMHHOIrO OBYYEeHUA WAW UTepaTUBHbLIMU

// anropuTMamu, KOTOpble MOFyT MPUBOAUTbH K 6ONbWWM NJaHaM 3amnpocoB.

// TNoAcyMTbiBaeM KONMYECTBO [LOKYMEHTOB.

val numDocs = ds.count

// Tlony4aem KONU4eCcTBO K/IaCCOB.

// 3ameTuMm, 4TO ITOT OUEHUBaTeNb NpeanosaraeT, YTO UX Hymepauus

// HaduHaeTca c © u pgoxoauT Ao numClasses.

val numClasses = getNumClasses(ds)

// TNony4yaem KONMYEeCTBO MPU3HAKOB W3 MepBOro cronbua.

val numFeatures: Integer = ds.select(col($(featuresCol))).head
.get(0).asInstanceOf[Vector].size
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// Onpepensem KonW4yecTBO 3anucei NS KaxAoro knacca
val groupedBylLabel = ds.select(col($(labelCol)).as[Double]).groupByKey(x => x)
val classCounts = groupedBylLabel.agg(count("*").as[Long])
.sort(col("value")).collect().toMap
// Bblbupaem MeTKM W MPU3HAKW ANS YNPOWEHUs UX OoTobpaxeHus.
// TMpumeyaHue: Mbl ucnonbsyem ans 3Ttoro DataFrame ¢ nomouwbi
// HeTunusupoBaHHoro API, MNOCKONbKY MOJb30BaTeNbCKUA TUM LAHHbIX
// Vector 6onee He aBnseTcA 06WEAOCTYMHbIM.
val df = ds.select(col($(labelCol)).cast(DoubleType), col($(featuresCol)))
// Onpepensem HeHyneBykW 4YacTOTy KaxAOro npusHaka ANsS Kaxaon MeTKu
// v BbiBOAMM Mapbl «MeTKa/WHAEKC», UCMNONb3yA case-Kaacc ANS ynpouweHus
val labelCounts: Dataset[LabeledToken] = df.flatMap {
case Row(label: Double, features: Vector) =>
features.toArray.zip(Stream from 1)
filter{vIdx => vIdx._2 == 1.0}
.map{case (v, idx) => LabeledToken(label, idx)}
¥
// Wcnonb3yem TuUNW3upoBaHHbIi API arperupoBaHus Dataset ana nopcuyeTa
// KOnu4YecTBa HeHyneBbiX NMPU3HAKOB ANA KaxAOro MHAEKCa MeTKu/mnpusHaka
val aggregatedCounts: Array[((Double, Integer), Long)] = labelCounts
.groupByKey(x => (x.label, x.index))
.agg(count("*").as[Long]).collect()
val theta = Array.fill(numClasses)(new Array[Double](numFeatures))

// BblMMCNseM 3HameHaTesNb A5 06WMX amnpuOpPHLIX BEPOSTHOCTENH

val pilLogDenom = math.log(numDocs + numClasses)

// BblMMCNSEM anpuopHble BEPOSTHOCTU MPUHAAJEXHOCTU K Hemy

// BNA KaxAoro U3 Kiaccos

val pi = classCounts.map{case(_, cc) =>
math.log(cc.toDouble) - pilLogDenom }.toArray

// Lna kaxpoi meTKu/npu3Haka O6HOBNAEM BEPOATHOCTHU
aggregatedCounts.foreach{case ((label, featureIndex), count) =>
// Norapudm 4ucna AOKYMEHTOB ANA LaHHOW MeTKM + 2.0 (crinaxvBaHue)
val thetalLogDenom = math.log(
classCounts.get(label).map(_.toDouble).getOrElse(0.0) + 2.0)
theta(label.toInt)(featureIndex) = math.log(count + 1.9) - thetalLogDenom
¥
// TlocKonbKy Mbl 3aBEPWUIM BbIMUC/IEHUS, TO YAANseM W3 XpaHuauuwa
ds.unpersist()
// ®opmupyem mopenb
new SimpleNaiveBayesModel(uid, numClasses, numFeatures, Vectors.dense(pi),
new DenseMatrix(numClasses, theta(@).length, theta.flatten, true))

}

override def copy(extra: ParamMap) = {
defaultCopy(extra)
¥
}

// YnpoweHHaa mMoAenb HauBHOTO KnaccupukaTopa baieca
case class SimpleNaiveBayesModel(

override val uid: String,

override val numClasses: Int,

override val numFeatures: Int,
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val pi: Vector,
val theta: DenseMatrix) extends
ClassificationModel[Vector, SimpleNaiveBayesModel] {

override def copy(extra: ParamMap) = {
defaultCopy(extra)
}

// TpuxoanTca nNpuberHyTb TYT K HEKOTOPbIM YXMWIWPEHUSAM, MOCKONbKY
// ™Mbl BbINOMHAEM Bbl4MCneHUa ¢ Tunamu Vector/DenseMatrix, Ho Bbl He 06s3aHbl
// OrpaHMYMBaTbCA HATWMBHBIMM TWUMaMW [aHHbIX Spark B BawWx MOAensx
val negThetaArray = theta.values.map(v => math.log(1.0 - math.exp(v)))
val negTheta = new DenseMatrix(numClasses, numFeatures, negThetaArray, true)
val thetaMinusNegThetaArray = theta.values.zip(negThetaArray)

.map{case (v, nv) => v - nv}
val thetaMinusNegTheta = new DenseMatrix(

numClasses, numFeatures, thetaMinusNegThetaArray, true)
val onesVec = Vectors.dense(Array.fill(theta.numCols)(1.0))
val negThetaSum: Array[Double] = negTheta.multiply(onesVec).toArray

// 3Ta QYHKUMOHANbLHOCTb MpefCcKa3aHui, KOTOPYyl HYXHO peann3oBaTb
// aBToMaTu4ecku, obopauyuBaeTcs B npeobpasoBaHue ClassificationModel.
// Ecnu 4em-TO MONIe3HO TPAHCAMPOBAHWE MOAENU WU Apyrue
// onTumusauuu, TO MOXeTe nepeonpeAennTb Npeobpa3oBaHue U BCTaBUTb
// Clopa HYXHYH NOTUKY .
def predictRaw(features: Vector): Vector = {
// 3TO Nuwb «UrpyweyvHas» peanusauuma — BMECTO CYMMUPOBAHMWA
// Tpex BeKTOpOB Nydwe wucnonb3oBaTb BLAS wunum 4T1o-TO nopobHoe,
// HO dyHKUMOHaNbHOCTb BLAS He ABnseTcs obwenocTynHow
Vectors.dense(thetaMinusNegTheta.multiply(features).toArray.zip(pi.toArray)
.map{case (x, y) => x + y}.zip(negThetaSum).map{case (x, y) => x + y}
)
}
¥

Peasmmzarus nntepdeiica s pETpeccry W KIACTEPH3AIIH TIOTPeOYET MCII0Ib30Ba-
Hust 060061IeHHOTO nHTepdeiica Estimator, MOCKOJbKY HET 06Lue/:[OCTyHHOr0 6a30BOTO
nabopa unTepdeiicoB, KOTOPBLI MOKHO OBLIO ObI IIPUMEHNTD.

Ecnu npocTo Heobx0AMMO BHECTU U3MEHEHUS B CYLLECTBYHOLUMI anropuT™, TO A4S
[OCTYNa K HY)XHbIM BHYTPEHHWM KOMMOHEHTaM MOXXHO BCTaBUTb CBOM KOA B MaKeT
org.apache.spark. Mpu 3TOM HET HMKaKMX 0BbIYHbIX rapaHTUi cTabunbHoCTK API
(ot Bepcum K Bepcum Spark), Tak uto npu obHoBneHnn Spark cneayet cobnoaaTth
OCTOPOXHOCTb. ITy METOAMKY Mbl PacCMOTPUM B pa3aene «OpraHusaums noto-
KoBOM 06paboTku ¢ nomoLlblo Spark» Ha c. 282.

JlomoTHUTEIbHBIE TTPUMEPBI JIyUIlie BCETO UCKaTh B caMoii 6ubimoreke Spark ML
(https://github.com/apache/spark/tree/master/millib/src/main/scala/org/apache/spark/ml), u xoTs
GOJIBIIMHCTBO U3 HUX UCIIOAb3YIOT Kakue-1mbo BuyTpennne API, Ha HUX MOXKHO Opu-
€HTUPOBATHCS IPU J0OABIeHIH COOCTBEHHBIX (DYHKIIUIA.
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Temneps, KOT/Ia BbI YK€ TOTOBBI HAUATh PACIIUPSTh KOHBelepbl Spark ML, mmeer cMbICT
coszarh maxker Spark, 4ToObI IOAETUTHCS CBOUME HOBBIMHU YTHJIUTAMU € COOOIIECTBOM
paspaboTurkoB (cM. paszen «Vcnop3oBaHue MAKeTOB U GUOJIMOTEK, CO3[AaHHBIX CO-
06111ecTBOM paspaboTYMKoB» Ha c. 297).

CoxpaHeHue 1 Bblaava MOAENEN U KOHBENEPOB
C noMoLubio Spark ML

Berpoennble BO3MOKHOCTU COXPaHEHUsT MOZIeNIel 1 KoHBeliepos Gubmorexku Spark ML
OTpaHMYMBAIOTCS BHYTpeHHUM (hopmaTom Spark. Vcmonb3oBanne cOXpaHEHHOTO KOH-
Beiiepa Tpebyet mosHoro SparkContext u 3HAUMTETbHBIX HAKJIA[HBIX PACXO/I0B, TAK KaK
noasiemenTHbie API npesckasanust noka ete He o611e0cTynHbl. OYHKIMOHATBHOCTD
akcropra PMML erie He nepenecena us Spark MLIib B Spark ML, ogHako st cBoiicTBa
NOIEP/KUBAIOTCSA APYTUMU BHENTHUMU MPOEKTAMH.

Coxpanenue B popmare PMML ocobeHHO yI00HO AJIs BbIIAYM B TEX CIydasix, KOraa
He XOTeJI0Ch ObI BKTIOYATH BCE 3aBUCUMOCTH Spark, Belb OHO MOIEPAKUBAETCS MHOKE-
ctBOM cucteM. CymectByet BHenmHuUi mpoektT M Leap (https://github.com/TrueCar/mleap),
MOJI/IEP>KUBAIOIINI 9KCIIOPT MHOKecTBa Mojiesielt B popmat PMML, na u B npyrux
MPOEKTAX PACCMATPUBAETCST BO3MOKHOCTD 0OaBIeHust moanep:kku PFA. Mbr o6cymnm
npuMeHeHue MoJoOHBIX BHEITHUX TPOEKTOB B pasjee «Mcnoib3oBanne nakeTos u 6u-
GJIMOTEK, CO3IAHHBIX COOOIECTBOM Pa3paboTINKOBy Ha . 297.

PazpaboTtunkn 6ubnuotekn Spark ML nnaHupytoT paclumputb ee BO3MOXHOCTM
coxpaHeHus, BknoYas gobasneHne gopmata PMML B SPARK-11171 (https://
issues.apache.org/jira/browse/SPARK-11171), HO 3T0 noka euwe aeno 6yaylimx
Bepcuin ppermeopka Spark.

ObLwme coobpaxkeHns 0 Bblaaye

Bosmoxknoctu coxpanenns obenx 6ubanorek, kak Spark MLIib, Tak u Spark ML, orpa-
HUYEHHBI, YTO YCJIOKHSIET IPUMEHEHHE 00YUeHHOU MOJIEJIN B TMHAMUYECKOW Cpejie.
[Tonb3oBaresn, y KOTOPBIX y3Ke CylleCTBYeT MH(MDPACTPYKTYPa BbIIAYH, 4ACTO BPYUHYIO
CO3/IAf0T CJION COXPAHEHUSI JIJIsT CBOUX (POPMATOB. ITO IIPUXOUTCS JIEATh /I KasK/I0TO
U3 TUIIOB MOJIeJIe 1 TpeOyeT 3HAUUTEbHBIX 3aTpaT BpeMeHu. [10100HbIH MOAX0/ 3a-
nericrByercs B ipoekte MLeap (https://github.com/TrueCar/mleap), ripesioctaBIisiionieM
cBOH (hopmar cepuannsaiu MozesIel 11 MHOKecTBa Mojesieit Spark ¢ aunamudeckum
cJIoeM BbIIavn. /11 Tex jKe mosrb3oBatesiei, y KOTOpbIX WH(GPACTPYKTYPBI BbIIAUN HET,
CYLIECTBYET IPOCTON U rHOKMii BapuaHT: IpUMeHeHne sKciopra B ¢popmar PMML
¢ TUHAMUYecKuM cyioeM Bbijiaun, Hanpumep JPMML u API onenusanus st JPMML
(https://github.com/jpmml/jpmml-evaluator).
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JPMML nuueH3npoBaH B cooTBeTCTBUM € AGPL, Tak UTO MOXET OKa3aTbCs HEMOA-
XOASIUMM NS Ballei KOMMaHUM M3-3a IMLEH3UOHHBIX OrPaHUYEHWIA.

Oy U3 CaMbIX POCTHIX B COXPAHEHUU — JIMHEHbIE MOJIEJIU, COCTOSIIINE BCETO JIHIIIb
13 HECKOTbKUX KoahduimenTos. OiHa 13 HUX MOKa3aHa B ipumMepe 9.39.

Mpumep 9.39. Co3aaHHbIN BPy4HYtO CNOIN coxpaHeHust ans GLM

def exportLRToCSV(model: LogisticRegressionModel) = {
(model.coefficients.toArray :+ model.intercept).mkString(",")

}

He Bce mone Tak sierko coxpansaTh, kKak GLM (mipumep 9.39), u MokeT 0KazaThbCst, 4UTO
He Bcs MHGOpMaIns, KOTOPYI0 HY’KHO COXPAHNTB, OCTYTIHA HETIOCPeCTBEHHO. B mo-
JIOOHBIX CJyYasaX MPUAETCA MPUGETHYTh K 0OMaHy ¥ TIPUTBOPUTHCSA COCTABHOI YaCThIO
org.apache.spark, Kak Mbl IOCTYITMM B OTAEIbHBIX TPUMEPAX MOTOKOBOI 06paboTKM
(cMm. masee mpumepnt 10.13 m 10.14).

PaclwmpeHmne (co3pgaHne Npou3BOAHbLIX KMaccoB) Moaenei TpebyeTcs TOMbKo
npu pabote B JVM — Py4 ncnonb3yeT pednekcunio, Tak YTO MOXHO (M CTOSb Xe
Hebe30nacHO) HenmocpeACTBEHHO 06palLaTbCs K BHYTPEHHWUM AaHHbLIM MOAESM
AN 3KcnopTa.

Pe3tome

Berpoentbie 6UbIMOTEKN MATMHHOTO 00ydeHust ppeiiMBopka Spark mosaepkuBaior
MHOJKECTBO PA3JINYHBIX aJITOPUTMOB, HO B HACTOSIIIIEE BPEMST B OCHOBHOM OPHEHTHUPO-
BaHbI Ha ITaKETHBIE CIIEHAPUHU KCII0JIb30BaHUsI. MOKHO He TOJIHKO HEIOCPEACTBEHHO
CO3/1aBaTh MOJIEJIH, TIPUMEHsIsT Spark; CyIecTBYIOT U JPYTHe MHCTPYMEHTHI MAITHHHOTO
obyuenus st GpeliMBOpPKa, U B HEKOTOPBIX M3 HUX BO3MOMKHOCTH BbIIaun MOJesel
mpe. luist o0yueHust Mogedieii ¢ momoribio Spark mogoiiayT rpoextsr Oryx (http://oryx.iof),
Mahout (http://mahout.apache.org/), Sparkling Water kommanuu H20 (https://www.h20.ai/
sparkling-water/), Algorithmia (https://algorithmia.com/) 1 ap. B caieayiomieii riase Mbl pac-
CMOTPHUM KCIIOJb30BaHKe KOMIIOHEHTOB Spark u Bceil 9KocucTeMbl KOMIIOHEHTOB
¢peitmBopKa.



KOMMNOHEHTbI 1 NaKeTbI
dbpenmBopka Spark

Spark comepxuT MHOKECTBO KOMITOHEHTOB, OPUEHTHPOBAHHBIX Ha COBMECTHYIO PaboTy
B BUj/ie I/IHTeI‘pI/IpOBaHHof/Jl CHUCTEMDI, IIPUYEM MHOTHE N3 HUX PACIIPOCTPAHAIOTCA KaK
coctaBHast 4acTh (hpeiiMBopka. B atom 3akmouaercs oranane Spark oT sKocHCTEMBI
Hadoop, re st Kaskoi 3a/1auu CyMecTBYIOT CBOU TIPOEKThI UM CHCTEMBL. BBI yike
Hay4nanch 3G @eKTUBHO UCIoIb30BaTh KomonenTsl Spark Core, Spark SQL u ML,
a 9Ta TJIaBa IIO3HAKOMUT ¢ KOMITOHEHTaMu (hpeliMBopKa Spark, mpeiHasHaueHHBIMIE [11sT
MOTOKOBOIT 00PabOTKH, & TAK/KE BHEITHUMU U CO3[AHHBIME COOOIIECTBOM Pa3pabOTIMKOB
KOMIIOHEHTaMU (KOTOpre JaCTO HA3bIBAIOT HaKeTaMI/I). Boupinaga MHTErpupoBaHHaA
cuctema saet Spark Ba mpemMyIiecTBa: YIPoIaeT Kak pa3BepThiBaHNe/yIIPaBIcHUE
KJIACTEPOM, TaK U pa3paboTKy MPUIOKEHUI H1aroaapst CHUKEHUIO YMCJIa 3aBUCHMOCTEN
" CUCTEM, HYKIAIOMINXCA B OTCJIEKUBAHNH.

Jaxe B panHuX Bepcusax ppeiiMBopka Spark ObLIN yTHIUTEL, KOTOPbIE OOBIYHO TPEOYIOT
KOOP/IMHAIIMY HECKOJIBKUX CUCTEM, KaK Mmoka3aHo Ha puc. 10.1.

[Mockosbky 06beKTHI Dataset u BrsKOK Spark SQL cTami 0CHOBOI /IS APYTHX KOMITO-
HerTos Spark, To mocsie HeGOMBIION PECTPYKTYPUSAIUH MBI TOJTYIUM G0JIeE AKTYATBHYIO
Bepcuio, mokazanuyio Ha puc. 10.2. Ona BkJouaeT jiBa U3 HOBEHUIINX KOMIIOHEHTOB
Spark — 6ubnmorexy Spark ML 1 IBHKOK CTPYKTYPUPOBAHHOI IIOTOKOBOI 06pabOTK M
(Structured Streaming). BoJibliiast yacTh Balix 3HAHUIT 0 TOM, KaK paboTarh ¢ 6a30BbIM
Spark 1 Spark SQL, npuMeHnMa U K APYrUM KOMIIOHEHTaM — XOTsI JIJIsI KaKIO0TO eCTh
CBOU HIOAHCBHI.

IToMHUMO UHTETPUPOBAHHBIX KOMIIOHEHTOB, BayKHbIE CBOICTBA BO (hpeiiMBOpK Spark
NOGABJISIIOT TIAKETHI, CO3[AHHBIE COOOIIECTBOM Pa3pabOTUMKOB, MHOT/A akKe 3aMCHSISI
BCTPOEHHbIE BO3MOKHOCTH: B KQUeCTBe TIprMepa MoKHO npuBecty naker GraphFrames.
Takue nakeThbl IPeOCTAB/IAIOT PasHOOOPasHYI0 (PYHKIMOHAIBHOCTD, HAUMHAsI OT [0~
MOJIHUTEIbHBIX (POPMATOB JaHHBIX (YIIOMUHABIIMXCS B MyHKTE «/{OTOJHUTEIbHbIE
dhopmatbi» Ha ¢. 80) 10 TAKETOB TECTUPOBAHUST, OOCYKIABIINXCS B IJIaBe 8, MAIIMHHOTO
00y4deHus 1 aropuTMoB paboThl ¢ rpadamu. ITakeTsl, co3gaHHble COOOLUIECTBOM, MOTYT
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MHOTJIa CTAHOBUTLCS 4acThbIo (hpeiiMBopKa Spark, ecsin ipuMeHsIoTes 10CTaTOuHO MIKPO-
KO, KaK TIPOM30IILIO0, HAITPUMep, C TaKeTOM spark-csv, TpeiHa3HaueHHbBIM 1715 3arPy3KN
CSV-zannbix B 00beKkThl Dataset. B aHHOI ri1aBe MbI BKPATIE PACCKAKEM O TOM, KaK
€0371aTh COOCTBEHHBIN MaKeT A COOOIIECTBa, YTOOBI BCEe MOIJIM BOCIIOIb30BATHCS ILJI0-
JlaM¥ Bamiero Tpyzaa. XoTs, KOHeYHO, HUKTO He 3aCTaBJISIeT BaC JeJaTh 3TO.

Scala, Java, bagel &
Python & R Graph X
SQL YTunuthbl
1 OBGLEKTHI ggggggii: ﬂab'l&(l(:'.))lele e MLLib Kolr\_ln;g;:m-
DataFrame c rpagamm
Apache Spark
Puc. 10.1. Cxema KOMMNOHeHTOB (peMBopka Spark
Spark CI_Tl g:ggg:iﬂ Scala, Java, bagel &
ML 06paboTka Python &R Graph X
SQL YTunutbl
o T Qg;gggiz ﬂsb,lolflngble e MLLib Kolr\_lnglgizru-
DataFrame ¢ rpadamu
Apache Spark

Puc. 10.2. MNepecMoTpeHHas CXxeMa KOMMOHEHTOB dpeliMBopka Spark 2.0+

Ecnu Bbl Noka elle He NpoYnTany rnaey 3, TO peKOMeHAYeM BEPHYTbCS K Hell
W Mo KpaiiHeil Mepe 6erno ee NMpoCMOTPETb, MOCKO/bKY, KaK AEMOHCTpUpYeT
puc. 10.2, 3HaunTeNbHas YacTb HOBbIX pa3paboTok Ans Spark nmpoucxoauT Ha
ocHoBe Spark SQL vn Habopoe DataFrame/Dataset.
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MeHee 3aMeTHOE NMpPenMYLLECTBO 3TOr0 MHTErpMpPOBaHHOro noaxoaa — TO, YTO
pa3paboTka Ntoboro KOMMOHEHTa MOXET yAyylwnTb (YHKLUMOHMPOBAHME BCEX
ocTanbHbIX. Hanpumep, Spark Streaming TpebyeT 3HaUMTENBLHOrO MOHMXKEHUS
3aTpaT Ha co3faHve 3agad. [JaHHoe 06CToATENbCTBO MOBLILIAET BO3MOXHOCTU
paboTbl Spark SQL ¢ ManeHbKMMK 3anpocamu, Npu KOTOPbIX paHee npeBanMpoBasnm
3aTpaThbl Ha BbINOSIHEHNE 3a4au.

OpraHu3aums NoTokoBou 06paboTkm
C nomoLbto Spark

VY Spark Streaming ectb 1Ba API, onue — ocHoBaHHBII Ha Habopax RDD, HasbIBaeMbIX
DStream, a BTOpOii (B HACTOsIIIIEE BPEMST HAXOASIIUIICS Ha albha-cTaiun paspaboTKi), OJ
HasBaHueM Structured Streaming, — ocHoBaHHBII Ha oObekTax Spark SQL/DataFrame.
BoJbiirast 4acTh c00OpakeHil OTHOCUTEIBHO TPOM3BOAMTEIbHOCTH MTPeoOpasoBaHmil
Habopos RDD u onepanumii ¢ oObexramu DataFrame/Dataset ocraeTcs crpaBeiInBoil
U B KOHTEKCTE TIOTOKOBOI 00paboTKM, M HazBaHMsl MHOTHX OI€PaIlUii OCTAIOTCS TeMU
ske. OJIHI OTlepaliiy UMEIOT CMBIC TOJIBKO B KOHTEKCTE MMOTOKOBON 00pabOTKH, a IpyTrie
u3 API nakernoii 06paboTKu B HacTosiIIee BpeMs He nouepsxkusaiorcs B API otokoBoit
06paboTku. B aToM pasiesie Mbl H3y4rM HEKOTOPBIE crieninduyHble s mocaearero API
Spark HI0aHCHI, OCHOBBIBasICh Ha 3HAHUSX, TTIOJYYEHHBIX B IIPEABILYIINX IJIaBaX.

Bonblue nHdopMaumn o Spark Streaming Bbl MOXeTe HalTV B KHWUre Learning
Spark Streaming, HanucaHHoV ®paHcya Mapunbo (Frangois Garillot) (u3patens-
ctBo O'Reilly).

OJiHO 13 caMBIX 3aMETHBIX OTJIUYUE MEKY TIOTOKOBO#T 1 TTaKeTHON 06pabOTKOI 3aKITI0-
YAeTCsl BO BXOJHBIX UCTOYHMKAX JJAHHBIX U MOJKET TIPUBECTU K 3HAYUTENbHON Pa3HUIle
B IIPOU3BOUTETHHOCTH.

Mpwv pa3paboTke 1 TECTMPOBAHMM MOTOKOBbIX MPUIOXKEHUI B NTOKANIbHOM peXUME
3anyck ¢ napameTpamu local unm local[1] B kauecTBe BeayLLero ysna 4acto Bbl-

\ 3blBaeT npobnembl. Spark Streaming TpebyeT MHOro paboTHMKOB AN YCNELWHOro
(PYHKLMOHNPOBaHWS, TaK YTO NpY TECTUPOBAHWM flyyLle NCMoNb30BaTh 6onbluee
yncno paboTHukos, Hanpumep local[4].

NCTOYHNKM U NMPUEMHUKN AaHHbIX

Bue zaBucumoctu ot ucnosbsyemoii Bepcun API Spark Streaming umerorcs omnpepge-
JIEHHBIE HIOAHCHI TOTO, KAK 9TOT KOMIOHEHT TOTPEOIIsieT U BBIBOAUT JaHHbIe. XOPOTIIO
CEKIMOHMPOBAHHDBIE BXO/IHbIC TAHHBIC MOTYT CYIIECTBEHHO TOBJIUATH HAa CUTYAIUIO, KaK
U CeKIIMOHKMPOBaHue BXOAHBIX HabopoB RDD u DataFrame. HenpaBuibHoe CEKIIMOH-
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poOBaHME NI HEITPAaBUJIbHO HACTPOECHHDIE NCTOUYHUKU JaHHBIX MOTYT ITPUBECTU K Y3KUM
MeCTaM 1P YTEHUN JIaHHBIX, PaBHO KaK 1 HEKeaaTeJIbHbIM X ITOTEPAM.

O6a APT Spark Streaming HermocpeICTBEHHO TOIEPKUBAIOT (hailloOBble UCTOUHUKY
JAHHBIX JIJIST TECTUPOBAHUS, ABTOMATUYECKHU «IIO[XBATBIBAIOIINE> HOBbBIE TIOIKATAJIOTH,
U UCTOYHUKU B BUJIE «CBIPBIX» COKETOB. Kak JUUist CTPYKTYPUPOBAHHON TOTOKOBOM 06-
paboTkwu, Tak u 6osee onmbOKoycroiunsoro API DStream dpeiimBopka Spark momrep-
JKuBaeTcst (B npeiBaputesibHoM Bapuante) ucrounuk Kafka.

Jliist mpocToro TecTupoBanust Spark Mo3BoJIsIeT 3a/1€iiCTBOBATH TIOTOKU B OTIEPATUBHOIT
namaT, oObeKThl QueueStream /1 IOTOKOB DStream, a TakKe Memo ryStream J1Jid 110TO-
KOBBIX HaGopOB Dataset. OGbeKThI QueueStream (hpeiiMBOPKA HE MOAIEPKIUBAIOT MHOTHE
orepaiuu (HarpuMep, groupByWindow), YTO OrpaHUYUBAET BO3MOKHBIE CIIEHAPUHU MX
npumerenust. BMecTo 00beKTOB QueueStream MHOTHE UCTIONB3YIOT s TECTUPOBAHYSE
naxer spark-testing-base, kak B myrkre «IToTtokoBas o6paboTka» Ha c. 231.

B API DStream uMeloTcs ZOMOJHUTEIbHBIE UICTOYHUKH JaHHbIX 0T Apache, HO oHu
CKOMTIOHOBAHBI B BUJIE OTAETBHBIX (haiinoB JAR Bo nsbeskariie 4pe3sMepHOTO YBET-
yerus pasMepa u upobiem ¢ aunensuposanuem. Cpean atux ucrounnkos — Kafka,
Flume, Kinesis, Twitter, ZeroMQ 1 MQTT. PykoBoacTBa IO HHTErPAIIN CYIECTBYIOT
nus ucrounnkos Kafka (http: //spark.apache.org/docs/latest/streaming-kafka-integration.html),
Flume (http://spark.apache.org/docs/latest/streaming-flume-integration.html) u Kinesis (http://
spark.apache.org/docs/latest/streaming-kinesis-integration.html). YacTh 13 Hux Gy/IeT BKIOUEHA
B Structured Streaming B rpsAyIIMX BEPCUSX, TPUUEM HEKOTOPbHIE, BO3SMOKHO, B BUJIE
[IAKETOB, CO3[IaHHbIX COOOIIECTBOM Pa3pabOTYMKOB.

HekoTopbie NCTOUHUKH JJAHHBIX ObLIY UCKJII0YEHBI U3 Spark 1 Tenepb 10CTYIHbI B IIPO-
exre Apache Bahir (http://bahir.apache.org/). ITOT LIPOEKT U JAPYrUe MOTOKOBbIE UCTOY-
HUKU JaHHBIX B AKeTaX Spark MOKHO BKJIIOYNTH B CBOI IPOEKT, CIELYsI MHCTPYKIIUSIM
u3 pasjea «Vcnosnb3oBanue nakeToB U OUOJNOTEK, CO37aHHBIX COOOIIECTBOM pa3pa-
60TUNKOB> Ha ¢. 297.

Ha MoMeHT HanmcaHust JaHHONW KHUTH GOJIBITMHCTBO UCTOUHUKOB JIaHHBIX Structured
Streaming moka etie HeJOCTYITHBL J[OMOJIHUTEIbHBIE HCTOYHUKH, BEPOSATHO, OYILyT 10-
cTynubl anagornanbiM API DStream o6pasom B Oyayiiux Bepeusix Structured Streaming
u B BuJle naketoB ¢peiiMBopka Spark, koropsie Mbl paccMoTpuM B pasjedie «Vcmosin-
30BaHUeE MAKeTOB U GUOIMOTEK, CO3JAHHBIX COOOIECTBOM Pa3paboTInKoOB»> Ha . 297.

Monyyatenu AaHHbIX

3HaunTeIbHAS YACTh MCTOYHUKOB DStream (hpeiiMBopka Spark mcrosb3yer Bblie/ICHHbBIE
TIPOIECCHI-TIOIYYaTEIN 71 YTEHUS JAHHBIX U3 TIOTOKOBBIX NCTOYHUKOB, C 3aCIyKUBa-
FONUMA YTIOMWHAHWS WCKIIOYEHUSIMN B BU/ie (halTOBBIX NCTOYHNUKOB U «JIUTIEHHBIX
nosyaaressy» ucrounnkos Kafka. B ocHoBanmoil Ha mosydatessix cxeMe OTPeIeTIEHHOe
KOJIMUECTBO PAOOTHIUKOB HACTPOEHBI TAKUM 00Pa3oM, 4TOOBI UUTATh JaHHBIE 13 BXOIHBIX
TTOTOKOB /IaHHBIX, KOTOPBbIE — TTPU HEJIOCTATOYHO TIATeTbHON KOH(DUTYpaIrum — MOTYT
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cTarh y3KuME Mectamu. Hemoaxoasiast KoHOUrypaus moJayJdaresis crnocodHa cy-
IIECTBEHHO OTPAHUYUTL OOBEM JaHHBIX, KOTOPBIE MOsKeT 06paboraTs Spark. HioaHcsr
KayK/I0TO KOHKPETHOTO TOJTyYaTeJIst 3aBUCAT OT HCTOYHKKA JIAHHBIX, TaK 4TO 00513aTEIbHO
MIPOYMTANTE TOKYMEHTAITUIO 110 BAIIEMY MTOJIy4aTeTio.

Y psila UCTOYHMKOB AaHHbIX €CTb HECKOJSIbKO BapuvaHTOB 4YTeHus. Hanpumep,
B Kafka npuMeHsieTcs kak ocHOBaHHasi Ha mony4daTensix KoHduUrypauus, Tak
N «MNpsIMOA» MOAXoA, NMPU KOTOPOM OTAENbHblE UCMONHMUTENN Spark Henocpea-
CTBEHHO YnTaloT AaHHble u3 Kafka.

lNoBTOpHOE CEKUMOHUPOBaHWE

Kak u B ciryyae o6brunbix Habopos RDD 1 00bekToB DataFrame, BXOAHbIE HCTOYHUKH
JAHHBIX MOTYT OBITH CEKIIMOHUPOBAHBI HEOIITUMAIBHBIM J171st 06PabOTKI 0GPasoM ¢ 11o-
Moripio Spark. TIpu 0CHOBaHHOM Ha MOJIyYaTeNsIX TTOIX0/I€ CEKIIMOHUPOBAHIE TIOTOKA
DStream 06BIYHO OTpAsKAET KOH(UTYPAIIHIO TIoyYaTesis. B HermocpecTBEHHBIX (JIHTIEH-
HBIX TIOJTyJaTesis ) MOIX0/[aX HadyaThHOE CEKIIMOHNPOBAHNE OCHOBBIBAETCST HA CEKITMOHN-
POBaHUU BXOJHOTO TIOTOKA JIAHHBIX, O00HO TOMY KaK HAYaJbHOE CEKI[MOHUPOBAHUIE
Habopos RDD anasornuto cexiuonnposannio HDFS,

Eciin ceKIMOHNPOBaHIE BalllUX JaHHBIX HE MICATBHO MOAXOMUT IJIsT 00pabOTKH, TO
YCTPaHUTD TIPOGJIEMY Jierde BCEro ¢ IOMOIIbIO TIOBTOPHOTO CEKIIMOHUPOBAHUST SIBHBIM
o6paszom ananornyro RDD. OHo MoskeT okazarhest Gosiee TPOCTHIM PENIEHIEM, YeM
HACTPOWKA U 00beIMHEHIE HECKOIBKUX MOJIydaTesell TaHHbIX, U HATOMUHAET paboTy
¢ nabopamu RDD (npumep 10.1). IIpu moBTOPHOM CEKIIMOHUPOBAHKMK T1ap «KJIOY —
3HaYEHVE» HATMUYE M3BECTHOTO 0OhEeKTa Partitioner ClIOCOGHO 3HAYMTEIHHO YCKOPHTh
MHOTHTE OTIEPATINH, Kak 06CY/KAATOCH B TTaBe 6.

Mpumep 10.1. [MOBTOPHOE CEKLMOHMPOBaHME NoToka DStream

dstream.repartition(20)

OI[HB.KO €CJIN UCTOYHHUKOM Y3KOTO MeCTa SABJIAECTCA YTEHUE JaHHbIX, TO IIOBTOPHOI'O
CEKIMMOHMPOBAHMA TTOCJIE TIEPBOHAYAJIBHOTO YTEHUA MOKET OKAa3aThCA HEJOCTATOYHO —
IIpuaeTCA MOBBICUTD UKW KOJIMYECTBO CeKL[I/Iﬁ BO BXOZHOM HNCTOYHMHKE NJAaHHDbIX, NN
KOJIM4eCTBO HO]Iy‘-IaTe]IefI.

ITOT IPUMEP MOKET TIOKA3aThCsT OUEHb 3HAKOMBIM. J[€J10 B TOM, 4TO, MO00HO MHOTHM
oTepalysM HaJl TOTOKaMU DStream, OH PeaM30BaH C TIOMOIIbIO (hyHKIUU transform.
Ona npurrMaet Ha Bxoze Habop RDD zijist Kajkoro mpoMesKyTKa BpeMeH! U IPUMEHSIET
K Hemy nipeoOpasoBanust. [IpejicTaBieHue ¢ IPUMEHEHUEM TPOMEKYTKOB BpeMeH! (DyHK-
UK transform IO3BOJISIET IPU HEOOXOAMMOCTHU IIOBTOPHO 3aeiiCTBOBATD JIJIs IIOTOKOB
DStream OIEpaLUiO WK TOJIb30BATEIbCKYIO (DYHKIINIO, IPEeAHAZHAYCHHYIO i1 PaOOThI
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¢ Habopamu RDD. B npumepe 10.2 Mbl sie1aeM BIJI, 4TO METOJ, repartition oTcyTcTBYeT
B KJjlacce DStream, 1 co3/1aeM aJIbTEPHATUBHYIO (DYHKITHUIO.

Mpumep 10.2. MNoOBTOPHOE CEKLMOHMPOBaHNE noToka DStream ¢ nomoLubio dyHkUmK transform

def dStreamRepartition[A: ClassTag](dstream: DStream[A]): DStream[A] = {
dstream.transform{rdd => RDD.repartition(20)}
}

MoBTOPHOE CEKLMOHMPOBaHME MOXET ObITb NMOME3HO AaXke MpW UCMONb30BaHUK
npsiMoro nony4yartens AaHHbix Kafka Ha ocHose DStream. OHO npuroguTcs B ciy-
Yae, Korpa konuuectBa cekumii Kafka HeaocTaToyHo Ans AOCTUXKEHUSI HY>KHOM
cTeneHv napannenusma.

MHTepBanbl BpEMEHU MeXAy NakeTaMu

WuTepBasipl BpeMeHN MEKIY TTaKeTaMu OTPAsKA0T TPAAUITNOHHBIN KOMITPOMHUCC MEXTY
HPOTYCKHON CIIOCOGHOCTBIO U ITUTEIBHOCTBIO 3aIePyKKU. Spark Streaming moJHOCTBIO
VCIIOJIb3YET KaK/blii MHTEPBAJ BPEMEHHU, MPEK/IE YeM HayaTh OTCUET CJIEAYIOIIETO.
A 3HAYUT, HY’KHO 3a/laBaTb 3HaU€HNE MHTEPBaJa BpPEMEHU MEK/1Y ITaKeTaMU JOCTAaTOYHO
GOJBIINM JIJIST TOTO, YTOOBI MIPEABIAYIIHET TaKeT ObLT 06paboTaH 0 3alTaHUPOBAHHOTO
3alrycKa CJIe/yIoIero.

BPE‘MH O6pa6OTKI/I IMaKeTa 3aBUCUT OT KOHKPETHOT'O ITPUJIOKEHU A, TaK YTO /IaThb KaKMWeE-
1mbo O6H.[I/Ie pPEeKOMEHAallN 3aTPYAHUTEIBHO. PaCHpOCTpaHEHHaH IIpaKTHKa — Ha-
YUHATD ¢ OOJIBIIOrO WHTEpBaJjJa MEXKAY MaKeTaM U YMEHbIIIATh €T0 /10 TEX I10P, IOKa
BpeM:A O6pa6OTKI/I MUKPOIIaKeTa He HpI/I6]II/I3I/ITC§I K IIUTEJbHOCTU UHTEPBaJIa MEKIY
ITaKeTaMU, ITOCJI€ YE€TO BEPHYTHCA K ITOCJIECTHEMY 6630HaCHOMy 3HA4YCHUIO NHTEpBaJia.

Mpu M3MeHeHUn MHTepBana Mexay NakeTaMmu xenaTenbHo ybeauTbCs, YTo Anun-
TENbHOCTb OKOHHBIX Onepaumii, obcyxzaaembix B noapasaene «CoobpaxeHust
\ OTHOCUTENBHO NOTOKOB DStream» Ha c. 286, kpaTHa emy.

VlHTepBas MeskIy aKeTaMu 3a1aercs no-pasioMy a1 API motokos DStream u Structured
Streaming. B API DStream oH ycTanaBimBaeTcsi Ha yPOBHE MTPUJIOKEHUS /KOHTEKCTA, KaK
nokasato B puMepe 10.3. A Hacrpoiiku API Structured Streaming 3aatoTcst 1715t KaskIoro
BBIBOJIMMOTO PE3YIIbTaTa KayK/IOTO 3a1poca, Kak OyeT mokasano B mpumepe 10.7.

Mpumep 10.3. Co3gaHme obbekTa StreamingContext ¢ nHTepBanom mMexay naketamu B 1 cekyHay

val batchInterval = Seconds(1)
new StreamingContext(sc, batchInterval)
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NHTepBanbl co3gaHnsa KOHTPOJIbHbIX TOYEK

Wcroku cumbHENnX cToOpoH dpeiiMBopka Spark — B mropMaIum, cogepranieiicst
B DAG (#a6opos RDD) uiu manax sanpocos (06beKToB DataFrame/Dataset), 1 oll-
TUMHUBAIUSAX, KOTOpbie Spark mpousBout Oarogaps eit. Kak v B ciiydae nTepaTuBHBIX
AJITOPUTMOB, TOTOKOBBIE OIlepalli MOTYT TeHepupoBaTh rpader DAG nnm nians
3aIPOCOB, CAUIIKOM GOJIBIINE JIJIsT TOTO, YTOOBI TOMECTHUTLCS B OTIEPATHBHO TTAMSATH
JIpaiiBepHON TTporpaMMBbl. [lyish TPOCTHIX omepanuii, He 3aBUCSINAX OT TTPEABIY X
IMaKeTOB, TAKUX Kak map, filter uian join, BEpOATHOCTH BOSHUKHOBEHUS HpO6JIeMbI
IIPU MOTOKOBO# 06paboTKe BPSL JIN BBIIIE, YeM P makeTHOM. [ljist oneparuii ke, 3a-
BUCSIIIINX OT TIPEBICTOPUH, HAIIPUMEP MOTOKOBBIX OTIEPAIUil arpernpoBaHust HaOOPOB
Dataset u updateStateByKey IIOTOKOB DStream, B I[eJI4X IIPELOTBPAIEHUS Ype3Mep-
HOTo pocTa pasmepoB DAG win miaHa 3ampoca HeoGXOIMMO CO3/[aTh KOHTPOIbHBIE
TOYKH.

B Spark aaHHble 1 onepaumu SBASIOTCS pacnpeaesieHHbIMM, HO B ApaiiBepHON
nporpaMme JOSMKeH XpaHuTbcs Becb DAG vnun nnaH 3anpoca. YTBepXxaeHvue Mo-
XKET MoKa3aTbCsl HeMOrMYHbIM, BeAb Spark — pacnpegeneHHas cuctema, HO Ha
CaMOM [Iefe 3TO KoY K 06eCrneyeHmnio 0TKa3oycTomunMBoCcTU dpelriMBopka Spark
C MOMOLLbIO NMOBTOPHbIX BbIYMUCIEHUIA.

Yr00bI BKIIOUYUTH MEXaHI3M CO3JaHUS KOHTPOJBHBIX TOUEK JIJIsT TOTOKOBOW 00pabOTKH,
HeoOXO0INMO BbI3BaTh (DYHKITHIO checkpoint, riepeiaB eif myTh K KaTaJory, KoTopbiid Spark
GyJIeT UCIIOMB30BATh JIJIsI XPAHEHUsST KOHTPOJIbHBIX ToYeK. [10ApOo6GHOCTH CM. B TIyHKTE
«Cozmanne KOHTPOJIBHBIX TOUEK» Ha c. 142,

Cosmanne KOHTPOTBHBIX TOUEK /IS METa/ITAaHHBIX UCTIOTB3YETCs TIPH BOCCTAHOBIECHUHT
nocsie cb6oeB u 00CyKIaeTcst B mojapasiesie « PesKuM BbICOKOH JOCTYITHOCTH (OTKa3bl
JipaiiBepa U co3jlaHue KOHTPOJIbHBIX TOYEK )» Ha c. 296.

CoobpaxkeHnst OTHOCUTENBHO
notokos DStream

B octose API niorokoB DStream Spark Streaming siexxur APT Habopos RDD, a 60Jib-
IIUHCTBO €ro orepanuii mpocto obopaurBaioT Mmetoabl RDD B omeparuio transform.
Jlist 9TUX ipeobpa3oBaHuil B OCHOBHOM CITPABEITUBHI T€ JKe COOOPaKEHUST OTHOCHUTEb-
HO [TPOM3BOAUTENHLHOCTH, KOTOPbIE MbI 00Cy K 1a/u B TJiaBe 5. OHaKo He Bee (hyHKITUN
MPECTaBISIOT COOON TPOCThIE aanTephl JJIs onepanuii Hajx Habopamu RDD, camas
oueBHHA U3 (QYHKI[UIL, He UMEIOIINX MPsIMbIX aHasioros B AP HaGopos RDD, — orre-
pars window, o3BoJIsAIONAd (hOPMUPOBATH CKOJIB3AIIEEe BDEMEHHOE OKHO JIJISE BXOJTHOTO
moToKa DStream, 1 ee aHasioru (HarpuMmep, reduceByWindow).
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Kak n B API Habopos RDD Spark Scala, MHorvne gyHkumm 6b1n1m gobaeneHsl € no-
MOLLbIO HesIBHbIX Npeobpa3oBaHuii B API Scala. Mogo6Ho nonoxeHuto aen B API
Habopos RDD Spark Java, cneumanbHble dyHKLMM BO3BPALLAKOT PasfinyHbIe TUMbl
[NS NOAAEPXKN KOHKPETHbIX orepaumnin (Hanpumep, o6bekTbl JavaPairDStream
NS AaHHBIX TUMA <K0Y — 3HAYeHne»).

OKOHHBbIE OIepaIiy MO3BOJISIOT TPOBOAUTD BBIYMCJIEHUS TI0 MOCTeAHNM K aKeTaM
JAHHBIX, YTO OYEHDb YIOOHO JIJIsI, HATIPUME], BHIYUCJIEHUST CKOJIB3SIIIETO CPEAHETO UIIH
KaJIMaHOBCKUX (uiabTPoB. 1o cyTH, OKOHHBIE OTIEPAITIH OIPE/EeNISIOTCS ¢ TIOMOIIBIO
windowDuration (mmmpuHa okHA) 1 slideDuration (YacToTa BBIYMCIEHNS OKHA).

OpuH 13 BasKHEUTIINX JIJIsI OKOHHBIX OIlepalliii aClieKTOB — TpeocTapienne Spark Bos-
MOKHOCTH NHKPEMEHTHO BbIYUCJISITH OKHA € TOMOIIIBIO (DyHKITMY reduceByKeyAndWindow
¢ ¢yrknusimMu reduceFunc U invReduceFunc B KadecTBe TapameTpoB. KoHeuHo, 9T0O
JOTYCTUMO TOJIBKO TP HAJUYUK JIETKO BBIPA3UMO¥T 0OPaTHOMN OTepaIiiu JJIs Batei
cBepTKU (Kak orepanus - /s +).

Onepanun BeiBoa. BeTpoennbie cBOIiCTBA cOXpaHeH st 00HeKTOB DStream HECKOTHKO
OTPAHUYEHHBI: IMEETCSI BCTPOEHHAST TTO/IZIEPIKKA TOTBKO TSI COXPAHEHUs OTAETbHBIX
[IAKETOB B BUjie 0ObEKTHBIX WM TeKCTOBbIX (haiiios. [Ipumep 10.4 mimoctpupyer co-
XpaHeHue TeKCTOBOTO (haiiia.

Mcnonb3oBaTb 06bEKTHbIE halsibl HE PEKOMEHAYETCS], MOCKOSbKY OHU 3aBUCUMBbI
oT Java-cepuanusaumm 06bEKTOB U OT/IMYAKOTCS OT NOCNEA0BaTENbHbIX (halsIoB.

\ MOXET 0Ka3aTbCs, YTO 3arpyska 06beKTHbIX dalinoB, paboTaBwas HopMasbHO
B OAHOW Bepcum Spark, nepectaHeT paboTaTb B APYrow.

Mpumep 10.4. MNpocToe coxpaHeHne B BUAE TEKCTOBbIX thalinoB

dstream.saveAsTextFiles(target)

MoskHO coXpaHsTh U B ZIpyrHe (hpopMaThl, MCTIOJIb3Y s ortepaluio foreachRDD /i romna-
KeTHOTO BbIBoZa ¢ oMoiibio API ma6opos RDD. Onepaius foreachRDD GyHKIIMOHNU-
PYET [IOYTH TaK e, KaK U transform, HO SBJIETCS CKOpee JeiicTBIEM, a He IIpeobpasoBa-
HueM. CyTecTByeT HeCKOJIbKO BO3MOKHBIX BapuaHToB API foreachRDD B 3aBUCUMOCTH
OT TOro, TPeOYeTC st JIU ISt BAlIKMX AeiicTBIil mH(OPMAIMs 0 caMOM IakeTe (IOIyCTUM,
BpPEeMsI), & He TOJIbKO €ro cojiepKuMoe (CKaskeM, /I 3aITUCU B PA3JINYHbIe KaTAJIOTH ),
Kak mokazaHo B nmpumepe 10.5.

Mpumep 10.5. CoxpaHeHue B BUAE NocnenoBaTebHbIX haltfioB ¢ NoMoLbio onepaumm foreachRDD

dstream.foreachRDD{(rdd, window) =>
rdd.saveAsSequenceFile(target + window)

}
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CoobpaxeHus oTHocuTenbHO Structured Streaming

B Structured Streaming nosisusach HOBast MOJIEJIb TOTOKOBOH 00PaBGOTKY JIAHHBIX
B Spark, GoJiee TeCHO CBsI3aHHAS C JIEXKAIUME B €€ OCHOBE TabJIMYHBIMU aOCTPaKIIUSME
nakera Spark SQL. Structured Streaming MoKHO HpeACTaBAATh Kak 3amyck SQL-
3anpocoB Ha GeCKOHEYHOM TabsuIle ¢ 100aBAgeMbIMU TOTOKOM 3anucamu’. B otin-
ure oT ocHoBaHHOTO Ha Habopax RDD API, Structured Streaming He BBOAUT HOBBIiT
TUI JAHHBIX (TAKOIl Kak DStream), a IIPOJIOJIKAET MCIIOJIB30BATH CYIIECTBYIOIIT TUTT
Dataset, 106aBJisist B Hero OyJieBO 3HaYeHHe isStreaming, 4T0OBI MOKHO OBLITO PasJin-
YyaTb IOTOKOBDII U ITakeTHbIH Dataset.

Structured Streaming nosBsunca nnwb B Spark 2.0 © Ha MOMEHT HanucaHus
[aHHoM KHurm (Spark 2.1) elle He MOXET CUMTaTbCS FOTOBbIM K MPOMBILLNIEHHOW
N aKcnayaTaumm.

\,

B oTnnume oT noTokoB DStream, CTPYKTyprpOBaHHbIE NMOTOKU MOXHO CO3/aBaTb
C nomoLLpio 06bl4HOro 0bbekTa SparkSession.

IToTokoBbBIE 00BEKTHI Dataset OAIEPKUBAIOT MHOKECTBO PA3HOOOPA3HbIX OIIEPALIUii, HO
He BCe oIlepallny, peaJn30BaHHbIE B TaKETHBIX Dataset, MOAAeP;KUBAIOTCS B TIOTOKOBBIX.
He nomaepsknBaiorcss 0GbIYHO Te OIlepalluy, KOTOPbIe He MMEIOT CMbIC/Ia — HAIpUMeD,
B Spark 2.0 dyukuust toIson() (cayskammas st npeoOpasoBanust 00bekTa Dataset
B 00beKT Dataset B hopmate JSON) He TOAEPKUBAETCS, TOCKOJIbKY PEaT3aIlnst mpe-
obpasyer Dataset B Habop RDD. KoneuHo, TpyaHO OHSTH, PeAIM30BaHa JI BHY TPEHHE
Ta WM MHAs Ollepalus ¢ HOMOLIbIo peobpazoBanus RDD.

MakeT Structured Streaming peann3oBaH C NMOMOLLbIO HENPEPbIBHbIX 06BLEKTOB
Dataset. OgHako He Bce noaaep>xmBaeMble onepauuy Haa obbektamun Dataset

\ JOCTYMHbI ANA HenpepbiBHbIX Dataset, 1 BO3MOXXHOCTb MPOBEPKM BO BPEMSI KOM-
NUASUMKU AN MOTOKOBOM 06paboTKM OTCYTCTBYET.

MCTOYHMKN AA@HHbIX

Structured Streaming B HacTOsIIEe BPeMsT TTOIEPKUBAECT OUeHb OTPAHUYEHHBIN HAbOP
UCTOYHUKOB JAHHbBIX, XOTS B OYAYIIUX BEPCUSX OKUAAETCS MIOIOJHEHKE DTOIO CIIU-
cKa — Kak B caMoM (peiimBopke Spark, Tak u B BH/E MaKeTOB. 3arpy3Ka MOTOKOBOTO

! Spark SQL moskmo ncronb3oBath ¢ APT DStream, Ho 9T0 BecbMa HeIpocTast 3ajiava.
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MCTOYHUKA JAHHBIX He 0C0O0 OTJIUYAETCS OT 3arpy3Kku 00bIYHbIX SQL-1aHHBIX: HY:KHO
MIPOCTO BBI3BATH (PYyHKIINIO readStream BMecTo read (mpumep 10.6).

Mpumep 10.6. MNpocToii 3aBepLIEHHbIN 06pa3seL, UCMoSb30BaHWs peXnMa BBOAA

session.readStream.parquet(inputPath)

Jlornyeckuii BbIBOA CXeMbl BbIBOPKM C MOTOKOBLIMM A@HHBIMU He paboTaeT, Tak
YTO MNPV HEOBXOAMMOCTM 3arpy3nTb HeYTo NogobHoe JSON, nNpuaeTcs 3apaBaTb
\ CXeMy BPYYHYHO, Kak npu paboTe ¢ obbekTamu Dataset.

Xota Tekymmii Habop UCTOUHUKOB JaHHbIX s Structured Streaming ocTaBJiser jkeath
JIydliiero, paboThl 110 J0OaBJIEHUIO HOBBIX (POPMATOB IPOABUTAIOTCS JOCTATOYHO ObICTPO
(cm. SPARK-15406 (https://issues.apache.org/jira/browse/SPARK-15406))!. B kauecTBe Bpe-
MEHHOI'0 peleHust (TOIbKO I 1eieill paspaborku ) texymmii API DStream criocoben 3a-
MUACBHIBATD JJaHHbBIE B XpaHusuiie HDFS B (hopmate Parquet mytem onepaituu foreachRDD,
a KaTaJior parquet MOKHO 3a/efiCTBOBATh Kak BXOAHOM i Structured Streaming.

Onepaunn BbIBOAA

Jlist 3anucu B IPUEMHUKH JTaHHBIX B Structured Streaming ucmosib3yercst Kiacc
DataStreamWriter (http://spark.apache.org/docs/latest/api/scala/index.html#org.apa-
che.spark.sql.streaming.DataStreamWriter) — He Takoii, Kak B 00bIYHbIX DataFrame/Dataset.
XOTs 3aIKMChIBAIONIIIT KJIACC U OT/IYAeTCst, 001I1e IIPUHIIUIIBI He IOMEHSIINCh. BaskHast
u o0s13aTesIbHAST HACTPOIKA — 0COObIiT TTapaMeTp outputMode, KOTOPBIN MOKET TIPHHU-
MaThb 3HaueHus append (JIJis1 HOBBIX CTPOK) 1 complete (j171s1 BcexX cTpokK). B HacTosiiee
BpeMs JIJISI BCeX IMTOTOKOBBIX Dataset ¢ onepanusiMu arperupoOBaHuA JOJKEH UCTIOIb30-
BaTbCs PeKUM complete, Tak 4To HeT cr1ocoba HEIOCPEACTBEHHO TI0JIyYUTh TOJbKO 13-
MEHUBIITMECS CBO/IHbIE TIoKazaTesn (Kak B mpumepe 10.7).

Mpumep 10.7. MNpocToii 3aBepLUEHHDIN 06pa3eL, UCMOoIb30BaHMsS peXxuMa BbiBoAa

val query = counts.writeStream.
// 3apaem 3HayeHue pexuma BbiBoga Complete ana noanepxku arperumpoBaHus
outputMode (OutputMode.Complete())
// BbiBoAMM pe3ynbTaT B dopmaTe parquet
format("parquet").
// 3apaem uHTepBan, C KOTOPbM OyAyT «MOAXBaTbiBaTbCA» HOBble AaHHbE
trigger(ProcessingTime(1l.second))
queryName ("pandas").start()

Kiacc DataStreamWriter MOKeT BbIBOAUTD KOJJIEKIIMY U B ipyrue (popmarbl, HOMUMO
MMOKa3aHHOTO B IpuMepe Parquet. B uncio BcTpoeHHbIX (hOPMATOB BXOIAT console,

! n [[eflCTBHTeJIbHO, B IIPOMEKYTKE MEKY JIBYM:A PEAAKIIUAMU ,HaHHOfI KHHWTI'W BbIIJIa MJIa/iIast

asnba-sepeust Spark, B koTopoii B Structured Streaming 6biia qo6asiena noauepxkka Kafka.
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foreach 1 memory. [TepBbIil 13 HUX BBIBOAUT Pe3yJIbTaThl B TEPMUHAJ, & TOCJETHUN 3a-
MUCBIBAET UX B JIOKaIbHYT0 Tabsuiry. Dopmart foreach OTJIMUAETCS TEM, UTO €70 HENb3SI
OIPEIEJIUTD € IOMOIIbIO (DYHKIINHU format, a cirelyeT BbI3biBaTh MeTOI foreach oGbekTa
writer 711 yCTAHOBKHU HYKHOU (DYHKITAM.

B Spark 2.0 KOHCONbHbIN peXxuM BbIBOAA MPUBOAWUT K BO3BpaTy BCEro MoToka
NoKasbHO.

N\

lNonb3oBaTeNnbCKne NPUEMHUKN AaHHbIX

Ecav ToBOpUTH HE TOTBKO O CTAHIAPTHBIX MPUEMHUKAX JAHHBIX, TO MOXKET TTOHA-
HOOGUTHCS BBIMIOJHUTH KaKue-1100 IPOU3BOJIbHBIE BEIUUCICHUS HAJ[ PE3YIBTATOM
MOTOKA, IOMUMO BbIBOJIA B OJIMH U3 IPUEMHUKOB JaHHBIX 110 yMOJYaHUO. Tak Kak
HEOOXOMMO YKa3bIBATh UMSI TT0JIb30BATEIbCKOTO IPUEMHUKA TaHHBIX, 3aTPYAHUTEIb-
HO BKJIIOYATH B HETO TTPOMU3BOJIbHBbIE (DYHKITNU: (DYHKITUIO /IS 33/[aHHOTO TPUEMHUKA
JNAHHBIX CJelyeT 3HATh BO BPeMsl KOMITUJISIUKU (TO €CTh OHA He MOKET MEHSThCS
B 3aBUCHUMOCTH OT BBOJMMBIX TTOJIb30BaTeseM MauHbIX). B mpumepe 10.8 g atoro
npuMeHsietTcst (PYHKIUsE, KOTOPYI0 MOKHO 3a/[aTh C TIOMOII[BIO TEKYIIETO OOIIEI0CTYII-
Horo API 3amucu aHaJIOTMYHO TOMY, KaK U [IJIsT IPYTUX TPUEMHUKOB JaHHbIX (KaK
nokaszano B npumMepe 10.9). ITUM MOKHO BOCIIOIb30BaThC JJist GoJiee IMPOKOH aMYy-
JISIIIUY TIOBEJIEHUsT oTiepariui foreachRDD, 0OPAaTUBIIUCH K BHYTPEHHUM KOMITOHEHTAM,
KOTOPBIE MBI PACCMOTPUM B TIyHKTE «Marnanoe obydenue ¢ momoiibio Structured
Streaming» na c. 291.

Tekywwme gocTtynHble B Structured Streaming API npueMHWKOB AaHHbIX Npeanona-
ralT MUKPOMaKETHY 06paboTKy, HO OHW, BEPOSITHO, ByAYT MEHSITLCS, MOCKOSbKY

\ ofHa u3 uenei Structured Streaming coCTOMT B TOM, YTOBbI MO3BONMTL OTKA3aThbCA
OT MMKPOMAKeTHON 06paboTkN B MEXaHWU3ME BbIMOJIHEHUS.

Mpumep 10.8. MNMonb3oBaTeNbCKUA MPUEMHUK AaHHbIX Ans Structured Streaming
/**

* TlpoCTON NONb30BaTENbCKUIA NPUEMHUK AAHHbIX, MpeAHa3HaYeHHblh AnA
* WNNKCTpauuuM TOro, Kak B HacToswee BpeMmAa npefnosiaraercA
* 3apeiicTBoBaTb API nMo/sb30BaTeNbCKUX MPUEMHUKOB [AaHHbIX
*/
class BasicSinkProvider extends StreamSinkProvider {
// Haw npuemMHWK [aHHbIX OYeHb MPOCT, MO3TOMY Mbl TYT HUYEro He Aenaem,
// HO 3pecb MoxeT 6biTb KOA4 AN HACcTpOiiku
override def createSink(
sqlContext: SQLContext,
parameters: Map[String, String],
partitionColumns: Seq[String],
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outputMode: OutputMode): BasicSink = {
new BasicSink()
}
¥

class BasicSink extends Sink {
/*
* B cooTBeTcTBUM cO SPARK-16020 npou3BosbHble npeobpasoBaHua
* He noAAepxvMBawTCA, HO npeobpa3oBaHue B Habop RDD TBOpUT 4ypeca
*/
override def addBatch(batchId: Long, data: DataFrame) = {
val batchDistinctCount = data.rdd.distinct.count()
println(s"Batch ${batchId}'s distinct count is ${batchDistinctCount}")
}
}

MpumMep 10.9. BbiBoa AaHHbIX B MPOCTON NMONb30BaTENbCKUIA MPUEMHUK AaHHbIX Anst Structured
Streaming

ds.writeStream.format(
"com.highperformancespark.examples.structuredstreaming." +
"BasicSinkProvider")
.queryName ("customSinkDemo")
.start()

B Spark 2.0 BHYTpM NpYEMHMKa AaHHbIX HE AOMYCKAETCS BbINMOSHEHNE HUKAKNX
orepaumit, CNocobHbIX MPUBECTU K U3MEHEHWIO IOMMYECKOro MniaHa (HanpuMep,

\ SQL/DataFrame/Dataset npeobpa3oBaHuit). B kauyecTBe BPEMEHHOIO peLIeHs
MOXHO npeobpaszoBaTb 06bekT DataFrame B Habop RDD 1 BbINOMHUTbL HyXHOE
npeobpasoBaHne Hag RDD.

MalumHHoe 0byyeHune ¢ nomolbto Structured Streaming

B nepsyto Bepcuto makera Structured Streaming APIT s ManmmHHOTO 00yUeHUS
etie He 6bLTM MHTErprpoBanbl. OHAKO MPHU HEKOTOPOI U306pETATENILHOCTH MOKHO
65110 3acTaBUTH paboTtath Ha ocHoBe Structured Streaming co6cTBeHHBIE ANTOPUTMBI
MaIuHHOTO 00yueHust. [IpeBapUTENbHBINA 9KCIIEPUMEHTAIbHBIN BADUAHT UHTETPA-
uu Structured Streaming v MammMHHOTO 06YYEHMsI JOCTYIIEH B pernozuropun spark-
structured-streaming-ml va GitHub (https://github.com/holdenk/spark-structured-streaming-
ml), HO cJie/lyeT OTMETHTD, YTO OH TMpe/IHa3HaueH He /I TPOMBIIIIJICHHON aKCITyaTalniy,
a JIUIIb JIJIS UJLTIOCTPATUBHBIX T[eJICH.

CneanTb 3a nporpeccoM B noaaepxke Structured Streaming koHBeilepamu
6ubnmotekn Spark ML moxHo B SPARK-16424 (https://issues.apache.org/jira/
browse/SPARK-16424).
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OjiiH 13 IPOCTEHIINX TOTOKOBBIX AJITOPUTMOB MAIITUHHOTO 00YY€HUsT, KOTOPBIE TOJIBKO
MOJKHO peajin30BaTh Ha ocHoBe Structured Streaming, — HauBHBIN KiaccuGUKATOP
Baiieca, MOCKOMBKY 3HAYUTETHHAS TOJIST HEOOXOANMBIX JIJIST HETO BBIYUCTEHUN CBOUTCS
K IPYTIITMPOBKE U arperupoBanuio. [locse Hamncanus anropuT™a uist 00yIeHusT MOJICITH
BO3HUKAET MHTEPECHBII BOTIPOC: KaK BBINOJHUTH CHOP arperupoBaHHbIX JAHHBIX TAKUM
06pazoM, 4TOOBI KX MOKHO OBLIO UCIOIB30BATh I TIpejickasanus. B makere Structured
Streaming ¢peiimBopka Spark ectb TabMUHbBI (B OMIEPATUBHO TaMsATH ) (hOPMAT BbI-
BOJIA, IPUTOAHBIN JIJIsI XPAHEHMS arPErMPOBAHHBIX PE3YJIbTATOB, KAK MMOKA3aHO B IIPH-
mepe 10.10.

Mpumep 10.10. CBoAHbIE NOKasaTeNu Ans HaMBHOro knaccudmkatopa baieca (Structured Streaming)

// NopcymTbiBaEM KONMYECTBO C MoOMoOWbK npeobpasoBaHus obbekTa Dataset
val counts = ds.flatMap{
case LabeledPoint(label, vec) =>
vec.toArray.zip(Stream from 1).map(value => LabeledToken(label, value))
}.groupBy($"label”, $"value").agg(count($"value").alias("count"))
.as[LabeledTokenCounts]
// Co3paem Tabnuuy AnA XpaHeHUA pe3ynbTaToB
val randomId = java.util.UUID.randomUUID.toString.filter(_ != '-").toString
val tblName = "gbsnb" + randomID
// BbIBOAMM arperupoBaHHble pe3ynbTaTbl B pexume complete B Tabnuuy B namaTu
val query = counts.writeStream.outputMode(OutputMode.Complete())
.format("memory").queryName(tblName).start()
val tbl = ds.sparkSession.table(tblName).as[LabeledTokenCounts]
val model = new QueryBasedStreamingNaiveBayesModel(tbl)

IToka uTo MpUBEAECHHBII IPUMED ellle He BKJIUYAET BCe JaHHbIe, HeOOXOAUMBIE ISt
CO3/IaHUs HK3EMILIsIPa OOBIYHON HarBHOI Moje Baiieca dpeiimopka Spark. MoskHO
WU 3aHATHCS 100ABJIEHIEM JOTIOJHUTEIBHBIX CBOJHBIX TIOKA3aTeael (/IS YMCIOBBIX
3aImceil u T. /1), Win morpoboBaTh APYroil MOAXOI.

W3navampHblil HaIl MOXO0/ K HAMBHOMY KJaccudukaTopy baiieca mioxo nojjaercs
000011IEHIIO HA Te aJITOPUTMBI, KOTOPbIE CJIOKHO TIPEJCTABUTh B BUJIE ONEPAIHii arper-
poBanug Ha oObekTax Dataset. B gannom CJIydae MOKeT OKa3aTbC ITOJIE3HBIM B3IJISIHYTb
Ha TO, KaK MallmHHOEe 00ydeHwe OO pealn30BaHoO B TPEABAPUTETBHOM TTOTOKOBOM AP
Spark, ocHoBaHHOM Ha TTOTOKaX DStream. Peasusanus Metoja foreachRDD 00beKTOB
DStream I103BOJISAET IIOJIYYUTh JIOCTYII K HUZKEJIesKallleMy MUKPOIIAKETHOMY IIpe/iCTaBJie-
HUIO JIaHHBIX, KOHEYHO, TIPY HAJIMYNN MEeXaHU3Ma OOHOBJICHWS JIJIsl BKJIFOYEHUsI HOBBIX
JAHHBIX B CYIIECTBYIONLYIO MO/IEIb. K coxanenuro, IIPAMOTO aHasora Mero/a foreachRDD
B Structured Streaming He cylecTByer, HO 10OUTHCS CXOKErO OBEAEHUSA MOKHO C 110-
MOIITBIO MTOJIB30BATETBCKOTO TPUEMHNKA JaHHBIX (Kak moka3aHo B npumepe 10.11).

Mpumep 10.11. MpocTenlunit NoNb30BaTENbCKUIA NPUEMHUK AaHHbIX ANt 06yYeHUs HaUBHOIO
knaccudukatopa baiieca

object SimpleStreamingNaiveBayes {
val model = new StreamingNaiveBayes()

}

class StreamingNaiveBayesSinkprovider extends ForeachDatasetSinkProvider {
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override def func(df: DataFrame) {
val spark = df.sparkSession
SimpleStreamingNaiveBayes.model.update(df)
}
}

Kak u npu 3anucu 06beKTOB DataFrame B MOJIb30BaTENbCKUE (DOPMATBI, JIJIsI [IPH-
MeHEHUs CTOPOHHUX IIPMEeMHUKOB JaHHbIX MOKHO YKa3blBaTh B KaueCTBe lapamMeTpa
dbyukimn format moaHoe MM Kiaacca. [Toka 6ubimroreka Spark ML ere oxxnmaet
unrerpanun ¢ Structured Streaming, mosb30BaTENbCKUIT TPUEMHHUK JTAHHBIX MOCJIY-
JKUT [UIsT MHTErpanuy Mammuaaoro ooyuenus B Structured Streaming, kak mokaszaso
B nipumepe 10.12.

Mpumep 10.12. BbiBog B NOJSb30BATENbCKUIA MPUEMHUK AaHHBIX AN 06y4YeHNUs HaMBHOrO
knaccudmkartopa baleca

// 0Obyyaem c nomoupbio MoAenu u3 obbekTa SimpleStreamingNaiveBayes.
// TNpun Bbi30Be ANA HECKOJIbKUX MOTOKOB BCE MOTOKW OBHOBASAWT NapameTpbl
// ofHoi mopenun :(
// wnu, To4Hee, OBGHOBNANM Obl, ecnu 6bl Mbl HE «3aAWUAU» XECTKO B KO
// wvma 3anpoca, npejoTBpawas 3anyck HECKONbKWUX OAMHAKOBbIX MOTOKOB.
def train(ds: Dataset[_]) = {
ds.writeStream.format(
"com.highperformancespark.examples.structuredstreaming." +
"StreamingNaiveBayesSinkProvider™)
.queryName("trainingnaiveBayes")
.start()
}

ITOT IPOCTOH MOJIBb30BATETHCKUI MPUEMHWK TAHHBIX CJIEAYET MOJHOCTBIO OTIPEIETUTD
Ha MOMEHT KOMIUJISAIUH, TOCKOJIBKY OH (DOPMUPYETCS C MTOMOIIBI0 KOHKPETHOTO Ha-
3Banust. Ecaivt mpo6aiembt ipu o6HOBIIeHIK Spark Bac He TyTaroT, TO MOJKeTe YTIyOUThCST
BO «BHYTPEHHOCTU> (PPEMBOPKA U CO3/IaTh IPUEMHUK JAHHBIX, KOTOPbIi ObI BeJl ceOst
6ouiee TOX0Ke Ha MeTojT foreachRDD (Kak mokazano B mpumepe 10.13).

Mpumep 10.13. «Hexopolumii» Nonb3oBaTENbCKUIA MPUEMHUK AaHHbIX Ans Structured Streaming
/**

Co3AaeM MNofb30BaTENbCKUIA NPUEMHUK [aHHbIX aHANoru4yHo ctapomy pobpomy foreachRDD.
MNepenaBaemas (QyHKLUMA Bbi3biBAaeTCA AJIA KaxAOro NpoMexyTka BpemMeHu
c obbekToM Dataset, cooTBeTCTByHWMM 3TOMYy MpOMeXyTKy, B KadyecTBe napameTpa.

3Ta ¢yHKUMA AonxHa noTpebnATb obbekT Dataset (Hampumep, c nomolbio
Bbi3oBa MeToga "foreach" wunm "collect").

CornacHo SPARK-16020, npou3BosbHble Npeobpa3oBaHWA He NOALEpXMBAKTCA,

HO mpeobpa3oBaHuWe Tuna B Habop RDD no3BonseT UCNonbL3oBaTb U Apyrue
npeobpasoBaHua, kpome "foreach" unm "collect", coxpaHAs WMHKPEMEHTHOCTb.

* X X X X X X X ¥ ¥

*/
abstract class ForeachDatasetSinkProvider extends StreamSinkProvider {
def func(df: DataFrame): Unit

def createSink(
sqlContext: SQLContext,



294 aea 10 e KOMMOHEHTHI M NaKeTbl peiiMBopka Spark

parameters: Map[String, String],
partitionColumns: Seq[String],
outputMode: OutputMode): ForeachDatasetSink = {
new ForeachDatasetSink(func)
}
}

/

*

Nonb30BaTeNbCKUIE MPUEMHUK AAHHbIX, MOAOC6HbIN cTapomy gobpomy foreachRDD.
B MOMEHT NpuMeHeHWs C 3anucbiBalWMM KJaccoMm He cnejyeT $opMUpoBaTb €ro
HernocpefCcTBEHHO, BMeCTO 3TOro Jydwe co3faTb MNoAKJacc Knacca
[[ForeachDatasetSinkProvider]] u nepesaTb dopmaT 06bEKTY

Kknacca DataStreamWriter ¢peiimBopka Spark.

MOXHO MCMoNb30BaTb M HenocpeAcTBEHHO, Kak B StreamingNaiveBayes.scala.

* X ¥ X X X ¥

*/
case class ForeachDatasetSink(func: DataFrame => Unit)
extends Sink {

override def addBatch(batchId: Long, data: DataFrame): Unit = {
func(data)
}
}

[Mockoabky a5t hopMuUpoBaHUsl TPUEMHUKA JIAHHBIX HEJJOCTATOUHO UMEHU KJIacca, TO
HeoOX0UMO nepejarb caM IIPUEMHUK JaHHbBIX B Structured Streaming. Nmento aro,
BEpoATHEE BCETO, IepecTaHeT pa6OTaTb B CJIELYIONINX BEPCHsIX (hpeiiMBOPKa Spark1.

ITpumepsr 10.14 u 10.15 geMOHCTPUPYIOT HEOE30TIACHBII CITOCOD BBITIOITHEHHSI 3AIIPOCOB.

Mpumep 10.14. «Hexopowunin» NOTOKOBbLIA AUCNETYEP 3aMPOCOB, NMO3BOMSIOWMIA 3anycKkaTb
cobcTBeHHbIe 3anpockl (Hebe3onacHbIM 06pa3oM)

package org.apache.spark.sql.streaming
import scala.collection.mutable

import org.apache.spark.sql._
import org.apache.spark.sql.execution.streaming.Sink
/**

¥ 1: DKCnepuMeHTanbHbl

* Knacc pnsa ynpaBneHus Bcemu peicTtBytkwumm B [[SparkSession]] 3anpocamu

* [[StreamingQuery]].

*

* @c Bepcun 2.0.0

*/
case class EvilStreamingQueryManager(streamingQueryManager: StreamingQueryManager)
{

def startQuery(

userSpecifiedName: Option[String],

1

Xots cymectyet nipoekT 3anpoca (https://github.com/apache/spark /pull /14691) na BkJio-
JYeHne U3MEHEeHUIA, HAl[eJICHHBIH Ha TO, YTOObI HEUTO MOA0GHOE CTATI0 BO3MOKHBIM U € HHTEP-
deiicapim APL.
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userSpecifiedCheckpointLocation: Option[String],
df: DataFrame,
sink: Sink,
outputMode: OutputMode): StreamingQuery = {
streamingQueryManager.startQuery(
userSpecifiedName,
userSpecifiedCheckpointLocation,
df,
sink,
outputMode)

Mpumep 10.15. MNMpumeHeHre ESQM ans HenocpeaCcTBEHHOro 3anycka 3anpoca ¢ NOMOLLbO
NMoMb30BaATENBbCKOMO MPUEMHMKA AaHHbIX

def evilTrain(df: DataFrame): StreamingQuery = {
val sink = new ForeachDatasetSink({df: DataFrame => update(df)})
val sparkSession = df.sparkSession
val evilStreamingQueryManager = EvilStreamingQueryManager(sparkSession.streams)
evilStreamingQueryManager.startQuery(
Some(s"snb-train-$uid"),
None,
df,
sink,
OutputMode.Append())

Ecnu Bac uHTepecyeT HenocpeaCTBEHHas noaaepxxka aHanora foreachRDD
B Structured Streaming nnu nogaepxxka Apyrux nosib3oBaTebCKUX MPUEMHUKOB
[aHHbIX, To oTcnexwusanTe nporpecc SPARK-16407 (https://issues.apache.org/
jira/browse/SPARK-16407).

Xots API Structured Streaming 1moka 4to sIBHO He TOTOB JJIsk IIPOMBILIJIEHHOH 9KCILTya-
TaI[NH, OH Tpe/TaraeT HeMaJo BO3MOXKHOCTEH CBOETO PACITUPEHU IS MO PKKN
MAIMHHOTIO 00Yy4€eHUSI.

CocTosiHMe NoTOoKa U OT/M1agKka

Opa u3 crienuudeckux st TOTOKOBOI 06pabOTKH 3aj1au — BBISICHEHWE CTATyCa UC-
TOYHUKOB U IPUEMHUKOB JaHHbIX. Kax/1blil 3a11poc ¢BsA3aH 110 KpaiiHell Mepe ¢ OlHUM
MIPUEMHUKOM JaHHBIX, HO, BO3MOKHO, C HECKOJIbKNMU nctounnkamu. OyHKIms status
00bekTa StreamingQuery BosBparaeT 00beKT ¢ HHPOPMAITHEN 0 CTaTyCce 3aIPoca 1 BCEX
CBS3aHHBIX C HUIM UCTOYHUKOB JIAaHHBIX. A (DyHKINA toString() TO3BOJISET MOJIYYUTD
3TOT 0OBEKT B KPACUBO OT(HOPMATUPOBAHHOM U YZI000UMTAEMOM BUJIE.

ITpu pabore ¢ Habopamu RDD 06bI4HO BBIBOAAT HEOOJIIION TT0AHAO0D JAHHBIX, a /s
HOTOKOBBIX DataFrame /Il JOCTHKEHUS TOTO K€ Pe3yJIbTaTa UCIOIb3YIOTCSA KOHCOJIbHBIE
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MPUEMHUKHU JaHHbIX. Ecain 3a/1eiicTBOBaTh 00bEKT ConsoleSink JJist BXOAHBIX MapKU-
POBAHHBIX TOUEK JAHHBIX, TOKa3aHHBIX B ipuMepe 10.11, To B pedysibrare moaydanm
mpumep 10.16.

Mpumep 10.16. EnoKMPYIOLLMIA KOHCONBHBINA MPUEMHUK AaHHBIX

labeledPoints.writeStream.format("console").start().processAllAvailable()

M3-3a orpaHunyeHuin Spark 2.0 npy MCMOSb30BaHUM KOHCOJSIbHOrO MPUEMHMKA
JaHHbIX Npou3BoAUTCS oTnpaBka (¢ nomoulbto collect()) Bcero nakeTta Ha apai-
BEp, TaK YTO ero Hesb3si NPUMEHSITb AN 60MbLUMX HabOPOB AaHHbIX. Ecnv Bawum

\ Habopbl BENINKM, TO JyyLLE OrpaHNYMTb 06BEM AaHHbIX A0 3anUCy B KOHCObHBbI
NPUEMHMK.

PeXXnM BbICOKOI AOCTYMHOCTU (OTKa3bl ApaiBepa
M CO3AaHNE KOHTPOJIbHbIX TOYEK)

BosbmHCTBO npuiiokeHuit Spark uCXoAsIT U3 JOMyIIEHNsT O HEBO3MOKHOCTH OTKa3a
JpaiiBEPHOIT IPOrPAMMBI, XOTS TIPU3HAIOT BEPOSTHOCTH OTKA3a U BOCCTAHOBJIEHHST JIF0O0-
ro uncsa paboTHUKOB/McromHuTeNnel. Ho /ISt BBITIOJHAEMBIX B TEUEHNUE OYEHD JITTNTEb-
HOTO BPEMEHU 3a/IaHuii, TAKMX Kak MOTOKOBas 00paboTKa, onyiienne o 6e30TKa3zHoi
pabote paiiBepHOIT TPOrpaMMbI MOJKET OKa3aThCst HEMPABUIILHBIM. BoJiee ToTo, B cirydae
MOTOKOBOI 06pabOTKH TIPOCTOM TI€pe3aIyCK 3a/[aHst He BHIXOJ U3 CUTYAI[MHU, TOCKOJIbKY
crocobeH MPUBECTH K MOTePe JaHHBIX. PeskM BBICOKO# J0CTYITHOCTH (DYHKIIMOHUPYET
Ha OCHOBE CO3/IaHUs KOHTPOJIbHBIX TOUEK COCTOSHUS JpaiiBepa u obecrneunBaer Boc-
craHoBJIeHue Spark B ciryuae oTkasza jipaiiBepHOil iporpaMmbl. KOHKPETHBIN MeXaHU3M
nepesanycKa 3aBUCUT OT PesKUMa PasBePThIBAHUS, O[HAKO TpeOyeMble H3MEHEHU KOJIa
OCTAIOTCST OJIHUMHU U TEMU Ke B J11060M ciryuae. /st yCIemHoro nepesamnycka Hys;KHO
nepeziaTh HYHKINIO, peasin3yiolyio BocctanossieHue (ipumep 10.17), BMecto coznanms
oObekTa StreamingContext, mokasanHoro B mpumepe 10.3.

Mpumep 10.17. Co3gaHne KOHTPO/bHBIX TOYEK ANS METaAaHHbIX/BOCCTaHOB/IEHNE MOTOKOBOMO
KOHTEKCTa

def createStreamingContext(): StreamingContext = {
val batchInterval = Seconds(1)
val ssc = new StreamingContext(sc, batchInterval)
ssc.checkpoint(checkpointDir)
// Danee co3paem BCe HyXHble MOTOKM
// v Bce Tpebyemble AnA HUX OTObBpaxeHus.
ssc
}
val ssc = StreamingContext.getOrCreate(checkpointDir,
createStreamingContext _)
// Denaem Bce, 4YTO HYXHO, HE3aBUCHMO OT COCTOSHHUA.
// 3anyckaem KOHTEKCT M Ha4uMHaeM BbIMOJIHEHME.

ssc.start()
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B HacTosllee BpeMsi HAaKOMUTENN WM TPaHCIUPYIOLLME NMEepeMEHHbIE He BOCCTa-
HaB/IMBAIOTCA B PEXMME BbICOKON AOCTYMHOCTU. WX MCnonb3oBaHue npuseaeT
K BUAMMOCTY paboTbl MPOrpaMMbl BMJIOTb [0 TOrO MOMEHTA, KOraa NoHaaobuTcs
A BOCCTAHOB/IEHWE U3 KOHTPOJIbHOM TOUKM. B kauecTBe 06X0AHOro MyT MOXHO
NPUMEHWUTb KOMMOHEHT-0MHOUKY, HO 3HaUYeHUs He ByayT BOCCTaHOB/EHbI.

GraphX

GraphX — ycrapesumii kommnoneHT Apache Spark, 6osiee He o6HOBIIsIeMbIit. OH nMeeT
MHOKECTBO CYIIECTBEHHDIX MTPOOJIEM C TIPOM3BOIUTENLHOCTDIO, & B PSIJIE CJIYYAEB BIOJI-
HsIeT UTE€PATUBHBIE BBIYMCIICHNUS, He CO3/IaBast KOHTPOJBHYIO TOUKY, 4TO TPeOYeTCs st
ounctku DAG dpeiimBoprom Spark. Ha MoOMeHT HammcaHust JaHHOI KHUTH caMast MHOTO-
obemmaromas anprepaatia GraphX — maker GraphFrames (http://graphframes.github.io/),
CO3/IaHHBIN COOOIIECTBOM Pa3pabOTUMKOB, BKJIKYEHHE KOTOPOTO B BAIIU ITPUJIOKEHIIS
MBI 00CYIUM HUKE.

\cnonb3oBaHMe NakeToB 1 6MbNMoTeK, CO3AaHHbIX
coobLLecTBOM pa3paboTUmKoB

IToMuMO TI0CTABJIIEMBIX BMECTE €O Spark KOMIIOHEHTOB, CYIIECTBYET OTPOMHOE MHOKECTBO
[peHa3HAYEeHHbIX I Spark makeTos, cosgaHHbIx coodiecTBoM. HekoTopble 13 HUX Bbl
yJKe BCTpeyasid B JAHHOU KHUTe, BKJII0Yad spark-testing—base (https://github.com/holdenk/
spark-testing-base), spark-csv (https://github.com/databricks/spark-csv) u spark-avro (https://
github.com/databricks/spark-avro). Cpeziu IpyTux 3acry>KUBaONINX YIIOMUHAHUS TTAKETOB
1uist Spark moskHo Haszsarh GraphFrames (http://graphframes.github.io/), paccmaTprBaeMbiit
mHorumu Kak npeeMank GraphX, u Apache Bahir (http://bahir.apache.org/), npenocrasis-
01Ul HabOp pacIIMpeHui, IIpeaHasHaYeHHbIX 11 paboThl ¢ Apache Spark, — B ocHoBHOM
(opmaToB BXOAHbBIX JaHHbIX. Ilepedenns naketoB Spark, KaTaorusupoBaHHblii 1o obgacTu
MPpUMEHEHsT, MOXKHO HalTH Ha https://spark-packages.org/ (puc. 10.3).

IToMuMO OGIIEOCTYITHBIX MAKETOB, AHAJOTHYHBIM 00Pa30M MOKHO H00ABUTH W NMe-
[0IIIHecst B Balliell KOMITAHWN BHYTPEHHYE OUOINOTEKH, KOTOPBIE BbI XOTEIN Obl BKIIOUHTH
B CBOM MPUJIOKEHNsT Spark wiim nenosib30BaTh B KOMaHAHO# cTpoKe (hpeiiMBOpKa.

MakeTbl Spark He NPOXOAAT KaKOoWM-N1B0 TLIATENLHO MPOBEPKU NEPEA BbiMyCKOM, Tak
YTO MPUAETCA CAMMUM OLIEHMBATbL CTEMEHb VX NMPUrOAHOCTM NEPEN UCTONb30BaHUEM.

MexaHW3Mbl, MPUMEHsIEMbIE [J1s1 BKITKOUYEHMS! MAaKeTOB C caiiTa spark-packages.org 13
KOMaHZIHOV CTPOKU U C MOMOLLbIO cLieHapus spark-submit, noaxoast v ans nobbix
ony6nmKoBaHHbIX B Maven apTedakToB.
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Puc. 10.3. CaiiT c nakeTamu ans ¢peliMeopka Spark

Bo3MoskHO, B Hayasie paboThI ¢ HOBBIM IIAKETOM BaM 3aX0UETCS ITOIKCIIEPUMEHTUPOBATD
¢ HUM u3 KoMaHHOH crpoku Spark. K cyacTbio, MexaHU3M BKJIIOYEHUS TAKETOB C 110-
MOIIBIO clieHapus spark-submit pa60TaeT 11 spark-shell HUYYTH He XyJKe: 10CTa-
TOYHO JIUIIb Z0OABUTD rnmapamerp - -packages [maven_coordinates] B KOMaH/y 3amycKa
KOMaH/IHOI 060JIOUKH.

B nepBbix Bepcusix periMBopka Spark HEKOTOpbIE U3 3TKX CNOCO60B MPUBOANIM
K TOMy, YTO NaKeT BKJIOYASICSl SILLb B MEPEMEHHYIO cpefbl classpath ncnonHuTe-

N NS, B AQHHOM C/lyHae ero MOXHO 6bl1/10 Bpy4UHyo 406aBUTb B NMEPEMEHHYIO Cpeapb!
classpath gpatiBepa.

Jlo6aBUThH B TIPOEKTHI HECOOXOAMMBII BO BPEeMsT KOMITMJIAIINN Java/Scala maker MosK-
HO, TPOCTO CKOMUPOBAB ero Maven-KoOpAMHATHI 1 BKJIIOUYKB B cOOPKY. EcJi BbI yiKke
BKJIIOYMIN APYTHe 6ubanorexu, To yanooHo OyzeT coOpaTh BCe 3aBUCUMOCTH B OJHOM
obobmaomem JAR-daitre. Ho mpu neo0X0auMOCTH U3MEHUTD BEPCUIO ITAKETOB BO
BpPEMs BBIIIOJHEHUS C TIOMONIBIO ClleHapus spark-submit IpocTo moMeTbTe UX Kak
HMeIolIecs.

Ikocucrema maketoB Spark ve orpannunsaercst JVM. Onrako cpenu He-JVM-s3bIK0B
nporpammupoBanus (takux kak Python u R) 6ubimnorexu vaiie pacipocTpaHsiioTCst
C TIOMOIIIBIO YTHJIUT, OPHEHTUPOBAHHBIX HA KOHKPETHBIH SI3bIK (HaripuMep, PyPi i CRAN).
Boubie uHbOpMAIII 0 BKIIOYEHUH TTOJIH30BATEIBCKUX OGUOINOTEK HA IPYTHX SI3BIKAX
MIPOTPAMMUPOBAHUS MOKHO HAWTH B TJ1aBe 7.
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C naketamu Spark B HacTosiliee BpeMsi MOCTaBAATCS dalsibl .pyc TONbKO ANs
Python 2.7, Ho He ans nnHeinkn Python 3.X; ynoMsiHyTbIN hakT AenaeT 3Ty BEpCUto
He COBCEM uaeanbHOW B rnasax nonb3oBatenei Python. Hageemcs, B 6yayliem

\ [aHHasa cUTyaumsi U3MEHUTCS. A MOKa UYTO 3TO O3HAYAET C/IOXKHOCTM B NMPUMEHEHUU
GraphFrames c Python 3.

Coananne nakera Spark. ITakerst Spark mosBosIsAI0T OOBIYHBIM JIOAAM, HE IMEIOIIUM
orHomrenust K ipoekty Apache Spark, Beimyckarh cBon ocHoBanubie Ha Spark ycosep-
mreHcTBoBaHus 1 Oubanorexu. Hexkoropblie makersr Spark takske paspaboTaHbl yuact-
nukamu mpoekta Apache Spark, Hanpumep spark-testing-base nu Bahir. Co3naBas
nakeT Spark, BbI 1aete ApyruM pazpaboTyrKaM BO3MOKHOCTD MCIOIB30BATh CBOW KOJI
¢ TIOMOIIIBIO spark-submit win KoMaHHOM 000I0uKK Spark u HaxoaKUTh ero Ha caiire
Spark Packages (https://spark-packages.org/). Bce mpenmyiiecTsa, CBsI3aHHbIE C CO3/IaHM-
em makera Spark, 3a MCKJTIOUEHHEM TIEPEYNCACHUS BEPCHH, MOKHO TIOJMYYUTD U 38 CYET
myGJIMKAIMY B IIEHTPAM30BaHHON cucteMe Maven — a 970 HAMHOTO ITPOTILe.

ITepBaiii mar — 3aperrcTpupoBarhest Ha caiite Spark Packages (https://spark-packages.org/),
BOCIIOJIb30BABIIHUCDH yueTHOH 3anuchio GitHub, B koTopoii pacrionaraercst Baiin maker.
Eci BbI X0Te 11 OBl YBUAETH Ha 9TOM CaliTe IepeuyrciIeHie MOCAeIHIX BhILYIEHHbIX
BEPCHil, TO HYKHO OMyOJUKOBATh MaKeT Kak B IEHTPaJIM30BaHHON crucTeMe Maven,
Tak u Ha caiite Spark Packages. IIpocreiinmmii criocob mybaukaiy u cGopKr MaKkeToB
Spark — ucnonpsoBars 1iaru sbt-spark-package (https://github.com/databricks/sbt-spark-
package). OH crocoGeH yIPOCTUTD YIIPABJICHUE 3aBUCUMOCTSIMU KOMIIOHEHTOB Spark,
KaK MoKa3aHo B Mojpas/eie «YpasieHnue 3apucumoctsamu Spark» na c. 50. s go-
GassieHus 9T0ro IaruHa B c6opky SBT Heobxoaumo cosnaTh daiii project/plugins. sbt
U BCTaBUTH B Hero Koz u3 rnpumepa 10.18.

Mpumep 10.18. BknoyeHre nnaruHa sbt-spark-package B project/plugins.sbt

resolvers += ["Spark Package Main Repo" at
"https://dl.bintray.com/spark-packages/maven"]

addSbtPlugin("org.spark-packages" % "sbt-spark-package" % "0.2.5")

[Tocaie fobaBaeHUsT HTOTO MJIarnHa B cOOPKY I yOIMKAIIMU HOBOTO TTAKeTa 0CTa-
eTCst HACTPOUTH BCETO HECKOJIBKO acmekToB. HeobxoamMo 3a/1aTh 3HadeHne spName
paBHbIM uMeHU Tpoekta GitHub, sparkVersion — paBHBIM IiesieBoii Bepcuu Spark,
a sparkComponents — CITHCKY UCIIOJIb3YeMbIX KOMIIOHeHTOB. OGpasel] KoHPUTYparui,
OCHOBAHHBIN Ha YIPOIIEHHOI Bepcuu (aitma cbopku u3 mpoekra spark-testing-base,
nokazas B mpumepe 10.19.

Mpumep 10.19. O6pazeL koHUrypaumum naketa sbht-spark-package

sparkVersion := "2.1.0"
sparkComponents ++= Seq("core"
spName := "holdenk/spark-testing-base"
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Ecnu Balw nakeT 3aBUCUT OT BHYTPEHHEro yCTpoicTBa Spark, TO MOXET NoHazo-
BUTbCS BbIMOSIHUTL Ero KPOCC-COOPKY A1t HECKOJbKMX Bepcuid Spark. BcTpoeHHoW
noaaepXku atoro B sbt-spark-packages HeT, HO METOANKM N3 HEKOTOPbIX NMAKETOB,
BkNtoyas spark-testing-base (https://github.com/holdenk/spark-testing-base),
CMOCOBHbI MOCNYXMTb B KayecTBe (pyHAaMeHTa Asist Ballel COBCTBEHHOM Kpocc-
cbopku.

Pe3iome

[Mocsie yreHust HTOI TIABBI Y BAC AOJKHBI OBLIIN MOSBUTHCS GHa30BbIe 3HAHUS 0 OUOIMO-
TeKaxX MaIUHHOTO 00YyYeHUs U TIOTOKOBOI 06paboTku (peiiMBopka Spark, a Takske
0 crocobax MoMydeHnst TOCTYTIA K MaKeTaM, CO3[aHHbIM COOOTIECTBOM, B TEX CJIYYasX,
Korzia ofHoTo (hpeiiMmBopka Spark wemocratouno. Ecau Mamunuoe obydenue u 1mo-
TOKOBas 06paboTKa UTPAIOT KIIOYEBYIO POJIb B Baleil paboTe, TO PEKOMEHIYEeM MOCJIe
MPOYTEHNS JJAHHOM KHUTH 06paTUThCS K GoJiee CIeHaTn3nPOBAHHBIM HCTOYHUKAM
nndopmanmu. VIx nepedenn BbI MOXKeTe HATH B paszese «BeromorarenpHas autepa-
Typa U MaTepuaJbl» Ha c. 13.

Mbl Hageemcs, YTO 3Ta KHWra okasasjacb Mnosie3Ha, U HaroMWHAEeM: OHa GYAET
BENNKONENHbLIM NMPpa3gHUYHbIM I'IO,CI,apKOM1 KaXXaoMy U3 4Y1EHOB BalLen CEMbMH,
cocny>XmsuaM 1 aaxke saliM AOMallHUM nuToMUam?,

ToBOPS CephE3HO: €CIIM BBl 3aMETHIN KaKUe-TnO0 BO3ZMOKHOCTH YJIYUIIUTD 9Ty KHUTY
(ommOKY UM HETTOJTHOTY WH(MOPMAIIUH ), TO TPU3BIBAEM CBSI3aThCSI C HAMU TI0 aJipecy,
yKazsaHHOMY B pasjene «I[puMedanus K lepeoMy usganuio» Ha c. 15. Teneps, ocse mpo-
YTEHUS JaHHOU KHUTH, BbI JOJIKHBI ObITH FOTOBBI IOAHATH CBOM 3HaHus Apache Spark
Ha HOBBIH YPOBEHb M OTHOCUTEIHHO JIETKO CHPABIATHCSA ¢ MACIITaOHBIMU 3a/a4aMK
obpaboTku ganubx. Criacn6o 3a TO, UTO BKIIIOUWJIN HAC B CBOE Iy TelectBre o Apache
Spark. Bcero xoporrero, u mycth B BareM Kojie OyeT MOMEHbIIE OMUO0K, a KJacTepb
paboTaioT HAIEHKHO.

1 o 6uiskaiiiero npasiHuKa ere jajieko? Hudero crpairHoro, OHa CTaHeT MPeKPaCcHBIM 10~
JaPKOM Ha JIEHb POKACHUA U HE Ha ICHDb POKICHUA TOXKE.

2 Mpbr 06Hapy>1<1/1]11/1, YTO IMOYTOBaA YITaKOBKa ATOU KHUTH HPaBUTCA JOMAIITHUM TTUTOMITAM /1asKe
60]II)HJe, 4eM CaMa KHUTa.
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oTNnajka u Apyrue acnekTbl, 06bl4HO
UrHOPUpPYyeMble pa3paboTumKamm

ToHKas HacTpovika penmBopka Spark
N BbIOOP pa3mMepoB K1acTepoB

Kax BbI TOMHUTE U3 TJ1aBbI 2, 00bEKT SparkSession mii SparkContext cOmePKUT KOH(DH-
rypaituio Spark, onpeessonyo crnocob 3amycka MpusiosKeHust. BOJIbITHHCTBO HACTPOEK
(peiiMBOpKa MOKHO PETYJIMPOBATH TOJbKO HA YPOBHE MPUJIOKEHUS. DTH HACTPOUKH
OKa3bIBAIOT CUJIbHOE BJIMSTHNE HA CKOPOCTH BBITIOJTHEHUS 33/IaHUN W BEPOSITHOCTD WX
ycrenrHoro 3asepienust. Hactpoliku Spark mo ymosganuto BeIOpaHbI Tak, YTOOBI
rapaHTUPOBATH OTIPABKY 3a/laHUI Ha BBITTOJHEHNE TTPU OYE€Hb MAJeHbKUX pa3Mepax
KJIACTePOB, M HE PEKOMEH/IYIOTCS 17151 TPOMBIIIJIEHHON 9KCILTyaTalliu.

Yaiite BCero aTu HACTPOUKU MPUXOUTCS MEHSITD JIJIsT GoJiee TIOJTHOTO MCIIOIb30BAHIISI
UMEIOIUXCST PECYPCOB, & HHOT/IA JIasKe JIJIsl TOTO, YTOObI 3a/[aHue BOOOIIe XOTh KaK-TO
3apabotaiio. Spark ipeoctaBisieT J0BOIBLHO OrpaHUYEHHbIE BOSMOKHOCTH YITPABJICHST
HACTPOIKOI cpejibl, 1 KOPPEKTHPOBKA 9TUX HACTPOEK YaCTO IT03BOJISIET MOBBICUTD ITPOU3-
BOJIUTEIBHOCTD 33/IaHUS /10 I0JKHOTO ypoBHS. Harpumep, B riiaBe 6 Mbl IOSICHSLIIN, YTO
omuOKY HEXBATKHU MAMSITH B MCIIOJHUTENAX — vacTas nMpuunHa c6oes 3aganuii Spark.
XoTs Jiydille BCEro COCPeIOTOUUTh YCUJIUS Ha U3JI0KEHHBIX B IIPE/bIIYIINX IJIaBax
MeTO/IMKax MpeJoTBpalleHns aCUMMeTPUN JaHHbBIX U IOPOTOCTOSIINX 11€PeTaCOBOK,
HO yMeHblIIIeHHe KOJIM4YecTBa UCIIOJIHUTeJIell ¢ yBeJnYeHneM UX pasMepa ToxKe MOKeT
[IOMOYb [IPEJOTBPATUTH COOM.

Hacrpoiika saganuii Spark — B paBHOIi cTeleHM HayKa U UCKYCCTBO. Bpibop Ha-
CTPOEK 3aBHUCHUT OT pa3Mepa U HACTPOEK XPAHUJIHIIA JAHHBIX, PAa3MePa OTIPABJISEMBIX
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Ha BbIIIOJIHEeHUE 3aaHnil (00beMoB 0OpabaThlBaeMbIX JAHHBIX ) ¥ UX Buaa. Hanpumep,
HOTPeOHOCTH 3aJaHKIi, KOTOPbIE KAIIUPYIOT MHOTO JaHHBIX U COBEPILIAIOT MHOMKECTBO
UTEPATUBHBIX BLIYUCICHUN, OTIMYAIOTCS OT HOTPEOHOCTEN 3ajaHuil, BBIIOIHSIONIMX
HeOOJIbII0E KOJIMIECTBO 04eHb KPYITHBIX IIEPETaCOBOK. TOHKASA HACTPONKA IPIIOAKEHIIT
TakykKe 3aBUCUT OT TOTO, KaKue IeJIN TTpecye/lyeT Balla KoMaHa. B oHuX cuTyammsx
(cxakeM, B CJIydae pasesIsIeMbIX PECYPCOB) MOKET IIOHAZ00UTHC HACTPOUTD 3aJaHue
TaK, 4TOObI OHO YCIIEIIHO 3aBEPIIANOCH U TP MUHIMATBHOM KOJIMYECTBE UCIIOJIb3YEMbIX
pecypcoB. B npyTux s OCTIKEHUS ONTUMATBHON TTPOU3BOANTEIHBHOCTH TIPUIOKCHUS
MOZKET IHOTPeOOBATHCA MAKCHUMAJIbHO YBEJUYUTD JOCTYIIHbIE PECYPCHL.

B nannoMm paszesie Mbl He CTPEMUMCST BCECTOPOHHE TTO3HAKOMUTH Bac C HACTPONKOM
U 3amycKoM Tpuaoskenuii Spark. Bmecto aToro Mbr xoresau 6b ckopee 06prcOBaTh CH-
TYAITIO B TIEJIOM U IATh COBETHI IO MCTIOIB30BAHNIO HACTPOEK, CYIECTBEHHO BIMSIONTIX
Ha MPOU3BOAUTEIBHOCTD. JIPYrUMU CJIOBAMU, MBI TIPE/ITIOJIATAEM, UTO Y BAC YKE €CTh
TIOIXOISATIAS JIJIST 3aITyCKa TPIIOKEHNST CHCTEMA, HO BaM XOTETOCHh ObI OTPETYIMPOBATH
ee Tak, YTOOBI IIPUIOKeHUsT paboTanu ObICTPee I MO PaboTaTh ¢ 6OIbIIIMEI 00b-
eMaMU JaHHBIX.

KoppekTnpoBka HacTpoek Spark

O6mbekT SparkContext (SparkSession B Bepcuu 2.0 u 6oJiee nosaHux. — Ipumeu. nep.)
CUMBOJTU3UPYET MOAKITIOUEH e K Tpuioxkernio Spark. On BrimouaeT 06bekT SparkConf,
OIpeIe IO HacTPOIKHU puyIoskeHust Spark B Bareii cucreme. A TOT COAEPKUT BCe
HACTPOIKY, 3HAYCHUS TT0 YMOTYAHUTO U HHPOPMAITIIO 0 cpejie, 06YCIaBINBAIOTIIE T0-
BeJleHue PUIosKeHnst Spark. DTH HaCTPOWKH TIPE/ICTABIEHBI B BUJIE TTAp «KJTI0Y — 3HAYE-
HUEe»; HAITPUMep, YCTaHOBKA 3HAYEHUsI CBOICTBA spark. executor.instances paBHbBIM 5
03HAYaeT OTMPABKY Ha BBHITIOJHEHNE 33/IaHUST C UCTIOIb30BAHUEM IISITH UCTIOJTHUTETEH
(BuUpTyaJbHBIX MaliuH Java Spark).

MoskHO co3aarb 00beKT SparkConf cO BCeMM HACTPOIKAMU JI0 TOTO, KaK TPUCTYITUTh
K SparkContext. /[J11 HEKOTOPBIX M3 CBOWCTB, HAITPUMeP HA3BAHUS MPUJIOKEHUS,
NMEIOTCA COOTBETCTBYIONINE BbI3OBbBL API B ocTanpabIxX CJIyd9adaX 3HaUYCHUA CBOIICTB
oObekTa SparkConf yCTaHABJINBAOTCS HEMOCPEACTBEHHO € TIOMOIIbI0 MeTo/Ia . set(),
TIPUHUMAIONIETO B KAY€CTBE apTYMEHTOB ITPOU3BOJIbHDBIC ITaPbl «KJII0OY — 3HAYCHUEC».
YT006bl 32/1aTh Pa3JIUYHbIC HACTPOUKH IIPUIOKEHUs Spark j11s1 Kask1oro oTHpaB/sieMoro
Ha BBITIOJIHEHHUE 3a/[aHUsT, MOJKHO TIPOCTO CO3/IaTh IyCTON 00beKT SparkConf 1 epeath
HACTPOWKK BO BpeMs BbiosiHeHust. CM. okyMenTannio Spark! (http://spark.apache.org/
docs/latest/configuration.html#dynamically-loading-spark-properties).

Hacrpoiiku paboTaonux 3alannii MOKHO HalTH Ha BKJIaJKe environment (cpesa) BeO-
nnrepdeiica.

ITO XOPOIIUil BapUaHT Jist IpUJIokenuii Spark, npejHazHaueHHbIX st paboThl BO MHO-
JKECTBE PA3JIMUYHBIX CPEJl MK st MOAO0OHBIX HAIIEMY CIIEHAPUEB UCIOJIb30BAHU, ¢ BeO-
HPUIIOKEHIEM, KOTOPOE OTITPABIISIET 3a1anus Spark Ha BbIOJIHEHNE H3HY TPU ITPUITOKEHHSL.
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KaK BbISICHUTb aKTyasibHble XapaKTePUCTUKMU
CBOE€ro Kjacrepa

OCHOBHBIE PeCyPChI, KOTOPBIMU yTIpasJisieT mpuiiokerue Spark, — ato CPU (kosmnue-
CTBO sAIep) U OllepaTUBHAA HaMATh. 3anpochl Spark He MOTYT 3ampammBath GOJbIIE
PecypcoB, 4eM JIOCTYITHO B cpejfie X BbIoHeHsA. CeoBaTeIbHO, BA)KHO TOHUMATD,
ckoubko siep CPU u onepaTUBHON HaMsITH JOCTYITHO B CPeJiE, rae Oy/IeT BBIIIOJIHATHCS
3ajanue. Ecim BbI HACTPOUJIM COOCTBEHHDBII KIaCTEP, TO OTBETHI HA 9TU BOIIPOCHI OYEBU/L-
nbl. Ho wacro npuxoaurcs paborarh B cucTeMax, KOTOPbIE CO3AAI0TCH U HACTPAUBAIOTCS
He HaMHU, TaK YTO BayKHO YMETh BBISICHATH OOBEM JOCTYIIHBIX PECYPCOB (UM 3HATh, KAKUe
BOIPOCHI 33/1aBATh CUCTEMHOMY aJIMUHHUCTPATOPY ). OTBETHI HA JAHHBIE BOITPOCHI 3aBU-
CAT OT TUIIA BAlllEll CUCTEMbI, HO B 11€JIOM €CTh YeThIPe OCHOBHBIX ACIEKTA, KACAIOTUXCS
HAIIlero armapaTHOro 00ecIeueH sl, KOTOPblie HYKHO 3HaTh'.

O HackosbKo 60JIbIIM MOKET ObITh 00beM 3ampoca? B GONBIINHCTBE CHCTEM €CTh
orpaHUYEHKE Ha pa3Mep 3aIpoca, ycTaHaBIMBalolee rmpejes obbeMa pecypecos, 1o-
TEHITMAJILHO JIOCTYITHOTO KayKAOMY HCIIOJHUTENIO U IpaiiBepy. B kracmeprom pexcu-
me YARN nannoe orpaHMYeHMEe COOTBETCTBYET MAKCUMAJTbHOMY pa3Mepy KOHTeliHepa
YARN. Bce ncnotauTe M U ipaiiBep MOKHBI «BIIUCHIBATBCSI> B 9TO OTPaHUYEHHUE.
Eciiu roBoputb 06 onepaTuBHON HaMITH, TO UCIOJHUTENN U ApaiiBep TpeOyIOT pe-
JOCTaBJIEHHBII 00heM HaMATH ILJTIOC Tiepepacxo. Mbl paccMOTPHM BOIIPOC pacyera
nepepacxo/ia naMAaTH B rojipaszesie «Ilojcuer mepepacxo/ia mTaMsTH B UCTIOJTHUTEISIX
u apaiiBepe» Ha c. 305. B kauenmcxom pesjcume Spark npaiiBep BbIIIOJHSAETCS KaK IPO-
Iece Ha KJIMEHTe, BCIEACTBIE Yero KaacTepy TpeOyeTcst BbIIEIUTh JIUIIb PECYPCHI,
HeoOXoAMUMbIe I uctoHuTesell Spark, a s apaiiBepa — Her.

O Kakos pasmep y37108? UT0OBI OTPENETUTHCS ¢ KOJTUIECTBOM UCIIOJHUTEEN U SIIEp
CPU, BbIiesi1eMbIX KaKIOMY W3 HUX, BaKHO 3HATh, CKOJIBKO OTIEPATUBHON TaMSTH
u pecypcoB CPU umeeTcst B K&KIOM y3Jie, TOCKOJIbKY OJMH UCIIOJTHUTEb MOXKET
HCIIOJB30BATh PECYPCHI TOIBKO OAHOTO y3ia. OO6beM MOCTYITHOM KakKIOMY Y31y
OTIEPATUBHON MaMsITH, BEPOSITHO, OOJIbINE OJHOTO KOHTEHHEPA UJIH PABEH eMY.
O/HaKo 3TOT BOIIPOC BCe paBHO BayKEH /LTI OIIPe/Ie/IeHUS KOJIMYeCTBA UCIIOJHUTEICH.
Hanpumep, Hai Kractep cocToUT U3 Tpex yaioB 1o 20 ToailT kaxabiil. Jaxe eciu
orpannyenus Koureiinepa YARN — 15 T'6aiit, 3arycTUTD YeThIPe UCTIOMHUTEIS Mbl
HE MOKEM, BE/[b YETBEPTHIN MPUIILIOCH OBl PACTIPEIETUTD MO ABYM Y3JIaM.

O CkoibKo y3J10B B BateM Kiaactepe? CKOJIBKO 13 HUX pabOTAET B TEKYIHIt MOMEHT?
B 11e10M onrtuMasnibHO, 4T06bI B KaXKI0M y3Jie ObLI XOTs Obl OJIMH UCTIOJTHUTE b, 3HA-
HITe KOJTMYECTBA Y3JI0B MOKET TIOMOYD BBISICHUTH U OOIIHIT 06HEM PECYPCOB.

a Kakoit TIPOIIEHT PECYPCOB JIOCTYTICH B TOMI CUCTEME, IIe 3aJaHue 6y1.‘[eT Triepe1aBaTbCA
Ha BbIOJIHeHUE? Ecan KjIaCTep MCIIOJb3yeTCA COBMECTHO, TO HACKOJIbKO OH 3a-
pr)KeH? [Tomagaer TrepemraBaeMO€ Ha BBITIOJTHEHUE 3a/laHNEe B OUepeb U KaKoi

BcecTopoHHKI OTBET Ha 9TH BOIIPOCHI JJIsT TPUJIOKEHUTT, UCTIONB3YIONINX KIACTEPHBII PEKIM
YARN, MosHO HaiiTu B caieyiolei cratbe: http://alpinedata.com/how-to-use-the-yarn-api-
to-determine-resources-available-for-spark-application-submission-part-1/.
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00beM pecypcoB 9TOM ouepeau AocTyrnen? s mepuognyecKux 3ajanmii MoKeT
nonazo6utbes 3anpocutb API YARN (uau Mesos), 4T0ObI BBIACHUTb, CKOJIBKO
N3pacxXxoJ0BAHO PECYpPCOB, IIPEXKe YeM IepelaBaTh 3a/laHne Ha BbIIIOJHEHUE.
3avactyio ecin npuiokeHue Spark sanparmmBaer G0bIINUNT 0OGBEM PECYPCOB, YeM
HUMeeTCs B COOTBETCTBYIOIIEH odepein, HO He OoJIblle, Y4eM BO BCEM KjacTepe, TO
3arpoc He 3aBepiaercs c6oeM, a OKa3bIBACTCS B COCTOSHIH OKUAaHs. BoiscHerne
JIOCTYITHBIX JIJIST OYePe/In PECYPCOB 3aBUCUT OT TUTIA 33JICHICTBOBAHHOTO B CHCTEME
TIJIAHUPOBIKKA. [Ipy TpMeHeHn TITaHTPOBIIUKA IO BBIYMCIUTETBHBIM Pecypcam
KaKJIOMY TTOJIb30BATENIO 0CTYITHA (DUKCUPOBAHHAS JI0JIST UMEIOIINXCS PECYPCOB.
B cayudae ke HeIUCKPUMUHAIMOHHOTO IJIAHMPOBIIMKA paboTaiolie B JaHHbIH
MOMEHT TIPHJIOKEHUS JEJIAT Pecypchl TopoBHY. IToBeneHne 060uX MIaHUPOBIINKOB
XOPOIIIO OMTUCAHO B IoKyMeHTaruu Spark. Mbr Takske 00prcOBain B 00X YepTax
cr1ocob monyyenus ganHoit nagopmarmu ¢ momoripio API YARN B sT0oM coobuienun
(http://alpinedata.com/how-to-use-the-yarn-api-to-determine-resources-available-for-spark-
application-submission-part-3/) 13 6J10ra 0JIHOrO U3 aBTOPOB.

OcHoBHble HacTpounkmu Spark Core: CKONMbKO
PEeCypCOB HY>XXHO BblAeNsATb NPUIOXKEHUIO Spark

OO6mbekThl SparkSession/SparkContext samyckaoT JVM st ucnosnureseii (a B Kia-
crepaoM peskume YARN — u jis apaitepa). Hartomuum, 4To MCHoJIHUTENN 3aITyCKa-
10T 3a/1anus (JIJ1 BBIUUCJIEHNS BCEX CEKIMiT) Ha JOCTYIIHBIX KasKIOMY U3 HUX f/[pax
poreccopa. bosee Toro, yacth pecypcoB KaskJ0ro U3 UCIOJHUTEIEH pacxonyercs Ha
BBIUMCJIEHNUS, a 9aCTh — Ha KammmpoBanue. Pazmep apaiiBepa, NCIOTHUTETEH U KOJIU-
YeCTBO BBIJIEJICHHBIX KaxkaoMy ucnosnutesio gaep CPU 3apatorca B kondurypaiun
U OCTAIOTCS HEM3MEHHBIMU Ha BPEMsI JKU3HU Tpritoxenust Spark. Pasmeps! Beex nc-
HOJIHUTEJIEH JOJKHBI ObITh OMHAKOBbIMK. Kor/ia INHAMUYECKOTO BhIICICHUS TTAMSITH
HeT (cM. TIojipas/ient «Boinesenne pecypcoB Kjaactepa U JUHAMAYECKOe BbIjieJIeHres
Ha c. 308), Kosm4ecTBO UCIIOJIHNUTENEN TakKe He MeHsiercst. Korza ske oHo ectb, Spark
MEXK/y 9TallaMyd MOKET OTIPABJIATh UCIIOJHUTENN B pe3epB. XOTs 3TO yiKe JeTalbHO
06Cy K IaI0Ch B TJIaBe 2, He MOMeIIaeT HalIOMHUTD: pa3MePbl BCEX UCTTOJHUTEIEH, Apaii-
Bepa U KOJIMYECTBO /1P KasKI0TO ApaiiBepa oCcTaloTcs (DMKCUPOBAHHBIMU HE3aBUCUMO OT
pasmepa zanpoca. Tak uto, XoTst 61arofapst IMHAMUYECKOMY BblieIeHUIo Spark MoxeT
N0GABUTH JIOTIOTHUTENBHBIA UCTIOJHUTED JIJISI BBIYUCIEHUS 3a[aHuUs, TPE0CTABUTh
HCIIOJHUTEJTIO GOJIBIIE PECYPCOB JIJIst BBIUMCAECHUST 0COOEHHO JOPOTOCTOSAIIEH CEKITUI
(usw Ipu 0OCBOGOKIEHUN PECYPCOB CPEIIbI) OH HE MOKET.

ITpeskiie BCero pacCMOTPUM, YTO 3HAUUT Kaskaast 13 HacTpoek (Tabir. I1.1). 3arem obeyaumM,
KaK ONTUMAJILHO PACTIPEIETTUTH TOCTYITHBIE PECYPCHI MEKTY MpaiiBepaMu U NCTIOJHU-
TeJISIMU.

ITosHBII 00bEeM NaMATH, HEOOXOAUMOI BCeM UCIIOJHUTEIAM U ApaiiBepy (BKJIOUas
repepacxojl st 000UX CJIYUaeR), He MOKET MTPEBBIIAaTh 0GbeMa JOCTYITHON B KIacTepe
oniepatuBHOI amsATu. B kinentckom pexkume YARN sipaiiBep He UCITOTb3YET Pecypehl
KJacrepa.
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Ta6bnuua M.1

HasBaHue Cmbicn 3HaueHue no |OrpaHnyeHus PekomeHpauun
napamertpa Spark yMONYaHuIo

spark.driver. Pasmep apaii- 1024 Mo6aiit | B kiacreprom pesku- |IIpu otmipaBke 60J1b-

memory

Bepa Spark
B MerabaiiTax

me YARN He poiken
IIPEBBIIIAT Pa3Mep
konTeiinepa YARN,
BKJIIOYAST TIEPEPACXO]
maMsATH

mux nabopos RDD na
JpaiiBep WJIM BBITIOJ-
HeHuu GOJIBIIOTO KO-
JIMYECTBA JIOKATbHBIX
BBIYHUCICHUI MOXKET
MOHAI00UTHC OoJee
BBICOKOE 3HaUeHUe

memory

spark.executor.

Pasmep kazkmo-
TO U3 UCITOJTHU-
testeit Spark

1024 Moaiit

O1H UCIIOTHUTED +
+ repepacxo/ maMsaTi
HE MOJKET IIPEBLIIATH
orpaHuyeHue /s o/l

HOTO 3arpoca (pasmep
OJIHOTO KOHTEeHEPa

YARN)

VBeauuenue pasmepa
paGorHuKoB Spark
C110co6HO MpeoTBPa-
TUTH ONIMOKK HEXBATKN
HaMATH, 0COOEHHO eCIn
ISt 3aanus Tpebyercst
HecOaaHCUPOBaHHAsT
epeTacoBKa, HO MOKET
[IPUBECTH K CHIZKEHUIO
[IPOU3BOAUTEILHOCTI

cores

spark.executor.

KommuectBo
BUPTYATbHBIX
S7Iep, BBIIESI-
€MBIX KaKIOMY
WCITOJIHUATEJTIO

Kosmuectso sinep, j1o-
CTYITHOE B KOHTelTHepe
YARN

J10/I5KHO GBITH OKOJIO 5.
[Tpu Hammuum pecyp-
COB MOJKHO YBEJINYUTh

MNoacyeT nepepacxona NaMaTu
B MCNOJTHUTENNAX M ApanBepe

B xmactepHoM u kameHTcKOM pexkuMax Y ARN MOKHO BPyUYHYIO 33/1aBaTh EPEPACXO]
MaMSITH KaK UCIIOJHUTEIEH, Tak 1 [paiiBepa. B 000ux peskuMax mepepacxo/l maMsiTiu
VCIIOJIHUTEJIA 3a/1aeTCd € TIOMOIIBbIO 3HaYeHuA spark.yarn.executor.memoryOverhead.
B knacreprom peskume YARN namarh gpaiisepa sagaercs 6sarogaps spark.yarn.dri-
ver.memoryOverhead, a B KJIMEHTCKOM JlaHHOE 3HaUeHWe Ha3bIBaeTcst spark.yarn.am.me-
moryOverhead. B mo6oMm ciydae, eciu 5TH 3Ha4€HU He 3a[JaHbl, IIEPEPACXO TAMATH
OTIPEIEIISIETCST CIEAYIONINM ypaBHEHHEM

nepepacxof namatv = Max(KOSOOUUMEHT_MEPEPACXOOA_MAMATU x
X 3anpoleHHbIi_obbem_namaTn, MUHUMAJIbHBIM_MEPEPACXO/_MAMATHU) .

rzie KOSOOULMEHT MEPEPACXOAA_MAMATU = 0.10;
MUHUMAJIbHBIA_MEPEPACXO/_NAMATU = 384 Mobaiir.

' Tlompobuast nHGOPMAIHS O TIepepacxojie MaMITH U PYKOBOZCTBO TIO ee HacTpoiike: https://

www.cloudera.com/documentation/enterprise/5-6-x /topics/cdh_ig_running_spark_on_yarn.html.
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Kakoro pa3smepa gomkeH 6biTb agpaneep Spark

B 11es10M GOJIBINYIO YACTh BBIYMCAEHUN TIPU BBITTOJHEHUH 3ampoca Spark cosepiiraior
HCITOJTHUTEJIN, TaK 4TO MOBBIIIIEHNE pa3Mepa JpaiiBepa pe/lKo MPUBOJUT K YCKOPEHNIO
Boruncenuit. OHaKo OTIpaBKa Ha ApaifBep CAUMIKOM OOMBITIX 0OHEMOB TAHHBIX VI
BBITTOJTHEHUE CJUIIKOM MACIITAaOHBIX JIOKATbHBIX BBIYMCACHUN MOXKET MOBJIeYb COON
3aganuii. CrefoBaTesNbHO, YBEJIMYECHNE TOCTYITHOW ipaliBepy ONepaTUBHON MaMsTh
U, COOTBETCTBEHHO, 3HaYeHNs spark.driver.maxResultSize c11o0coOHO IPENOTBPATUTh
OMUOKN HEXBATKY TTAMSITH Ha JipaiiBepe.

HesaBucvMo OT namsaTu ApaviBepa, 06beM BO3BpaLLaeMbIX Ha ApanBep pesysib-
TaTOB HE MOXET MnpeBbllaTh 3HaveHus spark.driver.maxResultSize. OHo orpa-
HWYMBaeT 0bLMIN pa3Mep cepuanv3oBaHHbIX Pe3ybTaToB CO BCEX CEKLUM, OT-
npaBfisieMbIX Ha ApaliBep ¢ nomolbio onepaumn collect(). JaHHas HacTpolika
NpUBOAWT K MPOUCXOASILUMM paHblle U 6oree 04eBUAHbIM COOSIM TeX 3afjaHui,
KOTOpbIE YpeBaThl OLIMOKaMM HEXBATKM MaMATU. 3HAYEHME MO YMOMYaHUIO Afst
3TOro napameTpa — 1g, Y4TO OTHOCWTENbHO HeMHOro. Ecnu Balle 3agaHue Tpebyet
cbopa 60nbLUMX 06BbEMOB pPe3yNbTaTOB U OTCYTCTBYET KOHKYPEHLIMS 33 Pecypchl
C ApYrviMv NoJib30BaTeNIAIMKU, TO MOXHO YCTaHOBUTL 3HayeHne maxResultSize B 0,
1 Spark 6yaeT MrHopMpoBaTb 3TO OrpaHUyYeHue.

[To Hamemy ombITy, XOpollee 9BPUCTUYECKOE TTPABUJIO — 33/1aBaTh MUHUMAJIBHO BO3-
MOKHOE 3HAYEHHE 9TOT0 MapaMeTpa, KOTopoe Obl He MPUBOANIIO K OIINOKaM HEXBATKH
HaMsITH Ha JpaiiBepe, TO €CTh MPEAOCTABJISATh UCITOJHUTEISIM MaKCUMAJIbHBIA 00bheM
pecypcos.

B knacteprom pexuve YARN u Mesos apaiiBep MOKHO 3ayCTUTD ¢ GOJIBIITUM KO-
JINYECTBOM SJIEP, 3a/laB 3HAUYeHNd HapaMerpa spark.driver.cores, 1 BBIIOJIHATD KaK
MHOTOIIOTOYHBIN TIpoliecc. B MpoTUBHOM ciryyae J71s1 ipaiiBepa [OCTaTOYHO OIHOTO S/Ipa.

Heckonbko 60/bLIMX NCNONHUTENEN
WU MHOIO MasieHbKNX?

MbI 3HaeM, 4TO 001I1IT 00BEM PECYPCOB, 3aIIPAIINBAEMbIX UCIIOJIHUTEISIMU 1 APAABEPOM,
He MOJKET IIPEBbILIATh JOCTYIIHOTO 00beMa PECYPCOB, @ OTIE/IbHbIE UCIIOJHITENN He MO-
TyT 3ampanmBarh 6oJbiie maMsti win oosbiie saep CPU, ueM BBIIEIEHO JJIST OHOTO
yaiia (niu kourteiinepa). OJIHAKO 3TO OCTABJISIET MHOKECTBO BAPUAHTOB PacIipe/le/IeH s
pecypcoB 1o ucrosnuTessiv Spark. Harrpumep, omnycriM, 4To repegaeM 3ajaHre Ha Bbl-
HOJIHEHHUE KJIACTEPY, COCTosIIIeMY 13 Y3108 110 20 Téaiit u mectu saep. ViMeer Jim cMbICII
CO3/IaTh YeTbIPe IeCTUAAEPHbIX ucrnoanuress no 20 ToailT nau BoceMb TpeXbsaaepHbIX
ucnosnuresei no 10 Toaiit? Xopomuil Bornpoc! Mbl HOTPAaTUIM HECKOJIBKO MECSIEB,
IbITAsICh Pa3paboTaTh AJITOPUTM /IS OTBETA Ha JAHHbII BOIIPOC, M XOTS B HEKOTOPHIX
ciydassx 000CHOBaHHOE IIPEAIOJIOKEHNE OTHOCUTEIbHO BbIAEJIEHU PECYPCOB BO3-
MOJKHO, TIOMCK ONTUMAJIbHON KOH(DUTYPAIUU OJHOTO MPUJIOKEHUS B OJTHOM KJIacTepe
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OTHIO/Ib He TOUHAs HayKa. BMeCcTO 9TOro MbI TIOIBITAEMCS JIaTh HECKOJIBKO COBETOB TI0
PACIIO3HAHUIO TIOCIEACTBUI BBIOOPA CIUIIKOM OOJIBIIIX MU CJMIITKOM MAJIEHbKUX HCIIOJ-
nureselt B embicie i CPU, o mamsatu. Hazieemcst, 9T0 9TH COBETBI TTOMOTYT Pa3yMHO
BBIOPATh KOH(BUTYPAIIUIO TIPIIOKEHUST U ONIPEIEINTD, KAKHE M3MEHEHUST HY5KHO BHECTH
B 3ajlaHVie TPpU 0OHAPY/KEHWH TIPU3HAKOB HETIPABUJIBHOM HACTPOUKH.

MHOro ManeHbKuUxX UCMONHUTENEN

VY 60IBIITOr0 KOMHYECTBA MAJTIEHPKUX UCIOJTHUTEIEH eCTh IBa TIOTEHITHATBHBIX HEO-
cratka. [lepBbIil Kacaercs prcka ucuepraHus pecypcoB TP BBIYUCIECHUN CEKITNH, Kak
MbI 06CysK1a/u B TJiaBe 5. [TOCKOJIbKY OJIHY CEKITHIO MOKHO BBIUUCIISITH TOJBKO HA OJIHOM
HCIIOJIHUTEJIE, TO pasMep KaK/[0i CeKIMN OrpaHuUBaeTCs IIPOCTPAHCTBOM, B KOTOPOM
ona BerurcsterTcs. Cre[oBaTebHO, BOZHUKAET PUCK HEXBATKU MAMSATH, cOpoca TaHHBIX
Ha JINCK TIPU HEOOXOAUMOCTHU TIEPETACOBKH, KIIUPOBAHUST HecOATaHCUPOBAHHBIX JIAH-
HBIX UJIU BBITIOJTHEHUST OY€Hb JIOPOTOCTOSIINX Y3KUX peodpaszoBanuil. Eciiu ucosHu-
TeJISIM BBIJIEJISIETCS TOJIBKO 110 OTHOMY S/IPY IPOIeccopa, TO Ha Kask/I0M U3 HUX MOKHO
BBIIIOJIHATD TOJBKO OZIHY 33/1a4y, YTO He JJaeT BOCIIOJIb30BaThCs TPEUMYIIIeCTBAMU TAKUX
00BEKTOB, KaK TPAHCJIUPYEMble TIePEMEHHBIE, KOTOPbIE TIPUXOAUTCS PACCHLIATH MO HC-
MOJIHUTEJISIM (@ He TI0 CEeKITUSAM, KaK JIpYTHe ompe/iesisieMble B ipaiiBepe repeMenHbIe).

Bropas npobiema — mpu cUIIKOM GOJIBIITOM KOJHYECTBE UCITOJMHUTEEH Pecypehl Ue-
MOJIB3YI0TCS HEdPhEKTUBHO. Y KayKIO0TO UCIIOJHUTEISI IMEETCS TIePePacxXo]l MaMsITH,
[IprYeM B3aUMOJIEHCTBIE MEKIY UCIIOJHUTEIAMU TOKE TpedyeT PacXoq0B PECYPCoB,
JIaske ecJIM OHU PacIioyiaraioTcst B OAHOM y3ie. Kak BbI moMHUTE M3 06CYKICHUS BO-
IIpoca 1mepepacxo/ga ImaMATH BbIIIe, MUHUMAJIbHBIN €ro O6'beM COCTaBJIAAET YYyTh ME€HEE
400 Moaiit. CiiemoBateibHo, IpU OOJBIIOM KOJUYeCTBe ucnoanuresei mo 1 Toaiir
nouT 25 % MaMATH KakI0TO UCTIONHUTES B HAIIEM KJactepe Oy/eT rmepepacxo/io-
BaThCsI, 4 HE WTH Ha BHIYUCACHU. HaM KaskeTcs1, 4To TIPU HATUYUHU PECYPCOB UMEET
CMDBICJI BbIZACJIATD NCIIOJIHUTEJIAM HE MEeHEE UEM I10 4 F6afx'1T MaMATH, a JOTIOJTHUTEJbHYIO
MaMsITh BBIIEJISITh, UCX0sI u3 Koaddunmenra nepepacxoma mamsatu (10 % mamsatu
WCIIOJTHUTEIS ).

Heckonbko 60MbLWNX CNONHUTENEN

Ouenb 6OJIBH_H/IE NCIIOJIHUTEIN CHOCO6HBI TIPUBO/IUTH K HEOKOHOMHOMY PaCcXO/10BaHNIO
pecypcoB mpocTo u3-3a npobiembr pasduenus mo nurepsasiam’. JlJist TOJHOTO UCTIOb-
30BaHUsA BCEX PECYPCOB TIPU PazMepe JApaiiBepa MEeHbIIEM, YeM OJUH y3€eJI, MOKET T10-
Ha/00UThCst GoJlee OJIHOTO UCTIOIHUTEIS Ha y3e. Hanpumep, 10IyCTUM, 4TO B HALIIEM
KJIACTEPE €CTh TOJILKO YeThIPe 0YeHb OOJIBINNX Y3JIa, a BIYUCIEHUS TPeOYIOT OYeHb
HeOOIBIIOT0 00beMa TTaMSITH JIpaiiBepa. B aToM cirydae Tpu 04eHb OOJIBIITNUX UCIIOTHIU-
TeJIsl U paiiBep pasMepOM B MOJIOBUHY JIIOOOTO U3 HUX — HEIKOHOMUYHOE PellleHue,

Jlist nacTosiux (haHATOB AJITOPUTMOB MOMCK OTITHMAJIBHOTO PAa3Mepa U KOJIMIeCTBA UCITOTHI-
teseit mogoben NP-moiHo# 3azade o pioksake. Pazmeps! (1 KOJTMIECTBO sifiep ) NCTOTHUTENCH
(brkcrpoBaHbI 1 10JIKHBI <ITOMEIIATHCSI» B CAMBIX PA3HBIX Y3JIax.
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BeJlb TIOJIOBUHA MTOCJIETHETO Y3J1a BOOOIIE He ipuMensietcst. Bosiee Toro, oueHb GoJblie
HCIIOJIHUTETN MOTYT MPUBOUTE K 33/IepsKKaM pu c6ope Mycopa, Be/lb mpu GoJIbIeM
pasmepe Kyuu 06paboTKa OTKJIAIbIBAETCS BILIOTH 10 3allycKa cOOPKU Mycopa, a 3Ha-
YUT, Tay3bl Ha COOPKY MyCOpa MOTYT 3aTSTHBAThCs. BOJIbIIOE KOJUUECTBO sAep st
KaKIOTO UCIIOJTHUTEIS, TOX0KE, CHIKAeT TPOU3BOAUTENLHOCTD U3-32 OTPAHUIEHUN
HDFS 1o 06paboTke GOIBIIOT0 KOJUYECTBA KOHKYPEHTHBIX 110TOKOB!. Caniu Pusa
(Sandy Ryza) pekomenayer He 6osiee i saep CPU Ha oqus ucnoHuTenb. Y Hac
BCTPEYAINCH 3a/laHusl, B KOTOPBIX UCIIOJIb30BaI0Ch HEMHOIo Goublie (6—7 suep), HO,
MOXOKe, Ha3HAUEHUE UCTIONHUTESIM GOoJIee YeM CeMU WU BOCBMHU sijiep 110 MEeHbIIel
Mepe He TIOBBIIIAeT TIPOU3BOUTENLHOCTD U JIUIIIDb ToHApacHy pacxomxyet pecypcest CPU.
Iro orpanudenue Ha KoiudecTBo sigep CPU 10/KHO KOppesnpoBaTh ¢ OrpaHnYeHueM
mamaTn ucnosnuuresnet, urobsr CPU 1 maMsATh pacxooBasich Ha Kiactepe 6oee wimi
MeHee paBHOMepHO. J[pyrumu cioBaMu, MbI TIOJy4YaIl HEILIOXUE Pe3YJIbTaThl, KOTa
OTIpeJIENISIIIN KOJIMIEeCTBO UCTIOHUTENEN, ncxozs us pecypcoB CPU — myrem peeHmst
kosmuectsa sitep CPU na Kak0M y3iie IPIMEPHO Ha S — C MOCTIEAYIONINM BbIIeJIEHHEM
MaMSITH UCTIOJTHUTEIIO HA OCHOBE TTOJTYyY€HHOTO 3HAUEHSI.

BblaeneHne pecypcoB Kactepa
1 AMHAMUYECKOE BblaeNeHne

JlMHaMuYeCcKoe BbIIeIeHne — TIPOIECC, TPU KOTOPOM Tipuiioskenue Spark moxer 3a-
[paIluBaTh/TIEPEBOAUTD B PE3E€PB MCIOIHUTENN 110 Mepe HeOOXOUMOCTH, B TEYEHUE
JKU3HEHHOTO TIMKJIA Mpusioxkerust. OHO CIIOCOGHO PE3KO TOBbINIATH TPOU3BOAUTEb-
HOCTh, 0OCOOEHHO B 3arPysKEHHBIX KJACTEPAX, MOCKOJIbKY TTO3BOJISAET MPUI0KEHUIO
HCII0JIb30BATh PECYPCHI 110 Mepe MOsIBJIEHUs 1 0CBOOOKAATH MX, KOTIa OHU HoJiee
He TPeOYIOTCS 115t 3a/IaHWiA.

Jlst mobGaBIeH ST VT YIaIeH IS UCTIOTHUTEEH TTPU IHHAMUYIECKOM BBIIEIEHUH CyTIie-
CTBYIOT CIlel[HajibHble TTpaBuia. Bo-mepsbix, Spark sampaiinBaer 1omoHUTEIbHbBIE
WCIOJIHUTEJN [TPU HAIMYUU OXKUAIONINX BbITIOJIHEHNA 33/1a4. Bo-BTOPBIX, OH IIepeBOAUT
B pe3epB Te UCIIOJIHUTEJIN, KOTOPble He UCII0Jb3YI0TCA UL BhIYUC/IeHUs 3alaH1il Ha [1po-
TSKEHUU OIIPeIesisieMOoro mapamMerpoM spark.dynamicAllocation.executorIdleTimeout
npoMeskyTka BpemeHn (1o ymoadanuio 60 cexynn). [Ipu Hactpoiikax mo ymosdaHuio
Spark He mepeBoaUT B pe3eps Te UCIOTHUTENH, KOTOPBIE COAEPIKAT 3aKIMNPOBAHHbBIE
JIaHHbBIE, TIOCKOJIbKY I10CJIE ITIEPEBO/IA UCIIOJHUTEIIA B PE3EPB MX IPUAETCS BBIYNCIIATD 3a-
HOBO. [TOMEHSTH TaKkoe MOBeeHNe MOKHO, 33/1aB JTI000e 3HAUeH e mapaMerpa spark. dy-
namicAllocation.cachedExecutorIdleTimeout, KpoMe 3HaYE€HU 110 YMOJJTYAHUIO:
infinity. B aTOM ciIydae MCIIOTHUTEH C 3aKAITMPOBAHHBIMU JaHHBIMU OYIYT MEPEBO-
JIATHCST B PE3EPB MOCJIE UX Oe3/[eiiCTBYSI B TEUEHUE 33JIaHHOTO TPOMEKYTKA BPEMEHTL.

! Cwm. crarpio Conan Pussr (http://blog.cloudera.com/blog/2015/03/how-to-tune-your-
apache-spark-jobs-part-2/) n manmbie us coobmenus c caiira Stack Overflow (https://
stackoverflow.com/questions /24622108 /apache-spark-the-number-of-cores-vs-the-number-
of-executors).
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MOoKHO HACTPOUTH KOJIMIECTBO UCTIOTHATETEH, ¢ KOTOPOTo Spark HaYnHaeT pu 3amycke
IIPUIOKEHNS, C IIOMOII[BIO TTapaMeTpa spark.dynamicAllocation.initialExecutors, 1o
YMOJTYaHUIO PaBHOE HYJT0. EC/TH BBI 3apanee 3HaeTe, 4TO MPUIOKEHIE GYIeT 3aycKaTh
JIOPOTOCTOSIINE 3aIaHNSA U B KJIaCTepe JOCTYIIHBI PECYPCHI, TO JIyYIlle YBEJIUIUTh 9TO
3HavYeHue. B MpoTUBHOM cily4ae IpeiliouyTUTe bHee OCTaBUTh 3HAUeHne 110 yMoJI4a-
HUIO, 6JIATOapsT Y€MY MTPUJIOKEHUE CMOKET MOCTENEHHO MACIITaOUPOBATh PECYPCHI.
Cy1iecTBYIOT TaksKe apaMeTpbl KOHGUTYpaLH 711 MUHUMAJIbHOTO M MAaKCHMAIbHOTO
KOJIMYecTBa UCTOJHUTENEH, TPUMEeHSIeMBbIX /IJIsT BBIYUCAeHNS 3alaHnii. M bl mpej-
Joskun OB BO M30eKanme 3aXBaTa BCEX PECYPCOB KIIACTEPA 3A/[aBATh MAKCUMATBHOE
3HAYEHUE PABHBIM 0OBEMY PECYPCOB, IOCTYITHOMY TI0Jb30BATEIO, KOTOPHII OTIIPABISIET
IIPUJIOKEHIE Ha BBIIIOJIHEHNE Ha KJ1acTep.

Ho nockosibKy AmHaMUYECcKOoe BbIZIEJICHIE HE TI03BOJISAET U3MEHATDH pa3Mep UCIIOJHUATE-
JIeH, TO Bce paBHO TIPUJIETCS ONPEeIesIATh 3TU pa3Mephl JI0 3allycKa 3a/laHus. PexoMenryem
YCTAHABIUBATH TAKOH pasMep UCTIOTHUTEEH, KaK eCJTH OB BBI TBITATNCH 33/1eiCTBOBATH
BCE pecypchl Kiactepa. ITO TapaHTUPYET MPaBUJIbHOE BbIIEJIEHUE PECYPCOB B CIyvae
JIOPOTOCTOSITIUX BBIYUCIIEHUHT, Kora Spark 3ampocuT MakCHMMaIbHOE KOJUYECTBO UC-
nosinutesneil. OHO U3 BO3MOKHBIX UCKJIIOUEHNI — cJiydall KjacTepa ¢ 04eHb BBICOKON
MPOIYCKHOI CIOCOGHOCTRIO. B Takoil cuTyary AnHaMITYecKoe BbIIeTeHIE TaeT BO3-
MOYKHOCTB YCKOPHUTD ITOBTOPHOE NCITOJIH30BAaHNE PECYPCOB, €CJIN TIPOCTPAHCTBO B y3J1aX
CTAHOBUTCS JOCTYITHO O YACTSIM.

OrpaHnyeHus AMHaMNYeCKoro BblaeneHns

Hactpoiika IMHAMIIECKOTO BbIIEJCHHsT IPEACTABIsIET cOO0M He COBCEM MPOCTYIO 3a-
nauy. YTo6br 0HO 3apaboTasio, HEOOXOMMO BBITIOJHUTD CJIEAYIONINE JTeHCTBUSL.

1. YcranoBuTth 3HaueHue true mapamerpa spark.dynamicAllocation.enabled.

2. HacTpouThb BHEITHUI CEPBUC MEPETACOBKU Ha BCeX PabOUnX y3aax. ITO 3aBUCUT OT
JMcTieTyepa Kiactepa, M. nogpobHocty B gokyMentarmu Spark (http://spark.apache.
org/docs/latest/job-scheduling.html#configuration-and-setup).

3. YcraHoBuTh 3HaUeHMe true mapaMerpa spark.shuffle.service.enabled.
4. He 3agaBath 3HaueHue mapamerpa spark.executor.instances. Spark nmpourtopu-
PyeT HACTPOIKHU AMHAMUYECKOTO BbIAEJIEHUSs, JasKe eCIi OHO HaCTPOEHO, U OyaeT

HCIOJB30BATh KOJUIECTBO UCIIOJHUTENEN U3 9TOTO MapaMeTpa IpU YCIOBUH, YTO
OH BKJIIOYEH B KOH(DUTYPAIIHIO.

B HEKOTOPbIX C/lyYasix eC/M HAaCTPOMKM FNacaT, YTO HYXXHO MCMONb30BaTb AU-
HaMMyeckoe BblAeneHne, HO CepBUC MEePETacoOBKU HACTPOEH HeMnpaBuSibHO, TO
3aAaHne MOXeT 3aBUCHYTb B COCTOSIHUM OXWAAHUS, MOCKOSIbKY Y paboumnx y3nos

\ OTCYTCTBYET MEXaHM3M 3anpoca UCMosHUTeNel. ECnv Bbl yBEPEHBI, YTO Y KacTepa
[OCTaTO4HO pecypcoB, TO Npy NogobHOM noBeaeHun cneayet ybeamTbes B npa-
BWJIbHOCTW HACTPOeK CepBuca NepeTacoBKM Ha Bcex pabounx y3nax u B BEPHOM
yKasaHuM NyTu Kracca K 3TOMy cepBucy B koHdburypaumm YARN.
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PasgeneHne Mecta BHYTPU UCMNOSTHUTENS

Ha puc. 2.4 MblI ipeioJaraim, 4To UCIIOJHUTEIH, TI0 CYTH, IIPEACTaBIAI0T co60ii JVM,
B KOTOPBIX OJIHA YaCTh MECTa B TTAMSITH BbIJIEJIEHA JIJIsT KAIIMPOBAHUS, a IpyTrast — JIJIst
BbITIOJIHEHUS. XOTSI 9TO MPaBa, HA CAMOM JIeJie TIPUMEHsIeMast BHYTPU MCITOJTHUTEJIST
MaMATh pas/esisieTcst 6ojiee CIOKHBIM 0O6Pa3oM, YeM MOKHO MIPEAIOTIOKUTh, HCXO/S U3
JIAHHOM CXEMbI, TIOCKOJIbKY OT/Ie/IbHbIe 00/1aCTH He cTaThu4HbL. Bo-1iepsbix, pasmep JVM,
3a/1aBaeMbIil CBOMCTBOM spark.executor.memory, He BKJIIOUAET TIepepacxoa maMsITH,
TaK YTO UCHOJHUTEAN Spark Tpebyior GoJblie aMaTH KJacTepa, YeM YIIOMSIHYTOe
3HaueHue. B mpeesax maMsTH UCTIOJHUTENS YacTh TIPOCTPAHCTBA PE3EPBUPYETCS IS
BHYTPEHHUX MeTaaHHBIX Spark u MoJib30BaTeIbCKUX CTPYKTYP JaHHBIX (110 yMOJI4a-
HUIO 0K0JIO 25 %). OcTaBiieecss MECTO Ha UCIIONHUTEIE, B JOKyMeHTannuu Spark Hasbl-
BaeMoe M, CJTY;KUT JIJIsl BBITIOJTHEHUS ¥ Xpanenust. [I[peiHaznayennast /Iisi BBITIOJTHEHUST
MaMsATh — Ta, 4To TpeOyeTcs s BhIurceHus mpeobpasosannii Spark. ITosxbrit 06beM
peHa3HAYeHHOM [JisI KIIMIUPOBAHUS U BBITIOJTHEHUST TAMSITU UCTIOJTHUTENS 3aaeTCsT
rmapaMeTpoM KoH(bUrypaiuu spark.memory . fraction, o3HavaoNMM GUKCHPOBAHHYIO
nosto mamMaTi. OmubKy HeXBAaTKK TaMATH BO BpeMs TipeodpasoBaHuii mau cOpoca Ha
JIVICK 3aKAIITNPOBAHHBIX CEKIMI OOBITHO BBI3BIBAIOTCST OTPAHIICHUSIMIE 9TOTO OOIIIETO /ISt
XpaHeHUsI U BBIIOJIHeHUsT mpocTpancTBa. Pazmep M o ymosuanuio — 0,6, To ectb 60 %
MaMSITH UCTTIOJTHUTEIST OTAAETCST Ha XpaHeHUe U BhITTOTHeHNEe, XOTSI MOKHO YMEHBIITUTD
HCTIOJIb3yeMOe JIJIsT XPaHEHWST BHYTPEHHUX METAIAHHBIX IIPOCTPAHCTBO, YBEJUYUB M, 3TO
JIOBOJIbHO HeOe30MmacHoe JIHiCTBIE, Be/lb TAKOE 3HAUCHUE CJIYIKUT JIJIST IPEIOTBPAIIECHIIST
BBI3BIBAEMBIX BHYTPEHHIMU ITPOTIECCAMU OIMTUOOK HEXBATKHU MTAMSITH.

B mpenenax spark.memory.fraction, KoTopyio sasee Mbl 6yieM Ha3bIBATh M, 4acTh
MPOCTPAHCTBA Pe3ePBUPYETCS MO/ XPAHMJINIIIE, & OCTAIBHYIO MOXKHO NCITOJIB30BATh
JUUIA XpaHEHWA 1 BbITIOJTHEHU AL HOII XPaHUJINIIEM B /TaHHOM CJiy4dae ITIOHUMAETCA pac-
MOJIOKEHHAsT B ONIEPATUBHOI MaMITU IPYIIA CEKIUIi, HEBAXKHO, CEPUATM30BAHHbIX
UK HeT. BMecTo TOro 4TO6OB! BBIIEASATD U1 XpaHEeHUsT (DUKCUPOBAHHOE TTPOCTPAH-
cTBO, Spark pasperaeT IpUIOKEHUSIM, HUYErO He KIIIUPYIOIUM B OIIePAaTHBHOM I1a-
MSTH, 33/IeMCTBOBATH BCIO JIOJIO TTAMATH 714 BBITIOJIHEHUA. B nipenenax aToil maMsat
Spark onpenensier obmacth Moy Ha3BaHUEM R JIJIsT XPAHEHUS KIMIUPOBAHHBIX JAHHbBIX.
Ee paamep omnpezessgeTcst B IPOIEHTHOM COOTHOIIEHUH K M 1 33/1a€TCS TapaMeTpOM
spark.memory.storageFraction. O6macTh R mpecTaBiseT co60it MECTO, KOTOpPOE
Spark HE BbICBO60}KI[a€T JUUIS BBITIOJTHEHUW A ITPU HAJTWMYNHW 3aKOIMINPOBAHHBIX TaHHDBIX.
Spark semaer Bo3MOKHBIM cOXpaHeHHe GOJBIINX, YeM TIOMEIIAETCS B R, 00HEMOB JlaH-
HBIX, HO pa3penraeT BhITECHEHNE OMOMHUTEIBHBIX CEKITHIA, €CITM 9TO TOHAL0OUTCST
JUtst Oy ymux 3aganuii!. JpyruMu ciaoBamu, st KamupoBaHust Habopa RDD 6e3
PHUCKa BbITECHEHUA KaKI/IX-JII/I6O CeKL[I/Iﬁ 13 MaMATHU BCE 3aK3IMMPOBaHHbBIE JIOJIZKHBI
MOMeINIaThesA B R, pa3Mep KOTOPOTO OIpeIesIsieTCs Kak:

R = spark.executor.memory x
x spark.memory.fraction x spark.memory.storageFraction.

! o Spark 1.6.0 pasmepsl TaMsiTi XpaHEHWsI ¥ BBITOJIHEHUST Y€TKO PA3/eIsLUIICh 3HAYEHITEM

napamerpa spark.memory.storageFraction.
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B caiemytorieii cxeme MbI TOTIBITAEMCS TIPONUJLTIOCTPUPOBATH COOTHOIIIEHNE MEKITY M 1 R.
Kaskzblil IpsSIMOYTOJIBHUK COOTBETCTBYET OZHOMY HCIOMHUTEN0 Spark. CBeTio-cephiii
CEeKTOP BHU3Y TIpecTaBsieT coboii R. [IpocTpaHCTBO MO/ MePepacxooM MaMsITH — M.

Ha puc. I1.1 mpuBoANTCS BapuaHT KIIIMPOBAHKS ABYX PasindHbIX HabopoB RDD.
[Toxasannble cekIuy — Te, YTO KIMIMPOBAHDI Ha JAHHOM KOHKPETHOM HUCIIOJIHUTEIE.
OTMedeHHast TEMHO-CEPBIM TBETOM CEKITUs — UCIOJIb30BaHHas HanboJiee JaBHO, He-
3aBUCUMO OT OYEPEIHOCTH CEKIIMOHMPOBAHUSA. A TIOCKOIBKY CEKIIMM He 3aHUMAIOT BCE
[IPOCTPAHCTBO B IIPEJIHA3HAYEHHON /U XPAHEHUsI J[0JI€ TaMSITH R, TO MaciiTaOHble
BBIYMCTIeHNUS (TTpe/ICTaBIeHHbIe HA PUCYHKE «B3PBIBOM» ) MOTYT 3a/IeiCTBOBATh MECTO
B IIpe/iHa3HA4YeHHOM [ XpaneHus foJ1e IaMATH.

Mepepacxopn,
namsaTu
=X
s
I
(]
I
=
s}
c
0
OyeHb i
maclitabHoe T
BblYMCIIEHNE %
o
>
M
CeKLI,MM, -
MCMNOJb30BaBLLMECS

Hanbonee faBHO - R

Cexuun, 3aK3LLIMPOBAHHbIE NEPBLIMMU,
HO HeaBHO UCMONb30BaBLUMECS

|:| Cekuwnu 13 apyroro Ha6opa RDD

|:| TpeTuii 3akanMpoBaHHbIi Habop RDD

Puc. M.1. 1na ogHOro-eAMHCTBEHHOMO BbIUMCIIEHNS MOXKET NoTpeboBaThCs BCe MPOCTPAHCTBO,
[OCTynHoe B Aorne namatm M

I[aﬂee IPEATIOJIONKUM: TO K€ ITPUJIOKEHNE BRIIOYACT 3a/laHNE, KOTOPOE 3aK3IINPOBAJIO
€lIe OHYy CEKIUIO. Tenepb BC€ 3aK3NIIMPOBaHHbIE CEKIITUN BMECTE 3aHNUMAIOT 6oJIbiie
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MecTa, 4eM R (Kak BUIUTE, 3eJIeHbIe KBAJIPATUKH 3aX0/IAT 32 KPACHYIO JTUHUIO ). ITO 10-
MYCTUMO, TOCKOJIBKY HU JIJIST O[THOTO BBIUUCJIEHUST JAHHOE TIPOCTPAHCTBO HE TPEOYeTCsI.
[IpencraBum Takxe, 4TO B 33[aHNN TPUMEHSIACH TEMHO-CEPast CEKITHS; 9TO JIEJIaeT CBET-
JIO-CEPYIO CEKIIMIO UCIIO/Ib30BaBIneiics HauboJiee 1aBHO. PesyibraT mokasan Ha puc. 11.2.

Mepepacxon,
namMmaTn

Kawmnpyem
HOBbIE CEKLNN

Micnonbsyem
TEMHO-CepbIE CEKLMMN

Tenepb UCNOb30BaBLUNMUCS Hanbonee
[,aBHO OKa3bIBAIOTCS CBET/IbIE CEKLUN

Cekuun, 3aK3aWnpoBaHHbIE NepBbIMUA,
HO HeJaBHO MCNONb30BaBLUNECA

D Cekunn 13 gpyroro Haéopa RDD

[IIU TpeTunin 3akalLuMpoBaHHbIn Habop RDD

Puc. N.2. 3aK3WnpoBaHHbIE CEKLIMN MOTYT BbIXOAUTL 3a Mpefesbl NPOCTPaHCTBa, BblAENEHHOro
B COOTBETCTBMUM C NapameTpoM spark.memory.storageFraction, ecnm HM 0AHO BblUMCNEHME UX
He BbITECHSET

Termepb AOMYCTUM CJIEAYIOTNIEE: MBI BBIITOJHSIEM OYeHb MacliTaOHOE BBIYKMCJICHIE Ha
3TOM HCIIOJIHUTEJIE, TPUBOJIsIIee K puc. [1.3. B cuiry Toro uTo 3akammpoBaHHbIe JaHHbIE
3aHUMAIOT GOJIBIIIE MECTA, YeM UMEETCS B 0OJIACTH R, JIMIITHIE CEKIIH BHITECHSIOTCS,
4TOOBI OCBOGOIMUTD TTAMSITH JIJIsl BBIYMCJICHUS. DTO IPOUCXOANT C TEMU CEKITUSIMH, KO-
TOPbIE IPUMEHSIINCH HanboJiee TaBHO (CBETJIO-CEPhIe), TIOCKOIbKY (hpeiiMBopk Spark
3a/ICHCTBYET KAIUPOBAHIE THIIA «UCNOAb308aswuecs nauboree dasnos (least recently
used, LRU). [TonostauTesbHy 0 nHbopMaio o LRU-KauMpoBaHiy ¢M. B OJHOUMEHHOM
nozipaszesie Ha c. 145.
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Mepepacxon,
namMaTn

QOueHb
MacliTabHoe
Bbl4ncrieHmne

|~ N
N

Mcnonb3oBaBwmecs
Hanbonee JaBHO CeEKUUN
ObINN BbITECHEHBI

Cekuum, 3akalnMpoBaHHbIE NEePBbIMUA,
HO UCMOJIb30BaBLUMECS HEAABHO

I:I Cexunu n3 gpyroro Habopa RDD

[I:I:I] TpeTuii 3akaLLIMpPoBaHHbIi Ha6op RDD

Puc. MN.3. bonbLioe BbluNCIEHNE MOXKET MPUBECTU K BITECHEHWIO 3aK3LLUMPOBAHHbIX CeKLl,VIVI, ecnu
npeaHasHavyeHHast Ans XpaHeHus 4ons naMaTy nepenosiHeHa. CHavana BbITECHSAKOTCS CeKUMM,
1cnonb3oBaBLLNECs: Hanbonee AaBHO

KoppekTupoBka HacTpoeKk MaMaT 1 01 TaMATH I XPAaHEHUS CUJIBHO 3aBUCUT OT
BBIIIOJIHSAEMBIX BbIYMCJAECHUH. B cilyyae HeKaImpyeMbIX JaHHBIX 9TH HACTPONUKY He MMe-
10T 0c060TO 3HAUEHUS, BE/Ib BCst 00JIaCTh M BCE PABHO MCIIOJIB3YETCS 15T BBIYUCIEHMIA.
OHaKo eciii MPUIIOKEHHUIO TPeOYeTesl HEOAHOKPATHBIN ocTy K Habopy RDD, a ero
K9IIIMPOBAHNUE B IIAMATH ITOBBINIAET IIPOU3BOJUTEIBLHOCTD, TO MOSKET UMETH CMBICTT yBe-
JIMYUTH Pa3Mep HpeHa3HAYEeHHO JIJIst XPAHEHUsT IOJIH TTAMSITH, YTOOBI IPEIOTBPATHTh
BbITecHEHUE Tex HabopoB RDD, KoTopbie HEOOXOANMBI B KAIIIE.

OavH n3 cnocoboB NMpoyyBCTBOBaTb pa3Mepbl Habopa RDD — HanwucaTb npo-
rpamMmy, kotopas 6bl KawmpoBana ero. rocne 3Toro HeobxoaAMMO 3anyCcTUTb
3a4aHune v BO BpeMs ero paboTbl 3arnsHyTb Ha CTpaHuuy Storage (XpaHunuiie)
Beb-uHTepdeiica.
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Ha puc. T1.4 Mbl BuM, Kak 3akamupoBanibie 00bekT DataFrame u Habop RDD oro6pa-
sxkaiotes B BeO-unrepdeiice. Cronber Size in memory (PasMepsl B aMsaTH) OKa3bIBAET
pasmep COOTBETCTBYIOIIEH CTPYKTYPBI IJAHHBIX B ONEPATUBHON ITaMsITH.

“ € [} panda:4040/storage/ as; Y B O &F @ =
i Apps % Bookmarks @ Getting Started B Imported FromF A Calland Respons Conferences in 5 = [ Other bookmarks
M 148 Jobs Stages Storage Environment Executors SQL Spark shell application Ul
Storage
RDDs
Cached Fraction Size in Size in Size on
RDD Name Storage Level Partitions Cached Memory ExternalBlockSlore  Disk
scan Memory Desenalized 1x 2 100%: ramMe ooB ooB
{ 7ip#1 pta? happysd attrbitessd] Replicated
MAapPanitionsiin Memary Deserialized 1 2 100 32 MB nog DOE
Replicated

Puc. N.4. Bknagka Storage Be6-uHTEpdeiica

KonnuecTso n pa3mep cekumi

Kak mbr o6cyskaam B riiaBe 6, B Spark orcyrcTByeT MeXaHU3M YCTAaHOBKM OIITHMAJlb-
HOT'O KOJIMYECTBA UCIOJIb3yeMbIX ceKiuii. I1o ymomyanuio mpu cospanuu zabopa RDD
IIyTeM YTeHHUs U3 yCTOMUYMBOro XpaHUJIMIIA KOJUYECTBO CEKINII COOTBETCTBYET KOJIN-
4yecTBY (PparMeHTOB, 3a1aBaeMbIX BXOAHBIM (hopMaToM (0OBIYHO 3TO KOJUYECTBO YacTel
(aitia MapReduce). MokHO SBHBIM 06pa3oM MEHATH KOJIMYECTBO CEKIUIA ¢ IIOMOIIIBIO
onepaiuii coalesce, repartition uin Bo BpeMs MIKMPOKKUX IPeoOpPa3sOBaHNUM, TAKIX
Kak reduceByKey uiu sort. Ec/in KoJmuecTBO CeKIMii /ISt IUPOKOTo peodpasoBaHms
He 3aj1aHo, Spark 110 yMOJIYaHUIO UCTIOAB3YET KOJMYECTBO, 33[aBAEMOE TTapaMeTpOM
kondurypanuu spark.default.parallelism.

3HaueHune no ymonyaHuto napametpa spark.default.parallelism 3aBucut ot cpeabl
BbINOJIHEHNSA NpuUNoXxeHus. B knactepHoM pexumMe YARN ero 3HauyeHue cocTas-
NISIET KOJIMYECTBO SIAEP X KOJIMYECTBO UCMOSHUTENEN (ApYrMMM CTIOBaMKU, MaKCH-
MaJibHOE KOJIMYECTBO OAHOBPEMEHHO BbINOMHAEMbIX 33Zay). 9TO MUHMMaJIbHOE
KOMMYECTBO CEKLIMI, HO OHO He 06s13aTeNbHO ByAeT ONTUMAsbHbIM.

Tax CKOJIBKO JKe CEeKIMH CJIeyeT NCIOTb30BATh MPU TMTHPOKOM TIPe0OPA30OBAHNH LI
B KauecTBe 3HaUeHUd napaMmerpa spark.default.parallelism?

Kak 1 ¢ 60JIbIINHCTBOM HAIITMX COBETOB B JIAHHOM ITPUJIOKEHIH, OJIHO3HAYHOTO OTBETA
HA 3TOT BOIIPOC He cytiecTByeT. Boobiie roBopst, yBeJMUeHNe KOJINIeCTBA CEKITHIT M0~
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BBINIAET MPOU3BOAUTEIBLHOCTD BILJIOTD /10 ONPEETIEHHOTO 3HAYCHUS, TIOCJIe KOTOPOTO
OHO TIPUBOJIUT K UYPE3MEPHOMY TIepepacxoiy pecypcoB. Kak MUHUMYM KOJIMYECTBO
CEKITUHl TOJKHO OBITH PABHO KOJIMUYECTBY SIIEP, TIOCKOJBKY MEHbIIee 3HAYeHUE TIPH -
BegieT K ripoctoio CPU. YBennuenue KoJM4ecTBa CEKITUN TaKyKe CHUMKAET KOJTUIECTBO
omuMOOK HEXBATKHU TTAMSITH, TaK KaK MPUBOAUT K paboTe Kak0ro ucrnoyauuress Spark
C MEHBIINM ITIO/IMHOKE€CTBOM JaHHDBIX. O,IIHOfI N3 METOAVK B 3TOM CJIydae MOKET 6bITb
oTIpeie/IeHe MAaKCUMAJILHOTO Pa3Mepa CEKITNH, TPU KOTOPOM OHA BCE eIIle «<ITOMEIaeT-
CsT» B BBIJIEJIEHHOM JIJIST OJTHOW 3a/1aUMl TTaMSITH, U PAcyeT Ha er0 OCHOBE HEOOXOIUMOTO
KOJIMYECTBA CeKIUN (dacTeil, Ha KOTOPbIe 10JKeH ObTh pasbut Habop RDD), npu
KOTOPOM HU OJTHA CEKITUS HE TIPEBBIIIAET 3TOT0 pa3Mepa. Kaxk BbI MOMHUTE U3 TJIABBI 2,
KasK/IBII MCTTOJTHUTETb MOJKET BBITIOJIHATD OJIHY 33/1a4y Ha KaXKIOM S/IPE, a OJTHA CEKITHS
COOTBETCTBYET OiHOM 3azaue. Kak Mbl 00bsiCHSIM B TToApasene «PasaeneHue Mecra
BHYTPU ucroyiHuTeNsd» Ha ¢. 310, pazmep mamsaTu g BBIYUCJIEHUN, TOCTYITHOM nC-
MOJTHUTETI0 Spark, HaXoAUTCs B ANATTa30He MEXKIY M 1 M-R B 3aBUCHMOCTH OT 0ObeMa
3aKAMIMPOBAHHBIX aHHbIX. Harpumep:

namaTb_Ans_BblducneHmnii (M) <
(spark.executor.memory - nepepacxop_namaTu) x spark.memory.fraction

AB CJIydace HaJan4usd 3aK3IMINPOBAHHbBIX JIAHHBIX!

namaTb_Ans_sblducnennii (M - R) <
(spark.executor.memory - nepepacxof_namAaTn) x
x spark.memory.fraction x
x (1 - spark.memory.storage.fraction)

B npennosoxkennn paBHOMEPHOTO paciipejiesIeHusT TTaMsITH MeXIY 3aJlauaMy Kask/1ast
3a/1aua J10J;KHA UCII0JIb30BaTh He OoJiee;

namATb_Ha_3ajaHue =
= NamATb_AnA_BbluucneHuin / spark.executor.cores

Cie1oBaTeIbHO, YUCIIO CEKIMHI JIOJIKHO ObITh:

YUCNO_CeKumnini =
= pa3Mepbl_>Tana_nepeTacoBku / MaMATb_Ha_3ajaHue

EcJii ceKIMu TIPeBBIIIAIOT 3TOT pazMep, To Spark He CMOKET IPOU3BOIUTH BEIYUCTIEHUST
TAKOTO KOJIMYECTBA 33/1a4 07iHOBpeMeHHO 1 pecypebl CPU GyayT pacxonoBarbest BILy-
CTYIO, IOCKOJIbKY O/lHA 33jla4a MOKET UCII0JIb30BaTh TOIbKO oHO sipo CPU. Kpome
TOTO, MOKET TIOBBICUTHCS BEPOSITHOCTD BO3HUKHOBEHNST OTMMOOK HEXBATKI TTAMSITH.

O1neHuTb pasMepbl dTala MOXKHO ¢ IIOMOIIbIO HEKOU uMelolelics B Beb-unrepdeiice
nHbopmanuu. Bo-nepsbix, ecin 3akammposaTh Habop RDD B ornepaTHBHOIT TaMsATH
U IOCMOTPETH €ro pasMep B BeG-uHTepdeiice, TO MOKHO 0KUIAATH, YTO BHIYUCICHIIS
MOTPeOYIOT KaKk MUHUMYM TaKOH e 00heM IaMsITH, BEJIb, TPEANOJI0KUTENbHO, BHIUIC-
Jierre TpebyeT cHavyasia 3arpys3Ku AaHHbIX. MOKHO Takske MorpoboBaTh OHAOII0IATh
3a 3TAMOM TIEPETACOBKU C TIeJIbIO OTIPEIeINTh, KAKOBBI 3aTPaThl TaMATH Ha Hee. Ecan
MBI OOHAPYZKIM, YTO BO BPeMsI 9Talla IIePeTacOBKY JaHHbIe Ha UCK He cOpaCchIBAIOTCH,
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TO MOJKHO CAeJIaThb BbIBO/I: BCE€ CEKIIUU OTJIMYHO ITOMEMHIAIOTCA B IMaMATU U HE HYKHO
YBEINYNBATDH UX KOJIMYECTBO.

Bbl yBMauTE B BES-UHTEPdElCE, COpacbIBAIOT NN 3a4a4M AaHHbIE HA AUCK U CKOMb-
KO UMEHHO. YT0obbl nccnenoBaTh kakon-nmbo U3 3Tanos, NeperanTe Ha BKIaaKy
jobs (3apaHusa) Beb-mHTepdeiica Bo BpeMsi paboThbl 3aAaHusl. 3aTeM LLENKHUTE Ha
BbINOMHAEMOM 3Tane. TaM Bbl CMOXeTe yBUAETb BCe NOAPOOHOCTUN O HEM. B HMX
NepeyYncnsoTCs METPUKU MPOM3BOAMMON PaboThl AN KaXAOro WMCMOMHUTENS
1 BbINONHSIEMbIX 3aday. B Tabnuue 3agay ABa nocnefHux ctonbua copepxat
pa3mep cbpacbiBaeMblX BO BPEMSI MEPETACOBKN AaHHbIX: A€CepUan30BaHHbIX
B MaMSITU U CepMann3oBaHHbIX Ha aucke. Ecnm B 3Tux ctonbuax CTosT Hynu, To
HW 0dHa M3 3afay He cbpacbiBana AaHHble Ha AUCK:.

Ecuin 3aanve cOpachiBaeT JaHHBIE HA JIUCK, TO MMEET CMBICJ OI[EHUTh 00bEM TIepe-
TACOBKH U TIOMBITATHCS TOTOYHEE 3a/aTh KOJMIecTBO cekimit. Komeuro, «obbem mepe-
TAaCOBKM» — He Ta MHMOOPMAIHS, KOTOPYIO MOXKHO OnpeneuTs TouHo. Caunn Pusa
MPEIATAET WCIOIB30BATh COOTHOTIIEHNE MEKAY 00HEMOM COPACHIBAEMBIX JTaHHBIX
B mamaATH (IIOKasaHHBIX B BeO-uHTepdeiice B cTod1e Shuffle spill (memory)) 1 Ha aKCKe
(mokasaHHbIX TaM ke B cToJi61e Shuffle spill (disk)), yMHOKas ero Ha pasMep AaHHbIX Ha
JIACKe JIJIst TIOJTydeHust TpubnKeHHOro pa3mepa daiios neperacosku?. I[logapobuee
Ha 9TOM IIpoLelype Mbl OCTAHOBUMCS B CJIEAYIOLIEM pas/eie.

O6bem cOpachiBaeMbIX JIAHHBIX (B TTAMSITH ) — pasMep MPOCTPAHCTBA, 3aHMMAEMOTO 3aITH-
camu B maMsTu do copoca Ha auck. ObbeM cOpachiBaeMbIX JaHHBIX (Ha AUCKE) — pasMep
NPOCTPAHCTBA, 3aHUMAEMOT0 3alMCAMU Ha IHUCKe nocie nx copoca. Ciemosaresnbto,
COOTHOIIEHNE MekYy 00beMOM cOpachbiBaeMbIX JaHHBIX B ITAMATH M Ha JMCKE — Mepa
TOT0, HACKOJILKO GOJIBIIE MECTA 3aIMCU 3aHUMAIOT B IIAMSTHU 110 CPABHEHUIO C JUCKOM.
Mol 661 HazBasIK 9TO KO PHUIEHTOM yBeanueHns oobema B namsTi. DopmainsoBarhb
€T0 MOYKHO C IIOMOIIBIO TAKOTO YPABHEHISL:

koa(duIKeHT yBeandeHns oobeMa B HaMsaTH = 00beM cOPachiBaeMbIX
JaHHBIX (B maMsiTH) / 00beM cOPACHIBAEMBIX TAHHBIX (HA JIUCKE).

B Be6-unTepdeiice Ha Briaake Initial Stages (HauasnbHble aTarnbr) MOKHO BUAETH OOt
pasmMep 3aIUChIBAEMbIX MPHU MEPETACOBKe JaHHbIX. OH COOTBETCTBYET pPa3Mepy Iepe-
TACOBOYHBIX (haliJIOB, 3aITMCAHHBIX HA JIUCK.

! Cwm. http://jasondzhu.blogspot.com/2015/06 /roaming-through-spark-ui-and-tune-performance-
upon-a-specific-use-case.html.

2 Peub uzet 0 4acto muTHpyeMoM coobiiennn us 6aora Puser (http://blog.cloudera.com/
blog/2015/03 /how-to-tune-your-apache-spark-jobs-part-2/), mocBsieHHOM TOHKOH Ha-
crpoiike Spark u napannenusmy. OHO GbLIO HAMKCAHO B pacdyeTe Ha 6oJiee CTapyio BEPCUIO
Spark, 1109TOMY BbI MOJKETE 3aMETUTD, YTO €r0 OINUCAHKIE YIIPABJICHUS TTAMATHIO OTJIUYAETCST OT
Hatero. OHaKo 6oJIbIast YacTh HHGOOPMAIUH, B YACTHOCTH 00CYKIEHUE BOIIPOCA YCTAHOBKU
Pa3MepOB CEKIHI, Bee ellle BIOJHE aleKBaTHA.
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CieioBaTesibHO, pa3Mep aTUX (DailioB B TaMATH PABEH:

pasMep MePEeTACOBKU B MAMSITH = Pa3Mep 3allMChIBAEMbIX ITPH MEPETACOBKE JTAHHBIX X
X 00beM cOpachIBaeMbIX JaHHbBIX (B TaMsATH) / 00beM cOpachiBaeMbIX JaHHBIX (Ha [AHUCKe).

OnaTb JKe, HeCMOTPA Ha BCIO CJIOJKHOCTD JaHHOTI'O METO/1a, OH IIPEACTABJIACT coboil Bcero
JINIIb OMIITMPUYECKOE ITPaBNJIO. B nem HCIOJIb3YETCA HEKOPPEKTHOE JIOITYIIEHUE O TOM, 4YTO
Pa3MeEpPbI BCEX 3arceit YBEINYNBAIOTCA B OJIMHAKOBOM IIPOIIOPIMH IIPX YTEHNU B IIaMATbD.
Het nnkaknx APYTUX BapUaHTOB pEUICHUS aTON HpO6]IeMbI, KpOME IIPOCTOI'O YBEJIMYCHU ST
KOJIN4YeCTBa CBKL[I/Iﬁ BIJIOTDH 10 IIPpEKpalleHns yAydIIeHWA ITPON3BOANTEIbHOCTH.

BapuaHTbl cepuanmsaumm

ITo ymosrganuio (hpeiiMmBopk Spark 3azeiicTByeT MeXaHI3M CEpUATH3AINUY s3bIKa Java
1 Habopos RDD u cepuanmuszanuio va ocHose Tungsten st Habopos DataFrame/
Dataset. Mcnosb3oBanne 00beKTOB DataFrame nm Dataset (B TeX ciydasix, KOTia OHO
BO3MOKHO) obecrieunBaeT HaMHOTO GoJtee a(hPEKTUBHBIN CJI0H cepraIM3aluu, HO IPU
pa6ore ¢ Habopamu RDD jocTynen BapuaHT cepruaarsaliny ¢ MOMOIIbIO (hpeiiMBopKa
Kryo.

Kryo

[Tonobwo cepuanzatopy Tungsten, mpu cepuaimsanuu ¢ nomorbio Kryo HatusHO moj-
JEP/KUBAIOTCS HE BCe U3 TUIIOB, peajiuayiolinx Java-unrepdeiic Serializable. IToapo6-
HocTH B3auMojieiictus Kryo ¢ dpeitmBopkom Spark onucansl B Learning Spark (kpome
TOTO, MO’KHO HAWTH U JIpyTHE TPUMEPHI B CcBOOOTHOM nocrytie (https://github.com/holdenk/
learning-spark-examples/blob/master/src/main/java/com/oreilly/learningsparkexamples/java/
BasicAvgWithKryo.java)). Mo:kHO ObLI0 ObI I0yMaTh, uTO ¢ nosiBaeHneM Tungsten paGoTa
waj naTerpanueit Kryo B Spark mpexpaturest, HO Ha caMOM JieJie yCOBEPIIEHCTBOBAHUE
cepuanusanyuy Ha ocHose Kryo B Spark npogosskaerca. B cienyromeit Bepcuu Spark
[IAHUPYETCsT T0OaBUTDh MOANEPKKY HebesomacHoro cepuanusatopa Kryo, KoTopsrii,
BO3MOJKHO, GyzieT paborath gaske GpicTpee, ueM Tungsten (€ro MOKHO aKTHBU3HPOBATD,
YCTaHOBUB B true 3HaUeHMe napameTpa spark.kryo.unsafe).

HacTtponku Spark. Pe3stome

[TpaBuibHas HacTpoiika Spark MoeT BecbMa 3HAYUTEIHHO OBLICUTH IIPOU3BOAUTEN -
HocTh. OIHAKO OHA 3aHMMaeT MHOTO BPEMEHH U B HEKOTOPBIX CJIydasx TpedGyeT MHOTHX
YyacoB TecTrpoBanus. Hukakast TOHKast HacTPOiiKa He T03BOJINIa Obl YCIIEITHO 3aBep-
IUTh Ha 0ObeMe JaHHBIX B MUJUTHAP/ CTPOK HecOaTaHCUPOBAHHYIO MEPETACOBKY 13
paszena «3mmaroByacka. Bepcus 1: perienue ¢ ucrosb3oBanueM Gyakimn groupByKeys
Ha c. 157 (noBepbre, Mbl 1ipoGoBain ). M3-3a ouetb GOJIBIIOrO KOJNYECTBA IePEMEHHbIX,
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YUACTBYIOINIUX B HACTPOIIKe IPIIOKeHUs (Pa3sMepHOCTEll KaacTepa, Tpaduka, pasmepa
BXOJIHBIX JAHHBIX, TUIA BLIIIOJIHAEMbIX BBIYUCJIEHUIT), IIOUCK ONTUMAIbHOI KOH(pU-
rypamnuu Spark Bo3aMosKeH JIMIIb METOZOM pob 1 omnbok. OpHAKO YeM JIydline Bbl
HoHUMaeTe, Kakyio HH(POPMaIuio HeoOXOAUMO UCKaTh B BeO-unTepdeiice (Hanpumep,
uHGOPMAIIUIO O TOM, COPACHIBAIOTCS JIU JJaHHbIE HA IUCK TP TIEPETACOBKAX ), TEM JIETUe
MPOXOIUT ATOT MPOIECC. A BasKHEE BCETO: XOPOIIIee IOHMMAaHKE CBOEH CUCTEMbI U TOTO,
41O TpebyeTcs i BBIYMCAEHUH, TIOMOTaeT IJIAHUPOBATh ONTHMAJIBHYIO CTPATETHIO OT-
[PABKU PUJIOKEHMS Ha BBIIIOJIHEHUE.

[lononHuTenbHblIe METOANKU OTNaAKK

Otajika — BaKHAST YaCTh KU3HEHHOTO IIMKJIA CO3AHUST IPOTPAMMHOTO 00eCIeYeH NS,
a'y oryazku ¢ nomouipio Spark ects cBou ocobennoctu. Hanbosiee oueBupnas us ee
CJIOKHOCTEH — TO, UTO B PACIPENCJEHHON cCUCTeMe TPY/IHO ONpPeNeTUTh, Kakas (-1e)
MatinHa (-bl) creHepupoBasa (-u) OmHUOKY, a MOJYUYUTD JOCTYT K pabouuM y3juam
JUISE OTJIAJIKUA MOKET OKa3aThCsl HeBO3MOKHBIM. Kpome Toro, ucrosb3oBanue B Spark
OTJIO)KEHHBIX BBIYMCJIEHUN CIIOCOOHO 3aIlyTaTh IPUBBIKIINUX K G0Jiee TPAAUIITHOHHBIM
crcTeMaM pa3pabOTUNKOB, BE/Ib 5KYPHAJIBI M TPACCHI BBI30OBOB B CTEKE OYJIyT, HA MIEPBBII
B3TJISA]l, HABOJIUTD HA JIOXKHBIN CJIE]I.

OTnajika TPUIIOKEHUs, UCIOIb3YIONIEro OTI0KEHHbIE BEIYUCIEHN, TpebyeT 0TKas3a
OT JIOTIYIIEHUsI O HEITPEMEHHOU HETIOCPECTBEHHO CBSI3U OMIMOKHU CO CTPOKOIT KOJIa,
KOTOPast, KaK MPeJICTABJISIETCS], BBI3BAJIA €€ TeHEPAIIHIO, UK JII0OO0 U3 HETIOCPEICTBEHHO
BBI3bIBAEMBIX B Hell hyHKIit. Haxosch B MHTEpaKTUBHOI cpejie pa3paboTKu, MOKHO
GBICTPO OTHICKATH TIPUYUHY BCTPEUECHHON omunbKu, 106aBUB BbI30B take (1) Wau count
IS pouTesbekux Habopos RDD wiu DataFrame. OiHAKO TPU OTJIAJKE KO TOTOBOTO
MPUJIOSKEHUST POCKOIIb BCTABKYU take (1) MM count MOXKET OKa3aThCs HEIOCTYITHOIA,
B YACTHOCTH, U3-32 3HAYNTEJNHHOTO YBEJIIMUYEHMs [TPU 9TOM BPEMEHU BbIuucjieHmil. Bme-
CTO 9TOTO B MOAOGHBIX CIAYYASTX BAKHO HAYIUTHCS PA3INYATh [IBA KAJKYIIUXCS TOXOKIMI
BapuaHTa 0TKa30B. Paccmorpum nipumepsr [1.1 u [1.2, a Takyke cooTBETCTBYIOITIE TPACCHI
BbI30BOB B nipumepax 1.3 u I1.4.

Mpumep M.1. MeHepaums UckNOYeHUs U3 BHYTpeHHero Habopa RDD

val data = sc.parallelize(List(1, 2, 3))

// CreHepupyeT WCK/KWYEHWE MpWU NPUHYANTENBbHO! WHULMALMW BbIYUCTEHWIA
val transforml = data.map(x => x/0)

val transform2 = transforml.map(x => x + 1)

transform2.collect() // WHuWuMupyeT BblYMUCNIEHUE

Mpumep M.2. NeHepaums UCkNOYEHNS U3 caMoro BepxHero Habopa RDD

val data = sc.parallelize(List(1, 2, 3))

val transforml = data.map(x => x + 1)

// CreHepupyeT WCK/KYEHWE MPU NPUHYAUTENBHOW WHWLMALUM BbIYUCIEHUI
val transform2 = transforml.map(x => x/0)

transform2.collect() // WHuWuuMupyeT BblYMCNIEHUE
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Mpumep MN.3. C60i1 BO BHyTpeHHeM Habope RDD

17/01/23 12:41:36 ERROR Executor: Exception in task ©.0 in stage 0.0 (TID 9)
java.lang.ArithmeticException: / by zero
at com.highperformancespark.examples.errors.Throws$$anonfun$l
.apply$mcII$sp(throws.scala:9)
at com.highperformancespark.examples.errors.Throws$$anonfun$l
.apply(throws.scala:9)
at com.highperformancespark.examples.errors.Throws$$anonfun$l
.apply(throws.scala:

at
at
at
at
at
at
at
at
at
at
at
at
at
at

at
at
at
at
at
at
at
at

scala

scala.
scala.
scala.
scala.
scala.
scala.
.collection.

scala

scala.
scala.
scala.
scala.
scala.

.collection.

collection.
collection.
collection.
collection.
collection.
collection.

collection.
collection.
collection.
collection.
collection.

org.apache.spark.
apply(RDD.scala:935)
at org.apache.spark.rdd.RDD$$anonfun$collect$i$$anonfun$i3.
apply(RDD.scala:935)
at org.apache.spark.
.apply(SparkContext.
at org.apache.spark.
.apply(SparkContext.
at org.apache.spark.
at org.apache.spark.
at org.apache.spark.
at java.util.concurrent.ThreadPoolExecutor
.runWorker(ThreadPoolExecutor.java:1142)
at java.util.concurrent.ThreadPoolExecutor$Worker
.run(ThreadPoolExecutor.java:617)
at java.lang.Thread.run(Thread.java:745)

17/01/23 12:41:36 WARN TaskSetManager: Lost task 0.0

in stage 0.0 (TID @, localhost, executor driver):

java.lang.ArithmeticException: / by zero
at com.highperformancespark.examples.errors.Throws$$anonfun$l
.apply$mcII$sp(throws.scala:9)
at com.highperformancespark.examples.errors.Throws$$anonfun$l
.apply(throws.scala:9)
at com.highperformancespark.examples.errors.Throws$$anonfun$l
.apply(throws.scala:

scala.
scala.
scala.
scala.
.collection.

scala

scala.
scala.
scala.

collection.
collection.
collection.
collection.

collection.
collection.
collection.

9)

Iterator$$anon$ll.next(Iterator.scala:370)
Iterator$$anon$ll.next(Iterator.scala:370)
Iterator$class.foreach(Iterator.scala:750)
AbstractIterator.foreach(Iterator.scala:1202)
generic.Growable$class.$plus$plus$eq(Growable.scala:59)
mutable.ArrayBuffer.$plus$plus$eq(ArrayBuffer.scala:104)
mutable.ArrayBuffer.$plus$plus$eq(ArrayBuffer.scala:48)
TraversableOnce$class.to(TraversableOnce.scala:295)
AbstractIterator.to(Iterator.scala:1202)
TraversableOnce$class.toBuffer(TraversableOnce.scala:287)
AbstractIterator.toBuffer(Iterator.scala:1202)
TraversableOnce$class.toArray(TraversableOnce.scala:274)
AbstractIterator.toArray(Iterator.scala:1202)
rdd.RDD$$anonfun$collect$i$$anonfun$i3.

SparkContext$$anonfun$runlob$5s

scala:1944)

SparkContext$$anonfun$runlob$5s

scala:1944)
scheduler.ResultTask.runTask(ResultTask.scala:87)
scheduler.Task.run(Task.scala:99)
executor.Executor$TaskRunner.run(Executor.scala:282)

9)

Iterator$$anon$ll.next(Iterator.scala:370)
Iterator$$anon$ll.next(Iterator.scala:370)
Iterator$class.foreach(Iterator.scala:750)
AbstractIterator.foreach(Iterator.scala:1202)
generic.Growable$class.$plus$plus$eq(Growable.scala:59)
mutable.ArrayBuffer.$plus$plus$eq(ArrayBuffer.scala:104)
mutable.ArrayBuffer.$plus$plus$eq(ArrayBuffer.scala:48)
TraversableOnce$class.to(TraversableOnce.scala:295)
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at scala.collection.AbstractIterator.to(Iterator.scala:1202)
at scala.collection.TraversableOnce$class.toBuffer(TraversableOnce.scala:287)
at scala.collection.AbstractIterator.toBuffer(Iterator.scala:1202)
at scala.collection.TraversableOnce$class.toArray(TraversableOnce.scala:274)
at scala.collection.AbstractIterator.toArray(Iterator.scala:1202)
at org.apache.spark.rdd.RDD$$anonfun$collect$i$$anonfun$i3
.apply(RDD.scala:935)
at org.apache.spark.rdd.RDD$$anonfun$collect$i$$anonfun$i3
.apply(RDD.scala:935)
at org.apache.spark.SparkContext$$anonfun$runJob$s
.apply(SparkContext.scala:1944)
at org.apache.spark.SparkContext$$anonfun$rundob$s
.apply(SparkContext.scala:1944)
at org.apache.spark.scheduler.ResultTask.runTask(ResultTask.scala:87)
at org.apache.spark.scheduler.Task.run(Task.scala:99)
at org.apache.spark.executor.Executor$TaskRunner.run(Executor.scala:282)
at java.util.concurrent.ThreadPoolExecutor
.runWorker(ThreadPoolExecutor.java:1142)
at java.util.concurrent.ThreadPoolExecutor$Worker
.run(ThreadPoolExecutor.java:617)
at java.lang.Thread.run(Thread.java:745)
17/01/23 12:41:36 ERROR TaskSetManager:
Task © in stage 0.0 failed 1 times; aborting job
org.apache.spark.SparkException: Job aborted due to stage failure:
Task © in stage 0.0 failed 1 times, most recent failure:
Lost task 0.0 in stage 0.0 (TID ©, localhost, executor driver):
java.lang.ArithmeticException: / by zero
at com.highperformancespark.examples.errors.Throws$$anonfun$l.
apply$mcII$sp(throws.scala:9)
at com.highperformancespark.examples.errors.Throws$$anonfun$l.apply(throws.
scala:9)
at com.highperformancespark.examples.errors.Throws$$anonfun$l.apply(throws.
scala:9)
at scala.collection.Iterator$$anon$ll.next(Iterator.scala:370)
at scala.collection.Iterator$$anon$ll.next(Iterator.scala:370)
at scala.collection.Iterator$class.foreach(Iterator.scala:750)
at scala.collection.AbstractIterator.foreach(Iterator.scala:1202)
at scala.collection.generic.Growable$class.$plus$plus$eq(Growable.scala:59)
at scala.collection.mutable.ArrayBuffer.$plus$plus$eq(ArrayBuffer.scala:104)
at scala.collection.mutable.ArrayBuffer.$plus$plus$eq(ArrayBuffer.scala:48)
at scala.collection.TraversableOnce$class.to(TraversableOnce.scala:295)
at scala.collection.AbstractIterator.to(Iterator.scala:1202)
at scala.collection.TraversableOnce$class.toBuffer(TraversableOnce.scala:287)
at scala.collection.AbstractIterator.toBuffer(Iterator.scala:1202)
at scala.collection.TraversableOnce$class.toArray(TraversableOnce.scala:274)
at scala.collection.AbstractIterator.toArray(Iterator.scala:1202)
at org.apache.spark.rdd.RDD$$anonfun$collect$i$$anonfun$i3
.apply(RDD.scala:935)
at org.apache.spark.rdd.RDD$$anonfun$collect$i$$anonfun$i3
.apply(RDD.scala:935)
at org.apache.spark.SparkContext$$anonfun$rundob$s
.apply(SparkContext.scala:1944)
at org.apache.spark.SparkContext$$anonfun$runlob$s
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.apply(SparkContext.scala:1944)

at org.apache.spark.scheduler.ResultTask.runTask(ResultTask.scala:87)

at org.apache.spark.scheduler.Task.run(Task.scala:99)

at org.apache.spark.executor.Executor$TaskRunner.run(Executor.scala:282)
at java.util.concurrent.ThreadPoolExecutor
.runlWorker(ThreadPoolExecutor.java:1142)

at java.util.concurrent.ThreadPoolExecutor$Worker
.run(ThreadPoolExecutor.java:617)

at java.lang.Thread.run(Thread.java:745)

Driver stacktrace:

at org.apache.spark.scheduler.

DAGScheduler.org$apache$spark$scheduler$DAGScheduler$$

faillobAndIndependentStages(DAGScheduler.scala:1435)

at org.apache.spark.scheduler.DAGScheduler$$anonfun$abortStage$l

.apply(DAGScheduler.scala:1423)

at org.apache.spark.scheduler.DAGScheduler$$anonfun$abortStage$l

.apply (DAGScheduler.scala:1422)

at scala.collection.mutable.ResizableArray$class.foreach(ResizableArray.scala:59)

at scala.collection.mutable.ArrayBuffer.foreach(ArrayBuffer.scala:48)

at org.apache.spark.scheduler.DAGScheduler.abortStage(DAGScheduler.scala:1422)

at org.apache.spark.scheduler

.DAGScheduler$$anonfun$handleTaskSetFailed$1.apply (DAGScheduler.scala:802)

at org.apache.spark.scheduler

.DAGScheduler$$anonfun$handleTaskSetFailed$1.apply(DAGScheduler.scala:802)

at scala.Option.foreach(Option.scala:257)

at org.apache.spark.scheduler.DAGScheduler.

handleTaskSetFailed(DAGScheduler.scala:802)

at org.apache.spark.scheduler.DAGSchedulerEventProcessLoop.

doOnReceive (DAGScheduler.scala:1650)

at org.apache.spark.scheduler.DAGSchedulerEventProcessLoop

.onReceive(DAGScheduler.scala:1605)

at org.apache.spark.scheduler.DAGSchedulerEventProcessLoop

.onReceive(DAGScheduler.scala:1594)

at org.apache.spark.util.EventLoop$$anon$l.run(EventLoop.scala:48)

at org.apache.spark.scheduler.DAGScheduler.runJob(DAGScheduler.scala:628)

at org.apache.spark.SparkContext.runJob(SparkContext.scala:1918)

at org.apache.spark.SparkContext.runJob(SparkContext.scala:1931)

at org.apache.spark.SparkContext.runJob(SparkContext.scala:1944)

at org.apache.spark.SparkContext.runJob(SparkContext.scala:1958)

at org.apache.spark.rdd.RDD$$anonfun$collect$l.apply(RDD.scala:935)

at org.apache.spark.rdd.RDDOperationScope$.withScope(RDDOperationScope.scala:151)

at org.apache.spark.rdd.RDDOperationScope$.withScope(RDDOperationScope.scala:112)

at org.apache.spark.rdd.RDD.withScope(RDD.scala:362)

at org.apache.spark.rdd.RDD.collect(RDD.scala:934)

at com.highperformancespark.examples.errors.Throws$.throwInner(throws.scala:11)
. 43 elided

Caused by: java.lang.ArithmeticException: / by zero

at com.highperformancespark.examples.errors.Throws$$anonfun$l
.apply$mcII$sp(throws.scala:9)

at com.highperformancespark.examples.errors.Throws$$anonfun$l.apply(throws.scala:9)
at com.highperformancespark.examples.errors.Throws$$anonfun$l.apply(throws.scala:9)
at scala.collection.Iterator$$anon$ll.next(Iterator.scala:370)
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at scala.collection.Iterator$$anon$ll.next(Iterator.scala:370)
at scala.collection.Iterator$class.foreach(Iterator.scala:750)
at scala.collection.AbstractIterator.foreach(Iterator.scala:1202)
at scala.collection.generic.Growable$class.$plus$plus$eq(Growable.scala:59)
at scala.collection.mutable.ArrayBuffer.$plus$plus$eq(ArrayBuffer.scala:104)
at scala.collection.mutable.ArrayBuffer.$plus$plus$eq(ArrayBuffer.scala:48)
at scala.collection.TraversableOnce$class.to(TraversableOnce.scala:295)
at scala.collection.AbstractIterator.to(Iterator.scala:1202)
at scala.collection.TraversableOnce$class.toBuffer(TraversableOnce.scala:287)
at scala.collection.AbstractIterator.toBuffer(Iterator.scala:1202)
at scala.collection.TraversableOnce$class.toArray(TraversableOnce.scala:274)
at scala.collection.AbstractIterator.toArray(Iterator.scala:1202)
at org.apache.spark.rdd.RDD$$anonfun$collect$i$$anonfun$i3.apply(RDD.scala:935)
at org.apache.spark.rdd.RDD$$anonfun$collect$i$$anonfun$i3.apply(RDD.scala:935)
at org.apache.spark.SparkContext$$anonfun$rundob$5.apply(SparkContext.scala:1944)
at org.apache.spark.SparkContext$$anonfun$runJob$5.apply(SparkContext.scala:1944)
at org.apache.spark.scheduler.ResultTask.runTask(ResultTask.scala:87)
at org.apache.spark.scheduler.Task.run(Task.scala:99)
at org.apache.spark.executor.Executor$TaskRunner.run(Executor.scala:282)
at java.util.concurrent.ThreadPoolExecutor.runWorker(ThreadPoolExecutor.java:1142)

at

java.util.concurrent.ThreadPoolExecutor$Worker.run(ThreadPoolExecutor.java:617)
. 1 more

Mpumep MN.4. N'eHepaumns «BHELHEr0» UCKITIOYEHUS

17/01/23 12:45:27 ERROR Executor: Exception in task 0.0 in stage 1.0 (TID 1)
java.lang.ArithmeticException: / by zero

at com.highperformancespark.examples.errors.Throws$$anonfun$s
.apply$mcII$sp(throws.scala:17)

at com.highperformancespark.examples.errors.Throws$$anonfun$4
.apply(throws.scala:17)

at com.highperformancespark.examples.errors.Throws$$anonfun$s

.apply(throws.scala:
collection.

at
at
at
at
at
at
at
at
at
at
at
at
at

scala.
scala.
scala.
scala.
scala.
scala.
scala.
scala.
scala.
scala.
scala.
scala.

collection

collection
collection

collection

17)
Iterator$$anon$ll.next(Iterator.scala:370)

.Iterator$class.foreach(Iterator.scala:750)
collection.
collection.
.mutable.ArrayBuffer.$plus$plus$eq(ArrayBuffer.scala:104)
.mutable.ArrayBuffer.$plus$plus$eq(ArrayBuffer.scala:48)

collection.
collection.
collection.
.AbstractIterator.toBuffer(Iterator.scala:1202)
collection.
collection.
org.apache.spark.

AbstractIterator.foreach(Iterator.scala:1202)
generic.Growable$class.$plus$plus$eq(Growable.scala:59)

TraversableOnce$class.to(TraversableOnce.scala:295)
AbstractIterator.to(Iterator.scala:1202)
TraversableOnce$class.toBuffer(TraversableOnce.scala:287)

TraversableOnce$class.toArray(TraversableOnce.scala:274)
AbstractIterator.toArray(Iterator.scala:1202)
rdd.RDD$$anonfun$collect$i$$anonfun$l3

.apply(RDD.scala:935)

at org.apache.spark.rdd.RDD$$anonfun$collect$i$$anonfun$i3
.apply(RDD.scala:935)

at org.apache.spark.SparkContext$$anonfun$runJob$s
.apply(SparkContext.scala:1944)

at org.apache.spark.SparkContext$$anonfun$runlob$s
.apply(SparkContext.scala:1944)
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at org.apache.spark.scheduler.ResultTask.runTask(ResultTask.scala:87)
at org.apache.spark.scheduler.Task.run(Task.scala:99)
at org.apache.spark.executor.Executor$TaskRunner.run(Executor.scala:282)
at java.util.concurrent.ThreadPoolExecutor
.runWorker(ThreadPoolExecutor.java:1142)
at java.util.concurrent.ThreadPoolExecutor$Worker
.run(ThreadPoolExecutor.java:617)
at java.lang.Thread.run(Thread.java:745)

17/01/23 12:45:27 WARN TaskSetManager: Lost task 0.0 in stage 1.0

(TID 1, localhost, executor driver):

java.lang.ArithmeticException: /

by zero

at com.highperformancespark.examples.errors.Throws$$anonfun$s
.apply$mcII$sp(throws.scala:17)

at com.highperformancespark.examples.errors.Throws$$anonfun$s
.apply(throws.scala:17)

at com.highperformancespark.examples.errors.Throws$$anonfun$s
.apply(throws.scala:

at
at
at
at
at
at
at
at
at
at
at
at
at

scala.collection.
scala.collection.
scala.collection.
scala.collection.
scala.collection.
scala.collection.
scala.collection.
scala.collection.
scala.collection.
scala.collection.
scala.collection.
scala.collection.
org.apache.spark.

17)

Iterator$$anon$ll.next(Iterator.scala:370)
Iterator$class.foreach(Iterator.scala:750)
AbstractIterator.foreach(Iterator.scala:1202)
generic.Growable$class.$plus$plus$eq(Growable.scala:59)
mutable.ArrayBuffer.$plus$plus$eq(ArrayBuffer.scala:104)
mutable.ArrayBuffer.$plus$plus$eq(ArrayBuffer.scala:48)
TraversableOnce$class.to(TraversableOnce.scala:295)
AbstractIterator.to(Iterator.scala:1202)
TraversableOnce$class.toBuffer(TraversableOnce.scala:287)
AbstractIterator.toBuffer(Iterator.scala:1202)
TraversableOnce$class.toArray(TraversableOnce.scala:274)
AbstractIterator.toArray(Iterator.scala:1202)
rdd.RDD$$anonfun$collect$i$$anonfun$l3

.apply(RDD.scala:935)
at org.apache.spark.rdd.RDD$$anonfun$collect$i$$anonfun$i3
.apply(RDD.scala:935)

at

org.apache.spark.

.apply(SparkContext.

at

org.apache.spark.

.apply(SparkContext.

at
at
at

org.apache.spark.
org.apache.spark.
org.apache.spark.

SparkContext$$anonfun$runlob$5s

scala:1944)

SparkContext$$anonfun$runlob$5s

scala:1944)
scheduler.ResultTask.runTask(ResultTask.scala:87)
scheduler.Task.run(Task.scala:99)
executor.Executor$TaskRunner.run(Executor.scala:282)

at java.util.concurrent.ThreadPoolExecutor
.runlWorker(ThreadPoolExecutor.java:1142)

at java.util.concurrent.ThreadPoolExecutor$Worker
.run(ThreadPoolExecutor.java:617)

at java.lang.Thread.run(Thread.java:745)

17/01/23 12:45:27 ERROR TaskSetManager: Task © in stage 1.0 failed 1 times;
aborting job
org.apache.spark.SparkException: Job aborted due to stage failure:
Task © in stage 1.0 failed 1 times, most recent failure:

Lost task 0.0 in stage 1.0 (TID 1, localhost, executor driver):
java.lang.ArithmeticException: / by zero
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at com.highperformancespark.examples.errors.Throws$$anonfun$4
.apply$mcII$sp(throws.scala:17)

at com.highperformancespark.examples.errors.Throws$$anonfun$s
.apply(throws.scala:17)

at com.highperformancespark.examples.errors.Throws$$anonfun$s4
.apply(throws.scala:17)

at scala.collection.Iterator$$anon$ll.next(Iterator.scala:370)

at scala.collection.Iterator$class.foreach(Iterator.scala:750)

at scala.collection.AbstractIterator.foreach(Iterator.scala:1202)

at scala.collection.generic.Growable$class.$plus$plus$eq(Growable.scala:59)
at scala.collection.mutable.ArrayBuffer.$plus$plus$eq(ArrayBuffer.scala:104)
at scala.collection.mutable.ArrayBuffer.$plus$plus$eq(ArrayBuffer.scala:48)
at scala.collection.TraversableOnce$class.to(TraversableOnce.scala:295)

at scala.collection.AbstractIterator.to(Iterator.scala:1202)

at scala.collection.TraversableOnce$class.toBuffer(TraversableOnce.scala:287)
at scala.collection.AbstractIterator.toBuffer(Iterator.scala:1202)

at scala.collection.TraversableOnce$class.toArray(TraversableOnce.scala:274)
at scala.collection.AbstractIterator.toArray(Iterator.scala:1202)

at org.apache.spark.rdd.RDD$$anonfun$collect$i$$anonfun$i3
.apply(RDD.scala:935)

at org.apache.spark.rdd.RDD$$anonfun$collect$i$$anonfun$i3
.apply(RDD.scala:935)

at org.apache.spark.SparkContext$$anonfun$runJob$s
.apply(SparkContext.scala:1944)

at org.apache.spark.SparkContext$$anonfun$runlob$s
.apply(SparkContext.scala:1944)

at org.apache.spark.scheduler.ResultTask.runTask(ResultTask.scala:87)

at org.apache.spark.scheduler.Task.run(Task.scala:99)

at org.apache.spark.executor.Executor$TaskRunner.run(Executor.scala:282)

at java.util.concurrent.ThreadPoolExecutor
.runWorker(ThreadPoolExecutor.java:1142)

at java.util.concurrent.ThreadPoolExecutor$Worker
.run(ThreadPoolExecutor.java:617)

at java.lang.Thread.run(Thread.java:745)

Driver stacktrace:
at org.apache.spark.scheduler
.DAGScheduler.org$apache$spark$scheduler$DAGScheduler$$faillobAndIndependentStages
(DAGScheduler.scala:1435)
at org.apache.spark.scheduler.DAGScheduler$$anonfun$abortStage$l
.apply(DAGScheduler.scala:1423)
at org.apache.spark.scheduler.DAGScheduler$$anonfun$abortStage$l
.apply(DAGScheduler.scala:1422)
at scala.collection.mutable.ResizableArray$class.foreach(ResizableArray.scala:59)
at scala.collection.mutable.ArrayBuffer.foreach(ArrayBuffer.scala:48)
at org.apache.spark.scheduler.DAGScheduler.abortStage(DAGScheduler.scala:1422)
at org.apache.spark.scheduler.DAGScheduler$$anonfun$handleTaskSetFailed$l
.apply(DAGScheduler.scala:802)
at org.apache.spark.scheduler.DAGScheduler$$anonfunghandleTaskSetFailed$1l
.apply(DAGScheduler.scala:802)
at scala.Option.foreach(Option.scala:257)
at org.apache.spark.scheduler.DAGScheduler
.handleTaskSetFailed(DAGScheduler.scala:802)
at org.apache.spark.scheduler.DAGSchedulerEventProcessLoop
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.doOnReceive(DAGScheduler.scala:1650)

at org.apache.spark.scheduler.DAGSchedulerEventProcessLoop
.onReceive(DAGScheduler.scala:1605)

at org.apache.spark.scheduler.DAGSchedulerEventProcessLoop
.onReceive(DAGScheduler.scala:1594)

at
at
at
at
at
at
at
at
at
at
at
at

org

org.

org

org.
org.
org.
org.
org.
org.
org.
org.

com

. 43

.apache.
apache.
.apache.
apache.
apache.
apache.
apache.
apache.
apache.
apache.
apache.
.highperformancespark.examples.errors.Throws$.throwOuter(throws.scala:18)

elided

spark.
spark.
spark.
spark.
spark.
spark.
spark.
spark.
spark.
.rdd.RDD.withScope(RDD.scala:362)

spark

spark.

util.EventLoop$$anon$l.run(EventLoop.scala:48)
scheduler.DAGScheduler.runJob(DAGScheduler.scala:628)
SparkContext.runJob(SparkContext.scala:1918)
SparkContext.runJob(SparkContext.scala:1931)
SparkContext.runJob(SparkContext.scala:1944)
SparkContext.runJob(SparkContext.scala:1958)
rdd.RDD$$anonfung$collect$l.apply (RDD.scala:935)
rdd.RDDOperationScope$.withScope (RDDOperationScope.scala:151)
rdd.RDDOperationScope$.withScope(RDDOperationScope.scala:112)

rdd.RDD.collect(RDD.scala:934)

Caused by: java.lang.ArithmeticException: / by zero
at com.highperformancespark.examples.errors
.Throws$$anonfun$4.apply$mcII$sp(throws.scala:17)
at com.highperformancespark.examples.errors
.Throws$$anonfun$4.apply(throws.scala:17)
at com.highperformancespark.examples.errors
.Throws$$anonfun$4.apply(throws.scala:17)

at
at
at
at
at
at
at
at
at
at
at
at
at
at
at
at
at
at
at
at
at

scala.
scala.
scala.
scala.
scala.
scala.
scala.
scala.
scala.
scala.
scala.
scala.
.apache.
apache.
apache.
apache.
apache.
apache.
apache.

org

org.
org.
org.
org.
org.
org.

collection.
collection
collection.
collection.
collection.
collection
collection.
collection.
collection
collection.
collection.
collection.
spark.
spark.
spark.
spark.
spark.
spark.
spark.

Iterator$$anon$ll.next(Iterator.scala:370)

.Iterator$class.foreach(Iterator.scala:750)

AbstractIterator.foreach(Iterator.scala:1202)
generic.Growable$class.$plus$plus$eq(Growable.scala:59)
mutable.ArrayBuffer.$plus$plus$eq(ArrayBuffer.scala:104)

.mutable.ArrayBuffer.$plus$plus$eq(ArrayBuffer.scala:48)

TraversableOnce$class.to(TraversableOnce.scala:295)
AbstractIterator.to(Iterator.scala:1202)

.TraversableOnce$class.toBuffer(TraversableOnce.scala:287)

AbstractIterator.toBuffer(Iterator.scala:1202)
TraversableOnce$class.toArray(TraversableOnce.scala:274)
AbstractIterator.toArray(Iterator.scala:1202)
rdd.RDD$$anonfun$collect$i$$anonfun$i3.apply(RDD.scala:935)
rdd.RDD$$anonfun$collect$1$$anonfun$i3.apply (RDD.scala:935)
SparkContext$$anonfun$runlob$5.apply(SparkContext.scala:1944)
SparkContext$$anonfun$runlob$5.apply(SparkContext.scala:1944)
scheduler.ResultTask.runTask(ResultTask.scala:87)
scheduler.Task.run(Task.scala:99)
executor.Executor$TaskRunner.run(Executor.scala:282)

java.util.concurrent.ThreadPoolExecutor.runWorker(ThreadPoolExecutor.java:1142)
java.util.concurrent.ThreadPoolExecutor$Worker.run(ThreadPoolExecutor.java:617)

. 1 more

JBe IIpuBeeHHbBIE TPACCHI BBI30BOB COAEPKAT MacCy MH(MOPMAIM, HO OOJIbIIAS €€ YaCTh
GecIiosie3Ha IIPU TIOUCKe IIPUYMHbI Hateil oKy, [T0CKOJIbKY HCTOUHUK OLIMOKY — BHY-
TpU pabGOTHUKA, TO MOKHO 110 OOJIbILEN YacTH IPOUTHOPUPOBATh HH(GOPMALIUIO O TPACCe
BBI30BOB /[paiiBepa 1 NCCJIEI0BATh BMECTO 9TOTO UCKJIIOUEHNs, yKa3aHHbIe HIKe 17/01/23
12:41:36 ERROR Executor: Exception in task ©.0 in stage 0.0 (TID 9).
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YacTas owmbka — M3yyeHue Tpacchl BbI30OBOB ApaiiBepa npu coobuieHun o6

oLnbKe OT McnonHUTens. B 3ToM cyyae MOXeT Ka3aTbCsl, UTO Bbl MLLETE OLINOKY

B NpaBWIbHOM HanpaBfeHuy, B TO BPEMS Kak ee NepBornpuyMHa HaxoamuTcs co-
N BCEM B ApYyroM Mecte (kak B 060MX npeabiayLimx npuMepax).

[Tpu u3yyeHn coooTIEHNsT 00 OMMMOKE OT UCTIOTHUTEST MOSKHO YBHUIETH HOMED CTPOKH,
COOTBETCTBYyIOMHIT cHoitHOM hyHKIMH. OGBIYHO OCTATBHAS YaCTh UCKITIOUEHST HEe HYy K-
Ha JIJIsT OTJIAJIKU, Pa3Be 4ToO pedb uieT o paboTe ¢ oneparnueii mapPartitions u Bo3Bpare
MOJIb30BATEILCKUX UTEPATOPOB, MOCKOJIbKY (hOPMUPOBAHKE I[EITOUKH UTEPATOPOB TIPO-
ucxXoauT BHyTpHU Spark.

06 unckntoyeHnn coobliaeTcs aBaxkabl (0AMH pa3 Kak npeaynpexaeHne, a BTo-
poi — Kak olumnbka), Nockonbky Spark noBTopsieT 06paboTKy cekummn npu cboe.
Ecnun cboViHbIX CeKUMi 6bl10 MHOro, TO cooblieHne 06 olnbke Bbl MOAyUYUTE
ropasgo 6onblue AByx pas.

Ecnun BbINONHEHWE NPUIOXKEHUSI He BbINI0 aBapUHO 3aBEPLLIEHO, TO 3TN UCKTIO-
YeHMs1 MOXKHO TaKXXe YBUAETb B XXypHanax Beb-uHtepdeiica Spark.

Onpe/iesnTh, KaKoH omepaTop MPUBEJT K TeHepaluu ommuOKH, MOKET GBITh HEMPOCTO,
0COGEHHO B CJIyuae AHOHUMHBIX BHYTpeHHUX (yHKui. Eciu momensiTh ipumepst 11,1
u I1.2 tak, 4T00BI CIOIB30BATINUCH IBHBIC UMEeHA (DYHKIUN (JIOTyCTUM, KaK B TIPHUMeE-
pax I1.5 u I1.6), TO BbIsSICHUTH TIpoM3oIIeAIee Oyaer ropasio Jerde. ITosydenHast Tpacca
BBI30BOB Tellepb COIEP:KUT MMeHA MHTePecyIoNmX Hac QyHKIMi (Haipumep, at com. high-
performancespark.examples.errors.Throws$.divZero(throws.scala:26)).

Mpumep N.5. MepenenaHHbie BcroMoraTenbHble QyHKLUMN

def addl(x: Int): Int = {
X + 1

def divZero(x: Int): Int = {
x / ©
}

Mpumep M.6. O6pa3Libl reHepaLmy UCKIIOYEHNI, NepeaenaHHble Ans UCMOJb30BaHUs
BCrOMOraTesbHbIX (QYHKLMUN

def throwInner2(sc: SparkContext) = {
val data = sc.parallelize(List(1, 2, 3))
// CreHepupyeT WCKAKYEHWE MpU MPUHYAUTENbHOW WHULMALMW BbIYUCIEHUN
val transforml = data.map(divzZero)
val transform2 = transforml.map(addl)
transform2.collect() // WHWUMUpYeT Bbl4UCNEHUE

}

def throwOuter2(sc: SparkContext) = {
val data = sc.parallelize(List(1, 2, 3))
val transforml = data.map(addl)
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CreHepupyeT WCK/YEHWE MpPU NPUHYAUTENBHON WHULMALUK BbYUCIEHWI

val transform2 = transforml.map(divZero)
transform2.collect() // WHuuuMMpyeT BblMUCIEHME

}

Bbl MOI/IM 3aMETUTb, YTO, AAXKE ECNU UCXOAHOM NPUYMHONM OLIMBKM SBNSIETCS fe-
NeHre Ha Honb (MckNtoyeHue java.lang.ArithmeticException), Ha 6onee BbicokoM
ypoBHe mcknodeHre obepHyTo B 06bekT org.apache.spark.SparkException. Ans
N [OCTYNa K MCXOAHOMY UCK/TOUYEHMIO MOXXHO BOCMOMb30BaTbcst MeToaoM getCause.

He Bce ucknouenuns O6eprIBaIOTC§I B 00BEKT org.apache.spark.SparkException.
[Tpu nombiTKe BhrurcaeHust Habopa RDD, maHHbIE 71T KOTOPOTO COAEPIKATCS B HECY-
mecrByfoiiem ucrounrnke Hadoop, Tpacca BbizoBos Gyzer ropaszo mpoiie (rpumep 11.7)
¥ BO3BPATHUTCST HETIOCPEAICTBEHHO NCXOHOE UCKIIIOYEHHE.

I1puMep N.7. UcknoyeHune B cny4yae nonbITKX 3arpy3kn HECYLECTBYOWENo MCTOYHUKA AaHHbIX

org.apache.hadoop.mapred.InvalidInputException:
Input path does not exist: file:/doesnotexist.txt

at

org.apache.hadoop.mapred.FileInputFormat.

singleThreadedListStatus(FileInputFormat.java:285)

at
at
at
at
at
at
at
at
at
at
at
at
at
at
at
at
at
at
at
at
at
at
at
at
at
at
at
at
at

org.apache.hadoop.mapred.FileInputFormat.listStatus(FileInputFormat.java:228)
org.apache.hadoop.mapred.FileInputFormat.getSplits(FileInputFormat.java:313)
org.apache.spark.rdd.HadoopRDD.getPartitions(HadoopRDD.scala:202)
org.apache.spark.rdd.RDD$$anonfun$partitions$2.apply(RDD.scala:252)
org.apache.spark.rdd.RDD$$anonfun$partitions$2.apply (RDD.scala:250)
scala.Option.getOrElse(Option.scala:121)
org.apache.spark.rdd.RDD.partitions(RDD.scala:250)
org.apache.spark.rdd.MapPartitionsRDD.getPartitions(MapPartitionsRDD.scala:35)
org.apache.spark.rdd.RDD$$anonfun$partitions$2.apply(RDD.scala:252)
org.apache.spark.rdd.RDD$$anonfun$partitions$2.apply(RDD.scala:250)
scala.Option.getOrElse(Option.scala:121)
org.apache.spark.rdd.RDD.partitions(RDD.scala:250)
org.apache.spark.rdd.MapPartitionsRDD.getPartitions(MapPartitionsRDD.scala:35)
org.apache.spark.rdd.RDD$$anonfun$partitions$2.apply(RDD.scala:252)
org.apache.spark.rdd.RDD$$anonfun$partitions$2.apply (RDD.scala:250)
scala.Option.getOrElse(Option.scala:121)
org.apache.spark.rdd.RDD.partitions(RDD.scala:250)
org.apache.spark.rdd.MapPartitionsRDD.getPartitions(MapPartitionsRDD.scala:35)
org.apache.spark.rdd.RDD$$anonfun$partitions$2.apply(RDD.scala:252)
org.apache.spark.rdd.RDD$$anonfun$partitions$2.apply(RDD.scala:250)
scala.Option.getOrElse(Option.scala:121)
org.apache.spark.rdd.RDD.partitions(RDD.scala:250)
org.apache.spark.SparkContext.runJob(SparkContext.scala:1958)
org.apache.spark.rdd.RDD$$anonfun$collect$l.apply(RDD.scala:935)
org.apache.spark.rdd.RDDOperationScope$.withScope(RDDOperationScope.scala:151)
org.apache.spark.rdd.RDDOperationScope$.withScope(RDDOperationScope.scala:112)
org.apache.spark.rdd.RDD.withScope(RDD.scala:362)
org.apache.spark.rdd.RDD.collect(RDD.scala:934)
com.highperformancespark.examples.errors.Throws$

.nonExistentInput(throws.scala:47)

. 43 elided
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Oryajika NCKIIOYCHWH M3-32 HEXBATKY TTAMSTH JIpaliBepa MOXKET OKa3aThCS CJIOKHOU
3aja4eii, 0cO6EHHO BbIICHEHME TOTO, KaKas UMEHHO ollepalus BbizBajaa cOoil. XoTs
BaM y:Ke, HaBepHOe, HA/I0eJIN OIepaTophl collect, BaXKHO MIOMHUTD, YTO JIPYTHE OTle-
panuu (Hampumep, countByKey) crmocoOHBI BO3BPAIIATh B APAUBEPHYIO MPOrPAMMY
MOTEHIMATBHO HeOTpaHUYeHHbIe 00beMbI aHHbIX. B 6ubinorekax Spark ML u MLIib
JUIST HEKOTOPBIX MOJIesIell TpeOyeTcst BO3BPAIIATh B JPANBEPHYIO TIPOrpaMmy OOJIbIIe
00bEMBI JTAHHBIX — B 3TOM CJIydae MPOCTEUIIINM peliieHneM Oy/IeT BOCIIOIb30BaThCSI
JIPYTOI MOJIEJIBIO.

ITpesckasaTh, CKOJBKO MAMSTH TIOHAZOOUTCST APAiBEPHON TIPOrpaMMe, UJIH BBISICHUTD
HUCTOYHUK Pacxojia OOJIBIIOro KOJIMIECTBA MaMITH MOKET ObITh HertpocTto. BoJiee Toro,
MPOILECC OpeiesIeHUsT 00beMa TTaMSITH, BBIIEISIEMON IpallBEPHON IIPOrpaMMe, 3aBUCUT
ot criocoba sarycka npusiokerust Spark. TTpu 3amycke MPpUIOKEHUS ¢ TOMOIIBIO CIie-
Hapud spark-submit B «KJIMEHTCKOM peskuMes (M1 OCHOBAHHBIX HA HEM CIIeHapHeB,
TakuX Kak spark-shell wiu pyspark) JVM apaiiBepa samyckaercst 0o CHHTAKCHUECKOTO
pasbopa (aiina spark-defaults.conf u 10 cos3manus oObekra SparkContext. B arom
caryyae 3ajaBaTh 00beM TTaMSITH J[paiiBepa MPUXOIUTCS B spark-env. sh wiv TpuGErHys
K ITapaMeTpy --driver-memory KOMaH/bl spark-submit.

Mpw 3anycke Spark n3 Python 6e3 nomowm spark-submit nnm nobbix Bcnomora-
TeNbHbIX CPEACTB AN onpeaeneHust pasMepa JVM gpaiiBepa unm Kakux-nméo

\ HaCcTpoeK BMPTyasibHOM MalluMHbl Ha CTOPOHe ApaiiBepa 06bekT KOHMUrypaumm
He 6yfeT yunTbiBaTbCs, X0Ts hopManbHo JVM elle He 6bina 3anyLeHa. Tak npo-
WCXOAWT M3-3a Toro, 4Tto JVM apariBepa «3a Ky/mMcaMu» 3arnycKaeTcsl C MOMOLLbO
06bl4HOrO cueHapus spark-submit. BsameH npu He06X0AMMOCTM MOXHO 3afaTb
3HAYeHWe NepeMeHHON cpeabl KoMaHaHoM obonoykn PYSPARK_SUBMIT_ARGS
(no ymonuaHuto paBHol pyspark-shell).

OBbIYHO He BK/TH0UYAEMOE B CMIMCOK TPAAMLIMOHHbLIX METOAOB OT/IaAKM YCTPaHEHNe
OTCTalOLWWMX 3343y UM APYrMX BapyaHTOB HecbanaHCMPOBaHHOMO CEKLIMOHUPO-
BaHMSA TECHO CBA3AHO C HAMU U 06CyXaaeTcs B rnase 5.

OwwnbKM HexBaTKM MecCTa Ha AuCKe

OunbKM HEXBATKM MECTa Ha INCKE MOTYT OKa3aThCsl HEOKUAAHHBIMHE, HO YaCTO BCTpPe-
YaloTCs B KJIaCTEpax ¢ HeOOIBITNM 06HEMOM JIMCKOBOTO MPpOCTpaHcTBa. MHorma Takue
OMUOKU POUCXOJIAT U3-32 JTUTENBHON PaboThl KOMaHAHON 060JOUKH, T7I€ B III06aIb-
HO¥T 06J1aCTH BUAMMOCTH co3/1aloTest Habopsl RDD, /1151 KOTOPBIX HUKOT/[A HE BBITIOJIHS-
ercst cbopka Mycopa. Spark anucbiBaeT pe3yJIbTaThl OTiepaIiii IepeTacoBKU B (haiisibl Ha
AMcKax pabOTHUKOB B CBOEM JIOKQJIBHOM KaTajsiore. /laHubie (hailyibl yaasiioTest TOJIBKO
npu c6opKe Mycopa st COOTBETCTBYONMX HabopoB RDD; 9T TPOUCXOANT OCTATOUHO
peKo mpu 6oJIbITOM 00beMe MaMsATH, BbIIETCHHON ApaiiBepHoil mporpamme. OHO 13
peteHnii — sIBHBIM 06Pa30M HHUIIMUPOBATH COOPKY Mycopa (KOHEYHO, IPH YCIOBHH, 4TO
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Habopsl RDD yske Boiiin u3 061actu BUAUMOCTH); ecii DAG CTaHOBUTCS CJUIITKOM
JUTUHHBIM, TO CO3/IaHUE KOHTPOJIBHBIX TOUEK MOJKET 0OECIIEUNTh BO3MOKHOCTD COOPKH
Mycopa Juist Habopa RDD.

XXypHannpoBaHue

JKypuasmmpoBanre — BakHAS COCTABJSIONIAS OTIA/IKU MTPUJIOKEHUS, TAK YTO B Pac-
IIPEIEIEHHOI CCTeMe II0JIaraThes Ha println, moxaiuyii, He crout. Buyrpu Spark uc-
TOJb3YETCA MEXaHU3M JKYPHATUPOBAHUA logd]j yepes s14j, T0o9ToMy log4j BLICTYIIUT
MOIXOAAIIUM MEeXaHU3MOM KYPHAJUPOBAHUS U AJS HANIUX ITPUJIOKEHUN, BeJb MbI
B KaKOU-TO Mepe OyzeM YBePEeHbI B TOM, YTO OH ysKe HaCTPOEH.

B paHHux (10 2.0) Bepcusix chpeiiMBopka Spark API »ypHanupoBaHusl, MOCTPOEHHbIN
Ha ocHoBe 61bnnoTeku log4j, 6bin caenaH AOCTYMHBIM A7 UCMONb30BaHKs. B Bep-
cvn 2.0 1 6onee NO3AHKX €ro CAenany 3akpbIThiM, a U B HEM HET MOYTU HUKAKOM
N (byHKUMOHaNBbHOCTY, KoTopast He Bbina Bbl AOCTyNHa HenocpeacTBeHHO B log4j, Tak
YTO JlyyLUe HaNpsIMYH NPUMEHATb MeXaHU3M XXypHanupoBaHus log4j. Cama e aB-
TOp Npu3HaeT cebs BUHOBHOW B 06paLLeHnn K BHYTpeHHUM API xxypHanmpoBaHus'.

MOo’KHO TIOJIYYUTD JIOCTYII K TOH 3Ke (hyHKIIMOHAIBHOCTH, UTO U IPUMEHSEMbII BHYTPH
Spark MexanusM *KypHaIMPOBAHMsL, ¢ HOMOLIBIO TUIIOOE30IIaCHOrO ITaKeTa scalalogging.
B mem ecTp THmaxk Lazylogging, KOTOPBIN MCIOJIb3yeT MAaKPOC /IJIsT 3aMEHBI BbI30Ba
logger.debug(xyz) Ha 9KBUBAJICHTHBIN, HO HAXOIUTCS 32 OXPAHAIONINM BbIPAKECHUIEM,
MIPOBEPSIIONINM YPOBEHb KypHamupoBaHus. [IpocToil mpuMep >KypHATUPOBAHUS [T
OTJIAJIKU: BBISICHEHIE TOTO, KaK¥e 3JIeMEHTBI ObLIN OT(hUIbTPOBaHbL. MOKHO 100aBUTh
JKypHaJMpoBaHue B mpuMep 5.16, B peayibrare yero nosryunm mpumep I1.8. Kpome roro,
HEOOXOMMO BKJIIOUNTH B cOOPKY GUOIMOTEKY sKypHasupoBaHus (ipumep I1.9).

Mpumep MN.8. XXypHanupoBaHue TpaHCIAUMM obbekTa HashSet HeKOppPeKTHBIX MECTONONOXKEHWIN NaHA
C Uenblo Mx nocneaytowen hunstpaumm

val invalid = HashSet() ++ invalidPandas
val invalidBroadcast = sc.broadcast(invalid)
def keepPanda(pandald: Long) = {
if (invalidBroadcast.value.contains(pandald)) {
logger.debug(s"Invalid panda ${pandald} discovered")
false
} else {
true
}

¥
input.filter{panda => keepPanda(panda.id)}

Mpumep N.9. [JobaeneHne 6ubnuotekmn scalalogging B cbopky
"com.typesafe.scala-logging" %% "scala-logging" % "3.5.0",

! I/I, HalncaB 9TO NPpeAYIPEXK/ICHNE, OHA TTOKaAJIaCh B CBOUX I'peXax.
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MHoraa mMoxeT npuroanTbcs nogpobHas nHdopMaums B xypHane o Habope RDD/
HOMepe CeKuMmn/HoMepe NonbITkM 06paboTkn. B 3TOM criyyae anst ee nosyyeHns
Bbl MOXeTe 3arnsHyTb B 06bekT TaskContext (kak B JVM, Tak u B Python).

HacTpolika >XypHanupoBaHus

Spark ucriosbsyer s skypHasmposatus JVM 6ubimoreky logd], u nasxe B Python mm R
3HAYUTEbHAS YaCTh MHPOPMAITH sKypHaIpoBanus reHepupyetcs 3 JVM. [Ipu 3ammycke
UHTEPAKTUBHOM KOMaHIHOM 00G0JIOUKHU OIHO U3 IIEPBBIX COOOIIEHNI COAEPKUT HHCTPYK-
WU TI0 HACTPONKE YPOBHS JKYPHAJIMPOBAHUS B UHTEPAKTUBHOM PEXKUME:

To adjust logging level use sc.setlLoglLevel(newlLevel).
For SparkR, use setlLoglLevel(newLevel).

TToMrMO yCTaHOBKU YPOBHSI KyPHAJTMPOBAHUS ¢ TOMOIIBI0 Spark Context, MOKHO TpH-
CIIOCOOUTD JIJISE HACTPOMKM YPOBHS sKyPHAIUPOBAHUS U BBIBOAUMOMN IIPU Ky PHAIUPO-
Banuu nngopmainu (aitn conf/logsj.properties.template. [IpocTo ckomupyiite ero
B conf/log4j.properties u oMeHsiiTe Bce HY KHbIE CBOMCTBA; TaK, ecjin Spark BHIBOAUT
CJTUTIIKOM MHOTO TTOZIPOOHOCTEN, TIOMEHSIIITE YPOBEHD OCHOBHOTO JKYPHATMPOBAHIS Ha
ERROR, kak B mpumepe I1.10.

Mpumep MN.10. log4j.properties
log4j.logger.org.apache.spark.repl.Main=ERROR

MO>XHO HaCTpPOWTb pasHble YPOBHW XYPHAIMPOBaHUS AN Pa3/INYHbIX MEXaHN3MOB
XKypHanupoBaHus (HanpuMep, Npu HacTpolikax conf/log4j.properties.template no
YMONYaHWIO YpoBeHb XypHanuposaHus Spark 6yaet WARN, a Parquet — ERROR).
3710 0cobeHHO yAobHO B Crlyyae, KOrAa Balle MpUIoKeHWE Takke MCNosb3yeT
XypHanvposaHue log4j.

Ecan BodaMoxHOCTH HacTpoek log4j.properties Bac He yJOBJETBOPSIOT, TO MOXK-
HO CO3/IaTh TTOJb30BaTEIbCKUI (haitn logdj.xml U YCTAHOBUTD €TI0 HA MCIIOJHUTETN
(BKJTIOUMB ero B JAR mimm ¢ oMoIipio mapamerpa --files), mobaBuB 3ateM -D1logdj . con-
figuration=1log4j.xml B spark.executor.extralavaOptions, 4TOObI KCIIOJHUTEIIH €0
<YBUJICIN>.

[ocTyn K XXypHanam

B Tepmoa aKTUBHOCTU IIPUJIOKEHMSA MOJKHO JIETKO ITPOCMaTPpUBATh )KypHaJIbI Pa3HbIX
PabOTHUKOB ¢ TIOMOIIBIO BeO-uHTepdeiica Spark. BosMokHOCTH TIPOCMOTpPa JKYPHATIOB
nocJie OKOHYaHKsE pabOThI MPUIOKEHHS OYAYT 3aBUCETH OT MCTIOAb3YEMOTO MEXaHN3MA
pa3BepTHIBAHUS.
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B ciaryuae passepthiBanug YARN ¢ arpernpoBanuieM sKypHAJIOB MOJTYYUTDh UX TIOMOXKET
KoMaHziayarn logs. Ecii arpernpoBaHyie OTKIIOYEHO, TO K HUM BCe PABHO MOKHO TTOJTyYUTh
JIOCTYII, HACTPOUB MX XpaHeHHe B PabOUNX y3Jax B TedeHne (DUKCHPOBAHHOTO BPEMEHU
C TIOMOIIIBIO TTapaMeTpa KoH(pUTypaiuu yarn. nodemanager.delete.debug-delay-sec.

MoMMMO PYYHOro KOMMPOBaHWS XXypHanoB, B Spark MMeeTcs AOMONHUTESNbHbIV
«cepBep XypHanoB Spark», npegocTaBnsowmii Beb-uHTepdeic Spark ans 3a-
BEpPLUEHHbIX 3aZlaHWi.

MNoacoeanHeHWe OT1afyYMKoB

XoTst haiisibl KypHAJIOB, HAKOTTUTEIN U METPUKH MOTYT OKa3aTh HEMAJIYIO IIOMOIIb [TPU
OTJIaJIKE TPUJIOKEHHsI, HHOT/Ia COBCEM He moMernaer yao0HbIi oraagounbii IDE mis
Spark. IIpocreiinmmii crroco6 MOJIYyYUTh €10 — 3alyCTUTh Spark B JIOKaJIbHOM pesKuMe
U IOZCOEMHUTD OTJIAJUUK K JToKaabHoil JVM. K coxaeniio, He Bce IpoOJieMbl peaJib-
HBIX KJIACTEPOB BOCITPOM3BOIMMBI B JIOKAJIBHOM PEKHUME, HO B TOJ0OHOM CJIydae MOKHO
HACTPOUTH OTJIAJIKY C TIOMOIIBIO TIPOTOKOJIA TIEPEIaur OTJIA0YHON WHMOPMAITY JIJIs
Java (Java Debug Wire Protocol, JDWP) (https://docs.oracle.com/javase/8/docs/technotes/
guides/jpda/jdwp-spec.html) /17151 OTJIAJIKK B y/1aJIEHHOM KJIacTepe.

Bocmionp3oBasimmch cBoiicTBOM spark.executor. extralavaOptions (/119 UCTIOJTHUTETS )
M --driver-java-options mJig ApaiiBepa, 106aBbTe CJEAYIONIIE TapaMeTPhl 3aIlyCKa
JVM -agentlib: jdwp= transport=dt_socket,server=y,address=[debugport].

Bce ocranmbroe nociie Hactpoiiku JDW P Ha paboTHUKe WK ipailBepe 3aBUCHUT OT KOH-
kpeTHOro ucnosbzyemoro IDE. ¥ IBM nmMeeTcst pyKOBOACTBO 110 y/IaJIeHHOHN OTJIaIKe
¢ nomolipio eclipse (https://www.ibm.com/developerworks/library/os-eclipse-javadebug/), a ripu-
menenue Intelli] onmcano B otere Ha caiire Stack Overflow (https://stackoverflow.com/
questions/21114066/attach-intellij-idea-debugger-to-a-running-java-process).

Ypanennas orianka B si3bike Python tpebyer Mmoaudukanmnm Kojga 1 3alycka orJjia-
nounoit 6ubmmorekn. CyIecTByeT MHOKECTBO BAPUAHTOB DTOTO: OT OTJIALKU B MHTEIPH-
posantoM IDE ¢ npumenennem Jetbrains (https://www.jetbrains.com/help/pycharm/2016.3/
remote-debugging.html) u Eclipse (http://www.pydev.org/manual_adv_remote_debugger.html)
110 6oJiee IPOCTON yAaJeHHON TpaccupoBKY ¢ oMolibio rpdb (https://pypi.python.org/
pypi/rpdb/) 1 IPyTUX UHCTPYMEHTOB, NlepeurcaeHHbIX B « Bukuneauus (https://wiki.py-
thon.org/moin/PythonDebuggingTools). Bhe 3aBucMMOCTH OT KCITOJIb3yeMOTO BAPUAHTA MO3K-
HO 3a/1eiiCTBOBATh TPAHCIMPYEMYIO TIePEMEHHYIO, YTOObI TAPAaHTUPOBATD ITOJIy4YeHUE
BceMM PabOYMMU y3JIaMU Ko/l 3allyCKa yaajleHHoro nnrepdeiica oriaaaku Python.

[lobaBneHve -mtrace B nyTb Python Baluero Apaieepa/paboTHWKa HUYEro He AacT
BCNIELCTBME XKECTKO «3alunTbix» B PySpark ycroBuil 0THOCUTENIbHO apryMeHTOB.

N\
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OTnagka B 6noKHOTax

B saBucumoct oT 6JI0KHOTA OTCIEKUBATD Ky PHAIBHYIO HHPOPMAIIUIO MOXKET OBITH
npotite win ciaoxuee. [Tpu pabore B Jupyter ¢ ssgpom [Python coobuienust 06 ommbkrax
BKJIIOYAIOT TOJIBKO TPACCY BBI30BOB Java 1 4acTo He COEPIKAT BasKHYI0 MH(BOPMAITHIO 13
camoro unTeprperatopa Python. B aTom ciyuae Heo6X0AUMO TOCMOTPETh B KOHCOJIb,
13 KOTOPO 3amycKamucs Jupyter.

3amyck Spark u3 6;10KHOTA caMbIM HEOKUIAHHBIM 06Pa30M MOKET MOBJIHSTH Ha UC-
moJTh30BaHme HacTpoek. OCHOBHOE OTINYME 3aKII0YAETCsT B 06pabOTKe MapaMeTpoB
kouduryparu gpaiisepa. Ilpu pabore B cpejie, pacoIOKEHHOW Ha BHEITHEM CEPBEPE
(Hanpumep, B obsake Databricks, IBM Data Science Experience uau Spark, Haxozsi-
IeMcsl Ha BHEITHeM cepBepe Azure Kommaunu Microsoft), BasKHO BBITIOJIHSTH HACTPOUKH
yepes MeXaHu3M, IIPe/0CTaBIsIeMbII 9TON CpeIoi.

OTtnagka koga Ha si3blke Python

¥V PySpark umetorcst gonosiauTebHbie ocobeHHOCTH. [ToKasanHas Ha puc. 7.1 apxu-
TEKTypa 03HaYaeT HAJUYUeE JOMOJHUTETHHOTO YPOBHS CJIOKHOCTH. SIpue BCero aTo
MPOSBJISIETCS B PAs/IUUUAX MEXKIY coobuenusmu o6 ommbkax B PySpark u cooGie-
HUSMU 00 aHaJOTHYHBIX oMmuOKax B s3bike Scala (cm. mpumepst 1.3 u I1.13). TTomumo
MOSIBJICHUS HTOTO JIOTIOJHUTEILHOTO YPOBHS KOCBEHHON ajipecalini, KOHKyPEHIUs 3a
PeCYpChl MEK/Y PA3INIHBIMU TIPOTPAMMAME TOKE MOKET MOCTYKUTH HCTOYHUKOM
ormubOoK.

Otnoskentoe Berauciaenve B PySpark maxke HeMHOTO cioikiee Mo cpaBHeHnio co Scala.
Etrte Gouibliie 3aTyMaHUBAeT HCTOYHUK OMMUOKY OOBEIMHEHNE B 1[ETI0YKY BBIYUCTIEHIIT
Habopos RDD PySpark ¢ 11eJ1610 CHUBUTB KOJMUYECTBO Hepeaad JaHHbIX Meskay Python
u JVM u o6parno. Iepeneraem npumepsr I1.1 u I1.2, npumenus s3bik Python (B pe-
gyJsbrare dero noryunm mpumMepst 1111 u T1.12), 1 uyuum mosrydeHHbie cooOIieHust 00
ommmbKax, npusezertble B ipumepax I11.13 un I1.14.

Mpumep MN.11. MeHepaumsa NCKIOYEHMS U3 BHYTpeHHero Habopa RDD (Python)

data = sc.parallelize(range(10))

transforml = data.map(lambda x: x / @)
transform2 = transforml.map(lambda x: x + 1)
transform2.count()

Mpumep M.12. MeHepaumsa UCKNOYEHUS U3 caMOro BepxHero Habopa RDD (Python)

data = sc.parallelize(range(10))

transforml = data.map(lambda x: x + 1)
transform2 = transforml.map(lambda x: x / @)
transform2.count()
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Mpumep N.13. CooblieHre 06 owmbke BO BHyTpeHHeM Habope RDD (Python)

[Stage @:> (0 +0) /
4117/02/28 22:28:58 ERROR Executor:
Exception in task 3.0 in stage 0.0 (TID 3)

org.apache.spark.api.python.PythonException: Traceback (most recent call last):

File "/home/holden/repos/spark/python/lib/pyspark.zip/pyspark/worker.py",
line 180, in main

process()
File "/home/holden/repos/spark/python/lib/pyspark.zip/pyspark/worker.py",
line 175, in process

serializer.dump_stream(func(split_index, iterator), outfile)

File "/home/holden/repos/spark/python/pyspark/rdd.py", line 2406, in pipeline_func

return func(split, prev_func(split, iterator))

File "/home/holden/repos/spark/python/pyspark/rdd.py", line 2406, in pipeline_func

return func(split, prev_func(split, iterator))

File "/home/holden/repos/spark/python/pyspark/rdd.py", line 2406, in pipeline_func

return func(split, prev_func(split, iterator))
File "/home/holden/repos/spark/python/pyspark/rdd.py", line 345, in func
return f(iterator)

File "/home/holden/repos/spark/python/pyspark/rdd.py", line 1040, in <lambda>

return self.mapPartitions(lambda i: [sum(1 for _ in i)]).sum()

File "/home/holden/repos/spark/python/pyspark/rdd.py", line 1040, in <genexpr>

return self.mapPartitions(lambda i: [sum(1 for _ in i)]).sum()
File "high_performance_pyspark/bad_pyspark.py", line 46, in <lambda>
transforml = data.map(lambda x: x / 9)
ZeroDivisionError: integer division or modulo by zero

at org.apache.spark.api.python.PythonRunner$$anon$l.
read(PythonRDD.scala:193)
at org.apache.spark.api.python.PythonRunner$$anon$i.
<init>(PythonRDD.scala:234)
at org.apache.spark.api.python.PythonRunner.compute(PythonRDD.scala:152)
at org.apache.spark.api.python.PythonRDD.compute(PythonRDD.scala:63)
at org.apache.spark.rdd.RDD.computeOrReadCheckpoint(RDD.scala:323)
at org.apache.spark.rdd.RDD.iterator(RDD.scala:287)
at org.apache.spark.scheduler.ResultTask.runTask(ResultTask.scala:87)
at org.apache.spark.scheduler.Task.run(Task.scala:113)
at org.apache.spark.executor.Executor$TaskRunner.run(Executor.scala:313)
at java.util.concurrent.ThreadPoolExecutor
.runWorker(ThreadPoolExecutor.java:1142)
at java.util.concurrent.ThreadPoolExecutor$Worker
.run(ThreadPoolExecutor.java:617)
at java.lang.Thread.run(Thread.java:745)

17/02/28 22:28:58 ERROR Executor: Exception in task 2.0 in stage 0.0 (TID 2)

org.apache.spark.api.python.PythonException: Traceback (most recent call last):

File "/home/holden/repos/spark/python/lib/pyspark.zip/pyspark/worker.py",
line 180, in main

process()
File "/home/holden/repos/spark/python/lib/pyspark.zip/pyspark/worker.py",
line 175, in process

serializer.dump_stream(func(split_index, iterator), outfile)

File "/home/holden/repos/spark/python/pyspark/rdd.py", line 2406, in pipeline_func

return func(split, prev_func(split, iterator))

File "/home/holden/repos/spark/python/pyspark/rdd.py", line 2406, in pipeline_func
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return func(split, prev_func(split, iterator))

File "/home/holden/repos/spark/python/pyspark/rdd.py", line 2406, in pipeline_func
return func(split, prev_func(split, iterator))

File "/home/holden/repos/spark/python/pyspark/rdd.py", line 345, in func
return f(iterator)

File "/home/holden/repos/spark/python/pyspark/rdd.py", line 1040, in <lambda>
return self.mapPartitions(lambda i: [sum(1 for _ in i)]).sum()

File "/home/holden/repos/spark/python/pyspark/rdd.py", line 1040, in <genexpr>
return self.mapPartitions(lambda i: [sum(1 for _ in i)]).sum()

File "high_performance_pyspark/bad_pyspark.py", line 46, in <lambda>
transforml = data.map(lambda x: x / 0)

ZeroDivisionError: integer division or modulo by zero

at org.apache.spark.api.python.PythonRunner$$anon$l.read(PythonRDD.scala:193)
at org.apache.spark.api.python.PythonRunner$$anon$l
.<init>(PythonRDD.scala:234)
at org.apache.spark.api.python.PythonRunner.compute(PythonRDD.scala:152)
at org.apache.spark.api.python.PythonRDD.compute(PythonRDD.scala:63)
at org.apache.spark.rdd.RDD.computeOrReadCheckpoint(RDD.scala:323)
at org.apache.spark.rdd.RDD.iterator(RDD.scala:287)
at org.apache.spark.scheduler.ResultTask.runTask(ResultTask.scala:87)
at org.apache.spark.scheduler.Task.run(Task.scala:113)
at org.apache.spark.executor.Executor$TaskRunner.run(Executor.scala:313)
at java.util.concurrent.ThreadPoolExecutor
.runWorker(ThreadPoolExecutor.java:1142)
at java.util.concurrent.ThreadPoolExecutor$Worker
.run(ThreadPoolExecutor.java:617)
at java.lang.Thread.run(Thread.java:745)
17/02/28 22:28:58 ERROR Executor: Exception in task 1.0 in stage 0.0 (TID 1)
org.apache.spark.api.python.PythonException: Traceback (most recent call last):
File "/home/holden/repos/spark/python/1lib/pyspark.zip/pyspark/worker.py",
line 180, in main
process()
File "/home/holden/repos/spark/python/1lib/pyspark.zip/pyspark/worker.py",
line 175, in process
serializer.dump_stream(func(split_index, iterator), outfile)
File "/home/holden/repos/spark/python/pyspark/rdd.py", line 2406, in pipeline_func
return func(split, prev_func(split, iterator))
File "/home/holden/repos/spark/python/pyspark/rdd.py", line 2406, in pipeline_func
return func(split, prev_func(split, iterator))
File "/home/holden/repos/spark/python/pyspark/rdd.py", line 2406, in pipeline_func
return func(split, prev_func(split, iterator))
File "/home/holden/repos/spark/python/pyspark/rdd.py", line 345, in func
return f(iterator)
File "/home/holden/repos/spark/python/pyspark/rdd.py", line 1040, in <lambda>
return self.mapPartitions(lambda i: [sum(1 for _ in i)]).sum()
File "/home/holden/repos/spark/python/pyspark/rdd.py", line 1040, in <genexpr>
return self.mapPartitions(lambda i: [sum(1 for _ in i)]).sum()
File "high_performance_pyspark/bad_pyspark.py", line 46, in <lambda>
transforml = data.map(lambda x: x / 0)
ZeroDivisionError: integer division or modulo by zero

at org.apache.spark.api.python.PythonRunner$$anon$l.read(PythonRDD.scala:193)
at org.apache.spark.api.python.PythonRunner$$anon$l
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.<init>(PythonRDD.scala:234)

at
at
at
at
at
at
at
at

File "/home/holden/repos/spark/python/lib/pyspark.zip/pyspark/worker.py",

org

org.
org.
org.
org.

org

org.

.apache.
apache.
apache.
apache.
apache.
.apache.
apache.

spark.
spark.
spark.
spark.
spark.
spark.
spark.

api.python.PythonRunner.compute(PythonRDD.scala:152)
api.python.PythonRDD. compute(PythonRDD.scala:63)
rdd.RDD. computeOrReadCheckpoint (RDD.scala:323)
rdd.RDD.iterator(RDD.scala:287)
scheduler.ResultTask.runTask(ResultTask.scala:87)
scheduler.Task.run(Task.scala:113)
executor.Executor$TaskRunner.run(Executor.scala:313)

java.util.concurrent.ThreadPoolExecutor
.runlWorker(ThreadPoolExecutor.java:1142)
at java.util.concurrent.ThreadPoolExecutor$Worker
.run(ThreadPoolExecutor.java:617)
at java.lang.Thread.run(Thread.java:745)
17/02/28 22:28:58 ERROR Executor: Exception in task 0.0 in stage 0.0 (TID 9)
org.apache.spark.api.python.PythonException: Traceback (most recent call last):
File "/home/holden/repos/spark/python/lib/pyspark.zip/pyspark/worker.py",
line 180, in main
process()

line 175, in process
serializer.dump_stream(func(split_index, iterator), outfile)

File "/home/holden/repos/spark/python/pyspark/rdd.py", line 2406, in pipeline_func
return func(split, prev_func(split, iterator))

File "/home/holden/repos/spark/python/pyspark/rdd.py", line 2406, in pipeline_func
return func(split, prev_func(split, iterator))

File "/home/holden/repos/spark/python/pyspark/rdd.py", line 2406, in pipeline_func
return func(split, prev_func(split, iterator))

File "/home/holden/repos/spark/python/pyspark/rdd.py", line 345, in func
return f(iterator)

File "/home/holden/repos/spark/python/pyspark/rdd.py", line 1040, in <lambda>
return self.mapPartitions(lambda i: [sum(1 for _ in i)]).sum()

File "/home/holden/repos/spark/python/pyspark/rdd.py", line 1040, in <genexpr>
return self.mapPartitions(lambda i: [sum(1 for _ in i)]).sum()

File "high_performance_pyspark/bad_pyspark.py", line 46, in <lambda>
transforml = data.map(lambda x: x / @)

ZeroDivisionError: integer division or modulo by zero

at org.apache.spark.api.python.PythonRunner$$anon$l
.read(PythonRDD.scala:193)

at org.apache.spark.api.python.PythonRunner$$anon$l
.<init>(PythonRDD.scala:234)

at
at
at
at
at
at
at
at

org.
org.
org.
org.

org

org.
org.

apache.
apache.
apache.
apache.
.apache.
apache.
apache.

spark.
spark.
spark.
spark.
spark.
spark.
spark.

api.python.PythonRunner.compute(PythonRDD.scala:152)
api.python.PythonRDD. compute(PythonRDD.scala:63)
rdd.RDD. computeOrReadCheckpoint (RDD.scala:323)
rdd.RDD.iterator(RDD.scala:287)
scheduler.ResultTask.runTask(ResultTask.scala:87)
scheduler.Task.run(Task.scala:113)
executor.Executor$TaskRunner.run(Executor.scala:313)

java.util.concurrent.ThreadPoolExecutor
.runWorker(ThreadPoolExecutor.java:1142)
at java.util.concurrent.ThreadPoolExecutor$Worker
.run(ThreadPoolExecutor.java:617)
at java.lang.Thread.run(Thread.java:745)

17/02/28 22:28:58 WARN TaskSetManager:
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Lost task 0.0 in stage 0.0 (TID ©, localhost, executor driver):
org.apache.spark.api.python.PythonException: Traceback (most recent call last):
File "/home/holden/repos/spark/python/1lib/pyspark.zip/pyspark/worker.py",
line 180, in main
process()
File "/home/holden/repos/spark/python/1lib/pyspark.zip/pyspark/worker.py",
line 175, in process
serializer.dump_stream(func(split_index, iterator), outfile)
File "/home/holden/repos/spark/python/pyspark/rdd.py", line 2406, in pipeline_func
return func(split, prev_func(split, iterator))
File "/home/holden/repos/spark/python/pyspark/rdd.py", line 2406, in pipeline_func
return func(split, prev_func(split, iterator))
File "/home/holden/repos/spark/python/pyspark/rdd.py", line 2406, in pipeline_func
return func(split, prev_func(split, iterator))
File "/home/holden/repos/spark/python/pyspark/rdd.py", line 345, in func
return f(iterator)
File "/home/holden/repos/spark/python/pyspark/rdd.py", line 1040, in <lambda>
return self.mapPartitions(lambda i: [sum(1 for _ in i)]).sum()
File "/home/holden/repos/spark/python/pyspark/rdd.py", line 1040, in <genexpr>
return self.mapPartitions(lambda i: [sum(1 for _ in i)]).sum()
File "high_performance_pyspark/bad_pyspark.py", line 46, in <lambda>
transforml = data.map(lambda x: x / 0)
ZeroDivisionError: integer division or modulo by zero

at org.apache.spark.api.python.PythonRunner$$anon$l.read(PythonRDD.scala:193)
at org.apache.spark.api.python.PythonRunner$$anon$l
.<init>(PythonRDD.scala:234)

at org.apache.spark.api.python.PythonRunner.compute(PythonRDD.scala:152)
at org.apache.spark.api.python.PythonRDD.compute(PythonRDD.scala:63)

at org.apache.spark.rdd.RDD.computeOrReadCheckpoint(RDD.scala:323)

at org.apache.spark.rdd.RDD.iterator(RDD.scala:287)

at org.apache.spark.scheduler.ResultTask.runTask(ResultTask.scala:87)

at org.apache.spark.scheduler.Task.run(Task.scala:113)

at org.apache.spark.executor.Executor$TaskRunner.run(Executor.scala:313)
at java.util.concurrent.ThreadPoolExecutor
.runWorker(ThreadPoolExecutor.java:1142)

at java.util.concurrent.ThreadPoolExecutor$Worker
.run(ThreadPoolExecutor.java:617)

at java.lang.Thread.run(Thread.java:745)

17/02/28 22:28:58 ERROR Executor: Exception in task 0.1 in stage 0.0 (TID 7)
org.apache.spark.api.python.PythonException: Traceback (most recent call last):
File "/home/holden/repos/spark/python/1lib/pyspark.zip/pyspark/worker.py",
line 180, in main
process()
File "/home/holden/repos/spark/python/1lib/pyspark.zip/pyspark/worker.py",
line 175, in process
serializer.dump_stream(func(split_index, iterator), outfile)
File "/home/holden/repos/spark/python/pyspark/rdd.py", line 2406, in pipeline_func
return func(split, prev_func(split, iterator))
File "/home/holden/repos/spark/python/pyspark/rdd.py", line 2406, in pipeline_func
return func(split, prev_func(split, iterator))
File "/home/holden/repos/spark/python/pyspark/rdd.py", line 2406, in pipeline_func
return func(split, prev_func(split, iterator))
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File "/home/holden/repos/spark/python/pyspark/rdd.py", line 345, in func
return f(iterator)

File "/home/holden/repos/spark/python/pyspark/rdd.py", line 1040, in <lambda>
return self.mapPartitions(lambda i: [sum(1 for _ in i)]).sum()

File "/home/holden/repos/spark/python/pyspark/rdd.py", line 1040, in <genexpr>
return self.mapPartitions(lambda i: [sum(1 for _ in i)]).sum()

File "high_performance_pyspark/bad_pyspark.py", line 46, in <lambda>
transforml = data.map(lambda x: x / @)

ZeroDivisionError: integer division or modulo by zero

at org.apache.spark.api.python.PythonRunner$$anon$1.read(PythonRDD.scala:193)
at org.apache.spark.api.python.PythonRunner$$anon$l
.<init>(PythonRDD.scala:234)
at org.apache.spark.api.python.PythonRunner.compute(PythonRDD.scala:152)
at org.apache.spark.api.python.PythonRDD.compute(PythonRDD.scala:63)
at org.apache.spark.rdd.RDD.computeOrReadCheckpoint(RDD.scala:323)
at org.apache.spark.rdd.RDD.iterator(RDD.scala:287)
at org.apache.spark.scheduler.ResultTask.runTask(ResultTask.scala:87)
at org.apache.spark.scheduler.Task.run(Task.scala:113)
at org.apache.spark.executor.Executor$TaskRunner.run(Executor.scala:313)
at java.util.concurrent.ThreadPoolExecutor
.runlWorker(ThreadPoolExecutor.java:1142)
at java.util.concurrent.ThreadPoolExecutor$Worker
.run(ThreadPoolExecutor.java:617)
at java.lang.Thread.run(Thread.java:745)
17/02/28 22:28:58 ERROR TaskSetManager: Task © in stage 0.0 failed 2 times;
aborting job
17/02/28 22:28:58 ERROR Executor: Exception in task 2.1 in stage 0.0 (TID 5)
org.apache.spark.api.python.PythonException: Traceback (most recent call last):
File "/home/holden/repos/spark/python/lib/pyspark.zip/pyspark/worker.py",
line 180, in main
process()
File "/home/holden/repos/spark/python/lib/pyspark.zip/pyspark/worker.py",
line 175, in process
serializer.dump_stream(func(split_index, iterator), outfile)
File "/home/holden/repos/spark/python/pyspark/rdd.py", line 2406, in pipeline_func
return func(split, prev_func(split, iterator))
File "/home/holden/repos/spark/python/pyspark/rdd.py", line 2406, in pipeline_func
return func(split, prev_func(split, iterator))
File "/home/holden/repos/spark/python/pyspark/rdd.py", line 2406, in pipeline_func
return func(split, prev_func(split, iterator))
File "/home/holden/repos/spark/python/pyspark/rdd.py", line 345, in func
return f(iterator)
File "/home/holden/repos/spark/python/pyspark/rdd.py", line 1040, in <lambda>
return self.mapPartitions(lambda i: [sum(1 for _ in i)]).sum()
File "/home/holden/repos/spark/python/pyspark/rdd.py", line 1040, in <genexpr>
return self.mapPartitions(lambda i: [sum(1 for _ in i)]).sum()
File "high_performance_pyspark/bad_pyspark.py", line 46, in <lambda>
transforml = data.map(lambda x: x / @)
ZeroDivisionError: integer division or modulo by zero

at org.apache.spark.api.python.PythonRunner$$anon$l.read(PythonRDD.scala:193)
at org.apache.spark.api.python.PythonRunner$$anon$1
.<init>(PythonRDD.scala:234)
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at org.apache.spark.api.python.PythonRunner.compute(PythonRDD.scala:152)
at org.apache.spark.api.python.PythonRDD.compute(PythonRDD.scala:63)
at org.apache.spark.rdd.RDD.computeOrReadCheckpoint(RDD.scala:323)
at org.apache.spark.rdd.RDD.iterator(RDD.scala:287)
at org.apache.spark.scheduler.ResultTask.runTask(ResultTask.scala:87)
at org.apache.spark.scheduler.Task.run(Task.scala:113)
at org.apache.spark.executor.Executor$TaskRunner
.run(Executor.scala:313)

at java.util.concurrent.ThreadPoolExecutor
.runWorker(ThreadPoolExecutor.java:1142)
at java.util.concurrent.ThreadPoolExecutor$Worker.run(ThreadPoolExecutor.
java:617)
at java.lang.Thread.run(Thread.java:745)
17/02/28 22:28:58 ERROR Executor: Exception in task 3.1 in stage 0.0 (TID 6)
org.apache.spark.api.python.PythonException: Traceback (most recent call last):
File "/home/holden/repos/spark/python/1lib/pyspark.zip/pyspark/worker.py",
line 180, in main
process()

File "/home/holden/repos/spark/python/1lib/pyspark.zip/pyspark/worker.py",

line 175, in process
serializer.dump_stream(func(split_index, iterator), outfile)

File "/home/holden/repos/spark/python/pyspark/rdd.py", line 2406, in pipeline_func
return func(split, prev_func(split, iterator))

File "/home/holden/repos/spark/python/pyspark/rdd.py", line 2406, in pipeline_func
return func(split, prev_func(split, iterator))

File "/home/holden/repos/spark/python/pyspark/rdd.py", line 2406, in pipeline_func
return func(split, prev_func(split, iterator))

File "/home/holden/repos/spark/python/pyspark/rdd.py", line 345, in func
return f(iterator)

File "/home/holden/repos/spark/python/pyspark/rdd.py", line 1040, in <lambda>
return self.mapPartitions(lambda i: [sum(1 for _ in i)]).sum()

File "/home/holden/repos/spark/python/pyspark/rdd.py", line 1040, in <genexpr>

return self.mapPartitions(lambda i: [sum(1 for

in i)]).sum()

File "high_performance_pyspark/bad_pyspark.py", line 46, in <lambda>
transforml = data.map(lambda x: x / 0)
ZeroDivisionError: integer division or modulo by zero

at org.apache.spark.api.python.PythonRunner$$anon$l.read(PythonRDD.scala:193)
at org.apache.spark.api.python.PythonRunner$$anon$l
.<init>(PythonRDD.scala:234)

at
at
at
at
at
at
at
at
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org

org.
org.
org.

apache.
apache.
apache.
.apache.
apache.
apache.
apache.
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spark.
spark.

api.python.PythonRunner.compute(PythonRDD.scala:152)
api.python.PythonRDD. compute(PythonRDD.scala:63)
rdd.RDD. computeOrReadCheckpoint (RDD.scala:323)
rdd.RDD.iterator(RDD.scala:287)
scheduler.ResultTask.runTask(ResultTask.scala:87)
scheduler.Task.run(Task.scala:113)
executor.Executor$TaskRunner.run(Executor.scala:313)

java.util.concurrent.ThreadPoolExecutor
.runWorker(ThreadPoolExecutor.java:1142)
at java.util.concurrent.ThreadPoolExecutor$Worker
.run(ThreadPoolExecutor.java:617)
at java.lang.Thread.run(Thread.java:745)
17/02/28 22:28:58 ERROR Executor: Exception in task 1.1 in stage 0.0 (TID 4)
org.apache.spark.api.python.PythonException: Traceback (most recent call last):
File "/home/holden/repos/spark/python/1lib/pyspark.zip/pyspark/worker.py",
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line 180, in main
process()

File "/home/holden/repos/spark/python/lib/pyspark.zip/pyspark/worker.py",

line 175, in process
serializer.dump_stream(func(split_index, iterator), outfile)

File "/home/holden/repos/spark/python/pyspark/rdd.py", line 2406, in pipeline_func
return func(split, prev_func(split, iterator))

File "/home/holden/repos/spark/python/pyspark/rdd.py", line 2406, in pipeline_func
return func(split, prev_func(split, iterator))

File "/home/holden/repos/spark/python/pyspark/rdd.py", line 2406, in pipeline_func
return func(split, prev_func(split, iterator))

File "/home/holden/repos/spark/python/pyspark/rdd.py", line 345, in func
return f(iterator)

File "/home/holden/repos/spark/python/pyspark/rdd.py", line 1040, in <lambda>
return self.mapPartitions(lambda i: [sum(1 for _ in i)]).sum()

File "/home/holden/repos/spark/python/pyspark/rdd.py", line 1040, in <genexpr>
return self.mapPartitions(lambda i: [sum(1 for _ in i)]).sum()

File "high_performance_pyspark/bad_pyspark.py", line 46, in <lambda>
transforml = data.map(lambda x: x / @)

ZeroDivisionError: integer division or modulo by zero

at org.apache.spark.api.python.PythonRunner$$anon$l.read(PythonRDD.scala:193)
at org.apache.spark.api.python.PythonRunner$$anon$l
.<init>(PythonRDD.scala:234)
at org.apache.spark.api.python.PythonRunner.compute(PythonRDD.scala:152)
at org.apache.spark.api.python.PythonRDD.compute(PythonRDD.scala:63)
at org.apache.spark.rdd.RDD.computeOrReadCheckpoint(RDD.scala:323)
at org.apache.spark.rdd.RDD.iterator(RDD.scala:287)
at org.apache.spark.scheduler.ResultTask.runTask(ResultTask.scala:87)
at org.apache.spark.scheduler.Task.run(Task.scala:113)
at org.apache.spark.executor.Executor$TaskRunner.run(Executor.scala:313)
at java.util.concurrent.ThreadPoolExecutor
.runWorker(ThreadPoolExecutor.java:1142)
at java.util.concurrent.ThreadPoolExecutor$Worker
.run(ThreadPoolExecutor.java:617)
at java.lang.Thread.run(Thread.java:745)
Traceback (most recent call last):

File "<stdin>", line 1, in <module>

File "high_performance_pyspark/bad_pyspark.py", line 48, in throwInner
transform2. count()

File "/home/holden/repos/spark/python/pyspark/rdd.py", line 1040, in count
return self.mapPartitions(lambda i: [sum(1 for _ in i)]).sum()

File "/home/holden/repos/spark/python/pyspark/rdd.py", line 1031, in sum
return self.mapPartitions(lambda x: [sum(x)]).fold(@, operator.add)

File "/home/holden/repos/spark/python/pyspark/rdd.py", line 905, in fold
vals = self.mapPartitions(func).collect()

File "/home/holden/repos/spark/python/pyspark/rdd.py", line 808, in collect
port = self.ctx._jvm.PythonRDD.collectAndServe(self._ jrdd.rdd())

File "/home/holden/repos/spark/python/1ib/py4j-0.10.4-src.zip/py4j/java_gateway.

py",

line 1133, in _ call__

File "/home/holden/repos/spark/python/pyspark/sql/utils.py", line 63, in deco
return f(*a, **kw)

File "/home/holden/repos/spark/python/1ib/py4j-0.10.4-src.zip/py4j/protocol.py",

line 319, in get_return_value
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py4j.protocol.Py4JJavaError:

An error occurred while calling z:org.apache.spark.api.python.PythonRDD

.collectAndServe.

: org.apache.spark.SparkException: Job aborted due to stage failure:

Task © in stage 0.0 failed 2 times, most recent failure:

Lost task 0.1 in stage 0.0 (TID 7, localhost, executor driver):

org.apache.spark.api.python.PythonException: Traceback (most recent call last):
File "/home/holden/repos/spark/python/1lib/pyspark.zip/pyspark/worker.py",
line 180, in main

process()

File "/home/holden/repos/spark/python/1lib/pyspark.zip/pyspark/worker.py",

line 175, in process
serializer.dump_stream(func(split_index, iterator), outfile)

File "/home/holden/repos/spark/python/pyspark/rdd.py", line 2406, in pipeline_func
return func(split, prev_func(split, iterator))

File "/home/holden/repos/spark/python/pyspark/rdd.py", line 2406, in pipeline_func
return func(split, prev_func(split, iterator))

File "/home/holden/repos/spark/python/pyspark/rdd.py", line 2406, in pipeline_func
return func(split, prev_func(split, iterator))

File "/home/holden/repos/spark/python/pyspark/rdd.py", line 345, in func
return f(iterator)

File "/home/holden/repos/spark/python/pyspark/rdd.py", line 1040, in <lambda>
return self.mapPartitions(lambda i: [sum(1 for _ in i)]).sum()

File "/home/holden/repos/spark/python/pyspark/rdd.py", line 1040, in <genexpr>
return self.mapPartitions(lambda i: [sum(1 for _ in i)]).sum()

File "high_performance_pyspark/bad_pyspark.py", line 46, in <lambda>
transforml = data.map(lambda x: x / 0)

ZeroDivisionError: integer division or modulo by zero

at org.apache.spark.api.python.PythonRunner$$anon$l.read(PythonRDD.scala:193)
at org.apache.spark.api.python.PythonRunner$$anon$l
.<init>(PythonRDD.scala:234)

at
at
at
at
at
at
at
at

Driver stacktrace:

org.
org.
org.

org

org.
org.

org

apache.
apache.
apache.
.apache.
apache.
apache.
.apache.

spark.
spark.
spark.
spark.
spark.
spark.
spark.

api.python.PythonRunner.compute(PythonRDD.scala:152)
api.python.PythonRDD. compute(PythonRDD.scala:63)
rdd.RDD. computeOrReadCheckpoint (RDD.scala:323)
rdd.RDD.iterator(RDD.scala:287)
scheduler.ResultTask.runTask(ResultTask.scala:87)
scheduler.Task.run(Task.scala:113)
executor.Executor$TaskRunner.run(Executor.scala:313)

java.util.concurrent.ThreadPoolExecutor
.runWorker(ThreadPoolExecutor.java:1142)

at java.util.concurrent.ThreadPoolExecutor$Worker
.run(ThreadPoolExecutor.java:617)

at java.lang.Thread.run(Thread.java:745)

at org.apache.spark.scheduler
.DAGScheduler.org$apache$spark$scheduler$DAGSchedulers$$
failJobAndIndependentStages(DAGScheduler.scala:1487)

at org.apache.spark.scheduler
.DAGScheduler$$anonfun$abortStage$l.apply (DAGScheduler.scala:1475)
at org.apache.spark.scheduler
.DAGScheduler$$anonfun$abortStage$l.apply (DAGScheduler.scala:1474)
at scala.collection.mutable.
ResizableArray$class.foreach(ResizableArray.scala:59)
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at scala.collection.mutable.ArrayBuffer.foreach(ArrayBuffer.scala:48)
at org.apache.spark.scheduler.DAGScheduler
.abortStage(DAGScheduler.scala:1474)
at org.apache.spark.scheduler
.DAGScheduler$$anonfun$handleTaskSetFailed$1.apply(DAGScheduler.scala:803)
at org.apache.spark.scheduler
.DAGScheduler$$anonfun$handleTaskSetFailed$1.apply(DAGScheduler.scala:803)
at scala.Option.foreach(Option.scala:257)
at org.apache.spark.scheduler.DAGScheduler
.handleTaskSetFailed(DAGScheduler.scala:803)
at org.apache.spark.scheduler
.DAGSchedulerEventProcessLoop.doOnReceive(DAGScheduler.scala:1702)
at org.apache.spark.scheduler
.DAGSchedulerEventProcessLoop.onReceive(DAGScheduler.scala:1657)
at org.apache.spark.scheduler
.DAGSchedulerEventProcessLoop.onReceive(DAGScheduler.scala:1646)
at org.apache.spark.util.EventLoop$$anon$l.run(EventLoop.scala:48)
at org.apache.spark.scheduler.DAGScheduler.runJob(DAGScheduler.scala:628)
at org.apache.spark.SparkContext.runJob(SparkContext.scala:2011)
at org.apache.spark.SparkContext.runJob(SparkContext.scala:2032)
at org.apache.spark.SparkContext.runJob(SparkContext.scala:2051)
at org.apache.spark.SparkContext.runJob(SparkContext.scala:2076)
at org.apache.spark.rdd.RDD$$anonfun$collect$l.apply(RDD.scala:936)
at org.apache.spark.rdd.RDDOperationScope$
.withScope(RDDOperationScope.scala:151)
at org.apache.spark.rdd.RDDOperationScope$
.withScope(RDDOperationScope.scala:112)
at org.apache.spark.rdd.RDD.withScope(RDD.scala:362)
at org.apache.spark.rdd.RDD.collect(RDD.scala:935)
at org.apache.spark.api.python.PythonRDD$
.collectAndServe(PythonRDD.scala:458)
at org.apache.spark.api.python.PythonRDD
.collectAndServe(PythonRDD.scala)
at sun.reflect.NativeMethodAccessorImpl.invoke@(Native Method)
at sun.reflect.NativeMethodAccessorImpl
.invoke(NativeMethodAccessorImpl.java:62)
at sun.reflect.DelegatingMethodAccessorImpl
.invoke(DelegatingMethodAccessorImpl.java:43)
at java.lang.reflect.Method.invoke(Method.java:498)
at py4j.reflection.MethodInvoker.invoke(MethodInvoker.java:244)
at py4j.reflection.ReflectionEngine.invoke(ReflectionEngine.java:357)
at py4j.Gateway.invoke(Gateway.java:280)
at py4j.commands.AbstractCommand.invokeMethod(AbstractCommand.java:132)
at py4j.commands.CallCommand.execute(CallCommand.java:79)
at py4j.GatewayConnection.run(GatewayConnection.java:214)
at java.lang.Thread.run(Thread.java:745)
Caused by: org.apache.spark.api.python.PythonException:
Traceback (most recent call last):

File "/home/holden/repos/spark/python/lib/pyspark.zip/pyspark/worker.py",

line 180, in main
process()

File "/home/holden/repos/spark/python/lib/pyspark.zip/pyspark/worker.py",

line 175, in process
serializer.dump_stream(func(split_index, iterator), outfile)

File "/home/holden/repos/spark/python/pyspark/rdd.py", line 2406, in pipeline_func



342  lpunoxeHue. TOHKasi HAaCTPOWKa, OTNazaKa W Apyrue acnekThbl

return func(split, prev_func(split, iterator))

File "/home/holden/repos/spark/python/pyspark/rdd.py", line 2406, in pipeline_func
return func(split, prev_func(split, iterator))

File "/home/holden/repos/spark/python/pyspark/rdd.py", line 2406, in pipeline_func
return func(split, prev_func(split, iterator))

File "/home/holden/repos/spark/python/pyspark/rdd.py", line 345, in func
return f(iterator)

File "/home/holden/repos/spark/python/pyspark/rdd.py", line 1040, in <lambda>
return self.mapPartitions(lambda i: [sum(1 for _ in i)]).sum()

File "/home/holden/repos/spark/python/pyspark/rdd.py", line 1040, in <genexpr>
return self.mapPartitions(lambda i: [sum(1 for _ in i)]).sum()

File "high_performance_pyspark/bad_pyspark.py", line 46, in <lambda>
transforml = data.map(lambda x: x / 9)

ZeroDivisionError: integer division or modulo by zero

at org.apache.spark.api.python.PythonRunner$$anon$l
.read(PythonRDD.scala:193)
at org.apache.spark.api.python.PythonRunner$$anon$l
.<init>(PythonRDD.scala:234)
at org.apache.spark.api.python.PythonRunner.compute(PythonRDD.scala:152)
at org.apache.spark.api.python.PythonRDD.compute(PythonRDD.scala:63)
at org.apache.spark.rdd.RDD.computeOrReadCheckpoint(RDD.scala:323)
at org.apache.spark.rdd.RDD.iterator(RDD.scala:287)
at org.apache.spark.scheduler.ResultTask.runTask(ResultTask.scala:87)
at org.apache.spark.scheduler.Task.run(Task.scala:113)
at org.apache.spark.executor.Executor$TaskRunner.run(Executor.scala:313)
at java.util.concurrent.ThreadPoolExecutor
.runWorker(ThreadPoolExecutor.java:1142)
at java.util.concurrent.ThreadPoolExecutor$Worker
.run(ThreadPoolExecutor.java:617)

. 1 more

Mpumep MN.14. CoobueHne 06 owmrbke Bo BHelwHeM Habope RDD (Python)

17/02/28 22:29:21 ERROR Executor: Exception in task 1.0 in stage 1.0 (TID 9)
org.apache.spark.api.python.PythonException: Traceback (most recent call last):

File "/home/holden/repos/spark/python/1lib/pyspark.zip/pyspark/worker.py",

line 180, in main
process()

File "/home/holden/repos/spark/python/1lib/pyspark.zip/pyspark/worker.py",

line 175, in process
serializer.dump_stream(func(split_index, iterator), outfile)

File "/home/holden/repos/spark/python/pyspark/rdd.py", line 2406, in pipeline_func
return func(split, prev_func(split, iterator))

File "/home/holden/repos/spark/python/pyspark/rdd.py", line 2406, in pipeline_func
return func(split, prev_func(split, iterator))

File "/home/holden/repos/spark/python/pyspark/rdd.py", line 2406, in pipeline_func
return func(split, prev_func(split, iterator))

File "/home/holden/repos/spark/python/pyspark/rdd.py", line 345, in func
return f(iterator)

File "/home/holden/repos/spark/python/pyspark/rdd.py", line 1040, in <lambda>
return self.mapPartitions(lambda i: [sum(1 for _ in i)]).sum()

File "/home/holden/repos/spark/python/pyspark/rdd.py", line 1040, in <genexpr>
return self.mapPartitions(lambda i: [sum(1 for _ in i)]).sum()



[ononHutenbHble METOAMKN OTNIaAKM

343

File "high_performance_pyspark/bad_pyspark.py", line 32, in <lambda>
transform2 = transforml.map(lambda x: x / 9)
ZeroDivisionError: integer division or modulo by zero

at org.apache.spark.api.python.PythonRunner$$anon$1
.read(PythonRDD.scala:193)
at org.apache.spark.api.python.PythonRunner$$anon$l
.<init>(PythonRDD.scala:234)
at org.apache.spark.api.python.PythonRunner.compute(PythonRDD.scala:152)
at org.apache.spark.api.python.PythonRDD.compute(PythonRDD.scala:63)
at org.apache.spark.rdd.RDD.computeOrReadCheckpoint(RDD.scala:323)
at org.apache.spark.rdd.RDD.iterator(RDD.scala:287)
at org.apache.spark.scheduler.ResultTask.runTask(ResultTask.scala:87)
at org.apache.spark.scheduler.Task.run(Task.scala:113)
at org.apache.spark.executor.Executor$TaskRunner.run(Executor.scala:313)
at java.util.concurrent.ThreadPoolExecutor
.runWorker(ThreadPoolExecutor.java:1142)
at java.util.concurrent.ThreadPoolExecutor$Worker
.run(ThreadPoolExecutor.java:617)
at java.lang.Thread.run(Thread.java:745)
17/02/28 22:29:21 WARN TaskSetManager:
Lost task 1.0 in stage 1.0 (TID 9, localhost, executor driver):
org.apache.spark.api.python.PythonException: Traceback (most recent call last):
File "/home/holden/repos/spark/python/lib/pyspark.zip/pyspark/worker.py",
line 180, in main
process()
File "/home/holden/repos/spark/python/lib/pyspark.zip/pyspark/worker.py",
line 175, in process
serializer.dump_stream(func(split_index, iterator), outfile)

File "/home/holden/repos/spark/python/pyspark/rdd.py", line 2406, in pipeline_func

return func(split, prev_func(split, iterator))

File "/home/holden/repos/spark/python/pyspark/rdd.py", line 2406, in pipeline_func

return func(split, prev_func(split, iterator))

File "/home/holden/repos/spark/python/pyspark/rdd.py", line 2406, in pipeline_func

return func(split, prev_func(split, iterator))

File "/home/holden/repos/spark/python/pyspark/rdd.py", line 345, in func
return f(iterator)

File "/home/holden/repos/spark/python/pyspark/rdd.py", line 1040, in <lambda>
return self.mapPartitions(lambda i: [sum(1 for _ in i)]).sum()

File "/home/holden/repos/spark/python/pyspark/rdd.py", line 1040, in <genexpr>
return self.mapPartitions(lambda i: [sum(1 for _ in i)]).sum()

File "high_performance_pyspark/bad_pyspark.py", line 32, in <lambda>
transform2 = transforml.map(lambda x: x / 9)

ZeroDivisionError: integer division or modulo by zero

at org.apache.spark.api.python.PythonRunner$$anon$l.read(PythonRDD.scala:193)
at org.apache.spark.api.python.PythonRunner$$anon$1
.<init>(PythonRDD.scala:234)

at org.apache.spark.api.python.PythonRunner.compute(PythonRDD.scala:152)

at org.apache.spark.api.python.PythonRDD.compute(PythonRDD.scala:63)

at org.apache.spark.rdd.RDD.computeOrReadCheckpoint(RDD.scala:323)

at org.apache.spark.rdd.RDD.iterator(RDD.scala:287)

at org.apache.spark.scheduler.ResultTask.runTask(ResultTask.scala:87)

at org.apache.spark.scheduler.Task.run(Task.scala:113)
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at org.apache.spark.executor.Executor$TaskRunner.run(Executor.scala:313)
at java.util.concurrent.ThreadPoolExecutor
.runWorker(ThreadPoolExecutor.java:1142)

at java.util.concurrent.ThreadPoolExecutor$Worker
.run(ThreadPoolExecutor.java:617)

at java.lang.Thread.run(Thread.java:745)

17/02/28 22:29:21 ERROR Executor: Exception in task 0.0 in stage 1.0 (TID 8)
org.apache.spark.api.python.PythonException: Traceback (most recent call last):
File "/home/holden/repos/spark/python/1lib/pyspark.zip/pyspark/worker.py",
line 180, in main
process()
File "/home/holden/repos/spark/python/1lib/pyspark.zip/pyspark/worker.py",
line 175, in process
serializer.dump_stream(func(split_index, iterator), outfile)
File "/home/holden/repos/spark/python/pyspark/rdd.py", line 2406, in pipeline_func
return func(split, prev_func(split, iterator))
File "/home/holden/repos/spark/python/pyspark/rdd.py", line 2406, in pipeline_func
return func(split, prev_func(split, iterator))
File "/home/holden/repos/spark/python/pyspark/rdd.py", line 2406, in pipeline_func
return func(split, prev_func(split, iterator))
File "/home/holden/repos/spark/python/pyspark/rdd.py", line 345, in func
return f(iterator)
File "/home/holden/repos/spark/python/pyspark/rdd.py", line 1040, in <lambda>
return self.mapPartitions(lambda i: [sum(1 for _ in i)]).sum()
File "/home/holden/repos/spark/python/pyspark/rdd.py", line 1040, in <genexpr>
return self.mapPartitions(lambda i: [sum(1 for _ in i)]).sum()
File "high_performance_pyspark/bad_pyspark.py", line 32, in <lambda>
transform2 = transforml.map(lambda x: x / 0)
ZeroDivisionError: integer division or modulo by zero

at org.apache.spark.api.python.PythonRunner$$anon$l.read(PythonRDD.scala:193)
at org.apache.spark.api.python.PythonRunner$$anon$l
.<init>(PythonRDD.scala:234)
at org.apache.spark.api.python.PythonRunner.compute(PythonRDD.scala:152)
at org.apache.spark.api.python.PythonRDD.compute(PythonRDD.scala:63)
at org.apache.spark.rdd.RDD.computeOrReadCheckpoint(RDD.scala:323)
at org.apache.spark.rdd.RDD.iterator(RDD.scala:287)
at org.apache.spark.scheduler.ResultTask.runTask(ResultTask.scala:87)
at org.apache.spark.scheduler.Task.run(Task.scala:113)
at org.apache.spark.executor.Executor$TaskRunner.run(Executor.scala:313)
at java.util.concurrent.ThreadPoolExecutor
.runWorker(ThreadPoolExecutor.java:1142)
at java.util.concurrent.ThreadPoolExecutor$Worker
.run(ThreadPoolExecutor.java:617)
at java.lang.Thread.run(Thread.java:745)
17/02/28 22:29:21 ERROR Executor: Exception in task 3.0 in stage 1.0 (TID 11)
org.apache.spark.api.python.PythonException: Traceback (most recent call last):
File "/home/holden/repos/spark/python/1lib/pyspark.zip/pyspark/worker.py",
line 180, in main
process()
File "/home/holden/repos/spark/python/1lib/pyspark.zip/pyspark/worker.py",
line 175, in process
serializer.dump_stream(func(split_index, iterator), outfile)
File "/home/holden/repos/spark/python/pyspark/rdd.py", line 2406, in pipeline_func
return func(split, prev_func(split, iterator))
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File "/home/holden/repos/spark/python/pyspark/rdd.py", line 2406, in pipeline_func
return func(split, prev_func(split, iterator))

File "/home/holden/repos/spark/python/pyspark/rdd.py", line 2406, in pipeline_func
return func(split, prev_func(split, iterator))

File "/home/holden/repos/spark/python/pyspark/rdd.py", line 345, in func
return f(iterator)

File "/home/holden/repos/spark/python/pyspark/rdd.py", line 1040, in <lambda>
return self.mapPartitions(lambda i: [sum(1 for _ in i)]).sum()

File "/home/holden/repos/spark/python/pyspark/rdd.py", line 1040, in <genexpr>
return self.mapPartitions(lambda i: [sum(1 for _ in i)]).sum()

File "high_performance_pyspark/bad_pyspark.py", line 32, in <lambda>
transform2 = transforml.map(lambda x: x / 9)

ZeroDivisionError: integer division or modulo by zero

at org.apache.spark.api.python.PythonRunner$$anon$l.read(PythonRDD.scala:193)
at org.apache.spark.api.python.PythonRunner$$anon$l
.<init>(PythonRDD.scala:234)
at org.apache.spark.api.python.PythonRunner.compute(PythonRDD.scala:152)
at org.apache.spark.api.python.PythonRDD.compute(PythonRDD.scala:63)
at org.apache.spark.rdd.RDD.computeOrReadCheckpoint(RDD.scala:323)
at org.apache.spark.rdd.RDD.iterator(RDD.scala:287)
at org.apache.spark.scheduler.ResultTask.runTask(ResultTask.scala:87)
at org.apache.spark.scheduler.Task.run(Task.scala:113)
at org.apache.spark.executor.Executor$TaskRunner.run(Executor.scala:313)
at java.util.concurrent.ThreadPoolExecutor
.runlWorker(ThreadPoolExecutor.java:1142)
at java.util.concurrent.ThreadPoolExecutor$Worker
.run(ThreadPoolExecutor.java:617)
at java.lang.Thread.run(Thread.java:745)
17/02/28 22:29:21 ERROR Executor: Exception in task 1.1 in stage 1.0 (TID 12)
org.apache.spark.api.python.PythonException: Traceback (most recent call last):
File "/home/holden/repos/spark/python/lib/pyspark.zip/pyspark/worker.py",
line 180, in main
process()
File "/home/holden/repos/spark/python/lib/pyspark.zip/pyspark/worker.py",
line 175, in process
serializer.dump_stream(func(split_index, iterator), outfile)
File "/home/holden/repos/spark/python/pyspark/rdd.py", line 2406, in pipeline_func
return func(split, prev_func(split, iterator))
File "/home/holden/repos/spark/python/pyspark/rdd.py", line 2406, in pipeline_func
return func(split, prev_func(split, iterator))
File "/home/holden/repos/spark/python/pyspark/rdd.py", line 2406, in pipeline_func
return func(split, prev_func(split, iterator))
File "/home/holden/repos/spark/python/pyspark/rdd.py", line 345, in func
return f(iterator)
File "/home/holden/repos/spark/python/pyspark/rdd.py", line 1040, in <lambda>
return self.mapPartitions(lambda i: [sum(1 for _ in i)]).sum()
File "/home/holden/repos/spark/python/pyspark/rdd.py", line 1040, in <genexpr>
return self.mapPartitions(lambda i: [sum(1 for _ in i)]).sum()
File "high_performance_pyspark/bad_pyspark.py", line 32, in <lambda>
transform2 = transforml.map(lambda x: x / 9)
ZeroDivisionError: integer division or modulo by zero

at org.apache.spark.api.python.PythonRunner$$anon$l.read(PythonRDD.scala:193)
at org.apache.spark.api.python.PythonRunner$$anon$l
.<init>(PythonRDD.scala:234)
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at
at
at
at
at
at
at
at

File "/home/holden/repos/spark/python/1lib/pyspark.zip/pyspark/worker.py",

org.
org.
org.

org

org.
org.
org.

apache.
apache.
apache.
.apache.
apache.
apache.
apache.

spark.
spark.
spark.
spark.
spark.
spark.
spark.

api.python.PythonRunner.compute(PythonRDD.scala:152)
api.python.PythonRDD. compute(PythonRDD.scala:63)
rdd.RDD. computeOrReadCheckpoint(RDD.scala:323)
rdd.RDD.iterator(RDD.scala:287)
scheduler.ResultTask.runTask(ResultTask.scala:87)
scheduler.Task.run(Task.scala:113)
executor.Executor$TaskRunner.run(Executor.scala:313)

java.util.concurrent.ThreadPoolExecutor
.runWorker(ThreadPoolExecutor.java:1142)
at java.util.concurrent.ThreadPoolExecutor$Worker
.run(ThreadPoolExecutor.java:617)
at java.lang.Thread.run(Thread.java:745)
17/02/28 22:29:21 ERROR TaskSetManager:
Task 1 in stage 1.0 failed 2 times; aborting job
17/02/28 22:29:21 ERROR Executor: Exception in task 2.0 in stage 1.0 (TID 10)
org.apache.spark.api.python.PythonException: Traceback (most recent call last):
File "/home/holden/repos/spark/python/1lib/pyspark.zip/pyspark/worker.py",
line 180, in main
process()

line 175, in process
serializer.dump_stream(func(split_index, iterator), outfile)

File "/home/holden/repos/spark/python/pyspark/rdd.py", line 2406, in pipeline_func
return func(split, prev_func(split, iterator))

File "/home/holden/repos/spark/python/pyspark/rdd.py", line 2406, in pipeline_func
return func(split, prev_func(split, iterator))

File "/home/holden/repos/spark/python/pyspark/rdd.py", line 2406, in pipeline_func
return func(split, prev_func(split, iterator))

File "/home/holden/repos/spark/python/pyspark/rdd.py", line 345, in func
return f(iterator)

File "/home/holden/repos/spark/python/pyspark/rdd.py", line 1040, in <lambda>
return self.mapPartitions(lambda i: [sum(1 for _ in i)]).sum()

File "/home/holden/repos/spark/python/pyspark/rdd.py", line 1040, in <genexpr>
return self.mapPartitions(lambda i: [sum(1 for _ in i)]).sum()

File "high_performance_pyspark/bad_pyspark.py", line 32, in <lambda>
transform2 = transforml.map(lambda x: x / 0)

ZeroDivisionError: integer division or modulo by zero

at org.apache.spark.api.python.PythonRunner$$anon$l
.read(PythonRDD.scala:193)

at org.apache.spark.api.python.PythonRunner$$anon$l
.<init>(PythonRDD.scala:234)

at
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spark.
spark.
spark.
spark.

api.python.PythonRunner.compute(PythonRDD.scala:152)
api.python.PythonRDD.compute(PythonRDD.scala:63)
rdd.RDD. computeOrReadCheckpoint (RDD.scala:323)
rdd.RDD.iterator(RDD.scala:287)
scheduler.ResultTask.runTask(ResultTask.scala:87)
scheduler.Task.run(Task.scala:113)
executor.Executor$TaskRunner.run(Executor.scala:313)

java.util.concurrent.ThreadPoolExecutor
.runWorker(ThreadPoolExecutor.java:1142)
at java.util.concurrent.ThreadPoolExecutor$Worker
.run(ThreadPoolExecutor.java:617)
at java.lang.Thread.run(Thread.java:745)

17/02/28 22:29:21 WARN TaskSetManager:

Lost task ©.1 in stage 1.0 (TID 13, localhost, executor driver):



JononHutenbHble METOAMKN OTNAAKU 347

TaskKilled (killed intentionally)
17/02/28 22:29:21 WARN TaskSetManager:
Lost task 3.1 in stage 1.0 (TID 14, localhost, executor driver):
TaskKilled (killed intentionally)
Traceback (most recent call last):
File "<stdin>", line 1, in <module>
File "high_performance_pyspark/bad_pyspark.py", line 33, in throwOuter
transform2.count()
File "/home/holden/repos/spark/python/pyspark/rdd.py", line 1040, in count
return self.mapPartitions(lambda i: [sum(1 for _ in i)]).sum()
File "/home/holden/repos/spark/python/pyspark/rdd.py", line 1031, in sum
return self.mapPartitions(lambda x: [sum(x)]).fold(@, operator.add)
File "/home/holden/repos/spark/python/pyspark/rdd.py", line 905, in fold
vals = self.mapPartitions(func).collect()
File "/home/holden/repos/spark/python/pyspark/rdd.py", line 808, in collect
port = self.ctx._jvm.PythonRDD.collectAndServe(self._jrdd.rdd())
File "/home/holden/repos/spark/python/1ib/py4j-0.10.4-src.zip/py4]j/java_gateway.
py",
line 1133, in _ call__
File "/home/holden/repos/spark/python/pyspark/sql/utils.py", line 63, in deco
return f(*a, **kw)
File "/home/holden/repos/spark/python/1ib/py4j-0.10.4-src.zip/py4]j/protocol.py”,
line 319, in get_return_value
py4j.protocol.Py4JJavaError:
An error occurred while calling z:org.apache.spark.api.python.PythonRDD
.collectAndServe.
: org.apache.spark.SparkException:
Job aborted due to stage failure: Task 1 in stage 1.0 failed 2 times,
most recent failure: Lost task 1.1 in stage 1.0 (TID 12, localhost,
executor driver): org.apache.spark.api.python.PythonException:
Traceback (most recent call last):
File "/home/holden/repos/spark/python/lib/pyspark.zip/pyspark/worker.py",
line 180, in main
process()
File "/home/holden/repos/spark/python/lib/pyspark.zip/pyspark/worker.py",
line 175, in process
serializer.dump_stream(func(split_index, iterator), outfile)
File "/home/holden/repos/spark/python/pyspark/rdd.py", line 2406, in pipeline_func
return func(split, prev_func(split, iterator))
File "/home/holden/repos/spark/python/pyspark/rdd.py", line 2406, in pipeline_func
return func(split, prev_func(split, iterator))
File "/home/holden/repos/spark/python/pyspark/rdd.py", line 2406, in pipeline_func
return func(split, prev_func(split, iterator))
File "/home/holden/repos/spark/python/pyspark/rdd.py", line 345, in func
return f(iterator)
File "/home/holden/repos/spark/python/pyspark/rdd.py", line 1040, in <lambda>
return self.mapPartitions(lambda i: [sum(1 for _ in i)]).sum()
File "/home/holden/repos/spark/python/pyspark/rdd.py", line 1040, in <genexpr>
return self.mapPartitions(lambda i: [sum(1 for _ in i)]).sum()
File "high_performance_pyspark/bad_pyspark.py", line 32, in <lambda>
transform2 = transforml.map(lambda x: x / 9)
ZeroDivisionError: integer division or modulo by zero

at org.apache.spark.api.python.PythonRunner$$anon$l
.read(PythonRDD.scala:193)
at org.apache.spark.api.python.PythonRunner$$anon$l
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.<init>(PythonRDD.scala:234)

at
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at

org.
org.

org

org.

org

org.

org

apache.
apache.
.apache.
apache.
.apache.
apache.
.apache.

spark.api.python.PythonRunner.compute(PythonRDD.scala:152)
spark.api.python.PythonRDD.compute(PythonRDD.scala:63)
spark.rdd.RDD. computeOrReadCheckpoint(RDD.scala:323)
spark.rdd.RDD.iterator(RDD.scala:287)
spark.scheduler.ResultTask.runTask(ResultTask.scala:87)
spark.scheduler.Task.run(Task.scala:113)
spark.executor.Executor$TaskRunner.run(Executor.scala:313)

java.util.concurrent.ThreadPoolExecutor
.runWorker(ThreadPoolExecutor.java:1142)

at java.util.concurrent.ThreadPoolExecutor$Worker
.run(ThreadPoolExecutor.java:617)

at java.lang.Thread.run(Thread.java:745)

Driver stacktrace:
at org.apache.spark.scheduler
.DAGScheduler.org$apache$spark$scheduler$DAGScheduler$$
failJobAndIndependentStages(DAGScheduler.scala:1487)
at org.apache.spark.scheduler
.DAGScheduler$$anonfun$abortStage$l.apply (DAGScheduler.scala:1475)
at org.apache.spark.scheduler
.DAGScheduler$$anonfun$abortStage$l.apply (DAGScheduler.scala:1474)
at scala.collection.mutable.ResizableArray$class
.foreach(ResizableArray.scala:59)
at scala.collection.mutable.ArrayBuffer.foreach(ArrayBuffer.scala:48)
at org.apache.spark.scheduler
.DAGScheduler.abortStage(DAGScheduler.scala:1474)
at org.apache.spark.scheduler
.DAGScheduler$$anonfun$handleTaskSetFailed$1.apply(DAGScheduler.scala:803)
at org.apache.spark.scheduler
.DAGScheduler$$anonfun$handleTaskSetFailed$1.apply(DAGScheduler.scala:803)
at scala.Option.foreach(Option.scala:257)
at org.apache.spark.scheduler
.DAGScheduler.handleTaskSetFailed(DAGScheduler.scala:803)
at org.apache.spark.scheduler
.DAGSchedulerEventProcessLoop.doOnReceive(DAGScheduler.scala:1702)
at org.apache.spark.scheduler
.DAGSchedulerEventProcessLoop.onReceive(DAGScheduler.scala:1657)
at org.apache.spark.scheduler
.DAGSchedulerEventProcessLoop.onReceive(DAGScheduler.scala:1646)

at
at
at
at
at
at
at

org

org.

org

org.
org.
org.
org.

.apache.
apache.
.apache.
apache.
apache.
apache.
apache.

spark.util.EventLoop$$anon$l.run(EventLoop.scala:48)
spark.scheduler.DAGScheduler.runJob(DAGScheduler.scala:628)
spark.SparkContext.runJob(SparkContext.scala:2011)
spark.SparkContext.runJob(SparkContext.scala:2032)
spark.SparkContext.runJob(SparkContext.scala:2051)
spark.SparkContext.runJob(SparkContext.scala:2076)
spark.rdd.RDD$$anonfun$collect$l

.apply(RDD.scala:936)

at org.apache.spark.rdd.RDDOperationScope$
.withScope(RDDOperationScope.scala:151)

at org.apache
at org.apache
at org.apache
at org.apache

.spark.rdd.RDDOperationScope$.withScope(RDDOperationScope.scala:112)
.spark.rdd.RDD.withScope(RDD.scala:362)
.spark.rdd.RDD.collect(RDD.scala:935)

.spark.api.python.PythonRDD$
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.collectAndServe(PythonRDD.scala:458)

at org.apache.spark.api.python.PythonRDD.collectAndServe(PythonRDD.scala)

at sun.reflect.NativeMethodAccessorImpl.invoke@(Native Method)
at sun.reflect.NativeMethodAccessorImpl
.invoke(NativeMethodAccessorImpl.java:62)

at sun.reflect.DelegatingMethodAccessorImpl
.invoke(DelegatingMethodAccessorImpl.java:43)

at java.lang.reflect.Method.invoke(Method.java:498)

at py4j.reflection.MethodInvoker.invoke(MethodInvoker.java:244)

at py4j.reflection.ReflectionEngine.invoke(ReflectionEngine.java:357)

at py4j.Gateway.invoke(Gateway.java:280)

at py4j.commands.AbstractCommand.invokeMethod(AbstractCommand.java:

at py4j.commands.CallCommand.execute(CallCommand.java:79)
at py4j.GatewayConnection.run(GatewayConnection.java:214)
at java.lang.Thread.run(Thread.java:745)

Caused by: org.apache.spark.api.python.PythonException:
Traceback (most recent call last):
File "/home/holden/repos/spark/python/1lib/pyspark.zip/pyspark/worker.

line 180, in main process()

File "/home/holden/repos/spark/python/1lib/pyspark.zip/pyspark/worker.

line 175, in process
serializer.dump_stream(func(split_index, iterator), outfile)

File "/home/holden/repos/spark/python/pyspark/rdd.py", line 2406, in
return func(split, prev_func(split, iterator))

File "/home/holden/repos/spark/python/pyspark/rdd.py", line 2406, in
return func(split, prev_func(split, iterator))

File "/home/holden/repos/spark/python/pyspark/rdd.py", line 2406, in
return func(split, prev_func(split, iterator))

132)

Py,

Py,

pipeline_func
pipeline_func

pipeline_func

File "/home/holden/repos/spark/python/pyspark/rdd.py", line 345, in func

return f(iterator)
File "/home/holden/repos/spark/python/pyspark/rdd.py", line 1040, in
return self.mapPartitions(lambda i: [sum(1 for _ in i)]).sum()
File "/home/holden/repos/spark/python/pyspark/rdd.py", line 1040, in
return self.mapPartitions(lambda i: [sum(1 for _ in i)]).sum()
File "high_performance_pyspark/bad_pyspark.py", line 32, in <lambda>
transform2 = transforml.map(lambda x: x / ©)

ZeroDivisionError: integer division or modulo by zero

at org.apache.spark.api.python.PythonRunner$$anon$l
.read(PythonRDD.scala:193)

at org.apache.spark.api.python.PythonRunner$$anon$l
.<init>(PythonRDD.scala:234)

<lambda>

<genexpr>

at org.apache.spark.api.python.PythonRunner.compute(PythonRDD.scala:152)
at org.apache.spark.api.python.PythonRDD.compute(PythonRDD.scala:63)

at org.apache.spark.rdd.RDD.computeOrReadCheckpoint (RDD.scala:323)
at org.apache.spark.rdd.RDD.iterator(RDD.scala:287)

at org.apache.spark.scheduler.ResultTask.runTask(ResultTask.scala:87)

at org.apache.spark.scheduler.Task.run(Task.scala:113)

at org.apache.spark.executor.Executor$TaskRunner.run(Executor.scala:313)

at java.util.concurrent.ThreadPoolExecutor
.runhWorker(ThreadPoolExecutor.java:1142)
at java.util.concurrent.ThreadPoolExecutor$hWorker
.run(ThreadPoolExecutor.java:617)

. 1 more
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JKypHasmmpoBatue Ba)KHO BCETIa, U, B OT/IM4me OT npusioskeruii Spark mst JVM, Tyt He-
BO3MOJKHO MOJIYYHUTD JOCTYTI K MEXAHU3MY JKyPHATHPOBAHUS logd], UTOOBI OH CIEIA 32
Hac Bcio paboty'. ITpocreiiiuii BapuanT KypHaarpoBanus 1 Python — BbIBOJ B IOTOK
BBOJIa/BbIBOjIa stdout, B pe3yJibraTe 4ero nagopmaius 0o OIMMOKAX OKAKETCA B IOTOKE
BBOJIa/BbIBO/Ia stderr kypHauoB paboTHUKOB. OHAKO JaHHBIH BapuaHT 3aTPyIHSIET
TOHKYIO HACTPOUKY YPOBHEH ;KypHAIUPOBaHUA. BMeCTO 3TOTO JIydllie UCTIOTb30BATh
HOAXOMSIY0 GUOINOTEKY, HATPUMED CTaHAAPTHYIO ONOIMOoTEKY logging, comepska-
myio GpyHkuuy gonuchiBanus B stdout/stderr.

Monb3osatenn YARN MOryT BMeCTO 3TOr0 BbIMOSHATL 3aMnvcb C NMOMOLLbO 6u-
6nuotekn logging. MHdopmaumsa 6yaer 3anuceiBaTbcs B daiin, Haxoaswmincs
B KaTasiore, COOTBETCTBYIOLLEM NepeMeHHon cpeabl LOG_DIRS, koTopasi 3aTeM
obpaboTaeTca B npouecce arpernpoBaHuns XXypHanos.

Otrnazky ciaydaes acummerpun Habopos RDD B PySpark moskeT 0c10KHUTD 0cOOEH-
HOCTB, KOTOPOIi 9acTO He MPUAAIOT GOJIBIIOTO 3HAYCHUS, — NAKEMHASL CEPUATUIAUUL.
OG6BIYHO €if He yAeAA0T BHUMAHS, TOCKOJIBKY MPU 0CTATOYHO KPYITHBIX Habopax
JIAaHHBIX OHA TIPAKTHYECKU HU Ha 4TO He BiausieT. O[HAKO OHa ciocoOHa CHIIBHO BCe 3ary-
TaTh, €CJIV BbI MOCJIEYETE OOIIETPUHATON TPAKTHKE OTIAKK ¢ BBIGOPKOH HeGOJIBIIOTO,
yI06HOTO B 06paleHry mogHabopa TaHHbIX U MOTBITAETECh BOCIIPOM3BECTH MOBEICHUE
KJIACTEPA JIOKAJTBHO.

Wcnosbzosanne Python ¢ YARN croco6HO TOBJIeUb OMMUOKY TTepepacxo/ia MaMsITH,
KOTOPbIE KaKyTCs OIMMMOKaMI HEXBATKU MaMsTH. B IiepBoii YacTi JaHHOTO TIPIJIOKEHHST
MBI PACCMATPUBAIIH TIEPEPACXO/T TTAMSATH KaK MOTPEOHOCTH MPOTPAMMBI B OTIPE/IETEH-
HOH somosiHUTEIbHO mamsaTu (eM. puc. I1.1), Ho mpu padote Python Bech Hamr mpo-
mecc Python momker TOMECTUTHCST BHYTPH ATON <«TTepepacxoiyeMoit maMsiTins. JlarHoe
06CTOSITETHCTBO MOKET OCTIOKHUTD OTIAIKY, BEMH COOOTIEHST 00 OMMOKAX OKAKYTCST
OJIMHAKOBBIMMY JIJISI HECKOJTBKUX PA3JTUIHBIX CUTYATTHH.

[Tepsas BeposTHAA NPUYKMHA OMMUOOK TaMATH — HecOaJTaHCUPOBAHHBIE UJIN MTPOCTO
Gostbrie cexiyn. [pu camnikom GostbInx pasmepax cekimii y paboraukos Python mo-
JKET OKa3aThCsT HEJIOCTATOYHO TAMSITH JIJisI 3arPy3KH JaHHbIX. [IpOBEpUTH pasMep mpoiie
Bcero B BeG-unTepdeiice. Ecom cekinm He ¢6amaHCUPOBAHBI, PENTUTH MPOOJIEMY 4acTo
MOJKHO C TIOMOIIBIO TOBTOPHOTO CEKIIMOHUPOBAHUS, XOTSI CBOIO POJIb MOTYT ChITPaTh
pobIeMbl ACUMMETPHUE KJTF0Uel, 00y KIaBIimecs: B riiase 6.

Bropoii BapuaHT: y Hac MPOCTO He XBATAET MAMSATH Ha TIePEPaCcXOo]l, YTOObI OKPHITH BCE MO~
tpebuocTn Python. Beipaskerue «1epepacxo/i maMsaTi» B JAHHOM CJIydae MOKeT cOUBaTh
C TOJIKY, HO B pacropsikenun y paboruuka Python ocraercst b ta yacTb KoHTEHEP-
HOTO IIPOCTPAHCTBA, KOTOPYIO He ycIiesia u3pacxoosath J VM. 3nauenue o yMoa4aHuIo

! Crporo roBopsi, BBl MOKeTe MOJTYYUTh OCTYI K HEMY B JIpaifBEPHOI IPOrpaMMe ¢ TIOMOIIBIO

Py4J, Ho na pabotHuKax, Tjie KypHATUpPOBaHue Goiee BasKHO, MITI03 HE YCTAaHOBJIEH.



JlOnoNMHUTENbHBbIE METOAUKN OTNAAKN 351

napamerpa spark.yarn.executor.memoryOverhead b 384 Moaiit, miu 10 % ot Bcero
pasmepa koHTeliHepa (GoJibllee U3 ABYX 9TUX 3HAYEHUI ), 4TO /IS [oJIb30BaTe el Spark
OOBIYHO HE CJIUIIKOM MpreMaeMO. POjCTBEHHbIE TepeMeHHbIe KOH(DUTYPAIIUU JIJIsT
mporttecca Application Master (AM) u apaiiBepa (B 3aBUCUMOCTU OT PeKUMa PasBep-
ThIBaHus ) — spark.yarn.am.memoryOverhead u spark.yarn.driver.memoryOverhead.

Otnaaka. Pe3tome

Xotst oraaaka B Spark geiicTBUTEbHO CTABUT TI€PE]l HAMU HEKHe CBOeOOPasHbIe U He-
MPOCTBIE 33/1a4M, HATOMHUM HEKOTOPbIE U3 MHOKECTBA ee peumyinectB. OnHO u3
[JIABHBIX TAKOBO: BOBMOXKHOCTD OBICTPO CO3/ATh B JIOKAJILHOM PeXUMe «(DUKTUBHBII>
KJIACTEP JIJIs1 TECTUPOBAHUS WU OTJIAJKHU, He TPUOErast K yTOMUTEJIHbHOMY HPOIIECCY
Hactpoiiku. Eie 0HO: HAIK 3a/[aHKsT 4aCTO PabOTAIOT OBICTPEE, YeM TPAUIITUOHHBIE
pacIIpeieIEHHbIE CUCTEMBI, YTO TI03BOJISIET OBICTPO BBIIIOJHUTD HYKHBIE IPOBEPKH (HIIH
B JIOKJILHOM PEKUME, UJIU B TECTOBOM KJIACTEPE) U JIOKAINU30BATH HCTOYHUK OIIUOKH.
[ToBTOpuM nozkenanue u3 raasbl 10: MycThb jke BaM IPUAETCA UCIIOIb30BATDH YaCTh 3TOM
KHUTH, TOCBSIIIIEHHYTO OTJIA/IKE, KAK MOKHO PesKe U IyCTh BAIIK IPUKJIIOUYeH st ¢ Apache
Spark mpuHOCSAT TOIBKO PagOCTD.
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