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[Npeancnosue

3a oueHb KOPOTKOE BpeMs nociie nosisnenust Apache Spark — ¢peiimBopk
CJIEyIONIEro MOKOJEHUs1 st ObICTPOil 06paboTKH 6OJbIINX 06BHEMOB
JNAHHBIX — MOJIYYMJI NIOBCEMECTHOE pacnpocTpaHenue. Spark npesocxo-
out dpeitmBopk Hadoop MapReduce, KOTOpBIi Aai MUMITYJIbC PEBOJIO-
1mu B 06paborke 6osbInX 06HEMOB JAHHBIX, 10 MHOXKECTBY KJIIOYEBBIX
MapaMeTpoB:. OH HaMHOrO GbICTpee, HAMHOTO MPOIIE B MCIIOJb30BAHUU
6narogapsa 6oratomy API ¥ MOXKET NIPUMEHATBCS [J1s CO3[AaHUS HE TOJIb-
KO TPUJIOKEHUH MaKeTHON 06paGOTKM AaHHBIX Pa3HOW MOIIHOCTH, HO
Y VHTEPAaKTHBHBIX IPUJIOXKEHUI, MPUJIOXKEHHUII MOTOKOBOM 06paboTku
JaHHbBIX, MALTMHHOTO 00yYeHus U 06paboTku rpados.

51 6b11 TECHO BOBJIeYeH B pa3paboTKy Spark Ha Bcex aTamax aToro npo-
11ecca, OT YEPTEXHOM NOCKU 10 00pa3oBaHMs CaMOro aKTUBHOIO M3 CO-
BPEMEHHBIX OTKDBITBIX IPOEKTOB U OJHOTO M3 CaMbIX aKTUBHBIX NPOEK-
toB Apache! MHe 6b110 0co6eHHO mpusATHO, yTo Mareit 3axapus (Matei
Zaharia), cosgarenp Spark, o0beqMHUIICS C APYTUMH JaBHULIHUMH pa3-
paboruyukamu Spark — ITatpuxom Benpennom (Patrick Wendell), duau
Kousuncku (Andy Konwinski) u Xoanenom Kapay (Holden Karau), -
4TOGBI HATTUCATD ITY KHUTY.

B cBs13u ¢ 6bICTPBIM pOCTOM moMyJisipHocTH Spark Ha nepeaHui niaH
BbIlLIa NMpo6jieMa HEXBATKU XOPOLIMX CIPaBOYHBIX PYKOBOACTB. ABTO-
Pbl KHMIM MIpOJeau AJUHHBIA IyTh [J1s ee pellieHus, Hanucas 11 rias
W NIPEICTABUB [IECATKH MOAPOOHBIX TPUMEPOB, YTOOBI TIOMOYb CIIELINATHC-
TaM B 06J1aCTH aHaJIN3a JAHHBIX, CTYAEHTaM U IPOrPaMMUCTaM I06JMKe
y3Hatb Spark. OHa mOCTyNHa 4MTaTeaAM, He UMEIOLIMM OIbiTa PabOThI
C «GOJIBIUMMHU JAHHBIMH», UTO [€JIAeT €€ OTJUYHON OTIIPAaBHOU TOYKOIA
IJIs Havyaja M3ydyeHUs MpeaMeTHOI obyactu B uenoM. 51 Hanelch, YyTo
MHOTO JIET CITYCTS YMTATEIM CO CBET/IBIM YYBCTBOM OYyT BCIIOMUHATD 3TY
KHUTY KaK IIPOBOJHNKA B HOBBIN 3aXBaThIBAIOLIMI1 MUD.

— Hon Cmouxa (lon Stoica),
nupektop Databricks u conupextop AMPlab,
Kanudopuwuiickuit yuusepcurer Bepkiu



BcTynaeHme

ITo Mepe BxOXIeHUs B 0OUXO0/ aHAIN3a JAHHBIX CIIELUATUCTHI-TPAKTHKN
BO MHOTHX 00J1aCTSIX MCKaIX Bce 60Jiee IPOCThbie HHCTPYMEHTBI 1JIs1 pellle-
Hus1 370 3anaun. Apache Spark 6s1cTPO 3aBO€BaJ MOMYJISIPHOCTD KaK UH-
CTPYMeHT, paciuupsioouuii u 0606uaoumii Moxens MapReduce. Dpeiim-
Bopk Spark vMeeT Tpu OCHOBHBIX IpeMMyIecTBa. Bo-nepBbIx, npocToTa
B HUCIOJIb30BAHUH — C €ro MOMOUIbIO MOXKHO CO3/1aBaTh NPHJIOKEHUS HA
HOYTOYKe, UCII0JIb3YsI BHICOKOYpOBHeBbIi API, KoTOpbIii 103BOJISIET CKOH-
LIeHTPUPOBAaThCS Ha NPeJMETHON CTOPOHe BbhlYMcIeHHil. Bo-BTOpHIX, BbI-
COKasi CKOPOCTb PaboThl, YTO JA€T BO3MOXKHOCTb CO3/1aBATh MHTEPAKTHB-
Hble NPUJIOXKEHUS U UCIIOJIb30BaTh CJIOXKHbIE alrOpUTMBL. 11 B-TpeThbux,
06001IIEHHOCTD, MMO3BOJAIOAs OObEeANHATh Pa3HOTUIIHbIE BHIYMCJIEHUS
(HanmpuMmep, BbIOAHAT SQL-3anpockl, 06pabaThiBaTh TEKCT M peain3o-
BBIBATb AJIFOPUTMbI MAlIMHHOTO 06yyeHus (machine learning)), mst yero
npesxjie Heo6X0AUMO ObLIO IPUMEHSITh Pa3pO3HEHHbIE MHCTPYMeEHTHI. Bee
370 nesaet Spark OTJIMYHON OTIIPaBHOI TOYKOMN Ha Iy TH U3YYEHUsI aCleK-
TOB 00paboTKM «6onbKx AaHHbIX> (Big Data).

Lless 3TOrO BBOAHOIO PYKOBOACTBA — MOMOYb BaM GBICTPO HACTPOMTD
Spark u npuctynuTts K paGoTe ¢ HUM. 31€eCh BbI y3HaeTe, KAK 3arpy3uTh U 3a-
nyctutb Spark Ha cBoeM HOYTOYKe, Kak paGoTaTh C HUM B HHTEPAKTUBHOM
pexxuMe, ytoObl mobmxKe nozHakomutbest ¢ API. 3ateM Mbl paccMOTpUM
0CO6EHHOCTH JOCTYIHBIX OTepalyii ¥ pacnpe/ie/ieHHbIX BbiyucaeHui. B 3a-
KJIIOYEHHEe Mbl COBEPLIMM 3KCKYPC M0 BBHICOKOYPOBHEBBbIM OUOJIHOTEKAM,
BXOSIIMM B COCTaB Spark, Bkjouas GUOMMOTEKU /IS MAIIMHHOTO 06yye-
HMsI, IOTOKOBOI 06paboTky aaHHbIX (stream processing) u SQL. Msbr Ha-
ZIeeMCS1, YTO C 3TOM KHUTOii BbI GBICTPO CMOXKETE HPUCTYIUTD K PEIIEHHIO 3a-
Jlay, CBSI3aHHBIX C aHAJIM30M JIAHHBIX, KaK Ha OHOI, TaK ¥ Ha COTHSIX MallIMH.

KoMy aapecoBaHa 3Ta KHUra

[JlaHHas KHMra ajgpecoBaHa CIlelMajucTaM B 00JacTH aHaau3a JAHHBIX
(uM MccnenoBaTeNsM) M MHXeHepaM-nporpaMMmuctam. Mbl BbeiGpanu
3TH JIBE TPYIIIIbI, IOTOMY YTO OHM CMOTYT U3BJiedb HaUGOJIbILYIO BHITOLY
OT npuBeYeHus ¢peiiMBopka Spark n1s peleHust cBoux 3agay. Boraras
KoJutekuusi 6ubnuorek (takux kax MLIib), Bxoasumx B cocraB Spark,
MIOMOJXKET CIEeHATUCTaM B 00/1aCTH aHAIN3a JaHHbIX PEIlaTh CTATUCTHYE-
CKHe 3a/lau¥, HEMOCUJIbHbIE eMHCTBEHHOMY KoMibloTepy. [Iporpammuc-
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Thl, B CBOIO OYepellb, Y3HAIOT, KAK MUCaTh pachpee/ieHHble MPOrpaMMbl
Ha ocHoBe Spark ¥ Kak ympaBJisiThb MPOMBIIIEHHBIMU MPUJIOXKEHUSIMU.
IIporpaMMHCTBI U MCCJIEN0BATENH [I0-Pa3HOMY 6YIyT BOCHIPUHUMATD 3Ty
KHHTY, HO Y T€, U IPyTHE CMOTYT 3afieiicTBOBaTh Spark a/1s1 pelieHusi 601b-
IIMX pacrpeeeHHbIX 3324 B CBOMX 00J1aCTsIX.

Hccnenosaten OCHOBHOE BHUMaHUWe YAEJSIIOT OTBETaM Ha BOIPOCHI
1 pa3paboTke Moesiell Ha ocHOBe naHHbIX. OHM YACTO UMEIOT MaTeMa-
THYECKYIO MMOATOTOBKY, U HEKOTOPbIE U3 HUX 3HAKOMBI C TAKMMH UHCTPY-
MeHTamy, kak Python, R u SQL. Mbl nocrapaiuce BKIKOYUTh B KHUTY
npUMepbl NPOrpaMMHOro koxa Ha Python u, rae 3to HeoGxoamumo, Ha
SQL, a takxke 0630p 6UGIMOTEK U 0COOGEHHOCTEH TOANEPKKH MALIMHHO-
ro obyuenus B Spark. Ecaiu Bbl — Mccnenosarelib, CrieuaaucT B 061acTu
aHa/n3a JaHHbIX, Mbl HAJEEMCS, YTO MOCJIE MPOYTEHUSI HALIEH KHUTHU BbI
CMOXKETE UCIMOJIb30BaTh T€ e MaTeMaTUYeCKUe TIOAXOAbI [l PellleHus
3aj1a4, TOJIbKO HAMHOTO ObicTpee U B 60Jiee LIMPOKOM MaciuTabe.

Bropas ueneBast rpynna aaHHON KHUTUH — WHXKEHEPbI-IPOrPaMMHCTHI,
MMeIOIl1e HEKOTOPBIN OMBIT MPOrpaMMUpOBaHusl Ha Java, Python nau
IPYTHX si3blkaX. EciM BbI — MporpaMMuCT, Mbl HajieeMcsl, 4To GJarogapsi
3TOI KHUTE Bbl HAyYMTECh HACTPaUBaTh KJacTephbl Spark, moib30BaThCs
KOMaH/IHO# 060;10uK0i Spark v nucatbh Spark-npuoKeHus A opraHu-
3allMM mapasijieibHbIX BbluMCIeHHit. 3HakoMble ¢ (peitmBopkom Hadoop
yKe 3HaIOT, KaKk B3aumozeiictBoBath ¢ HDFS u ynpasiath kaactepamu,
HO, KaK Obl TO HU GbIJI0, MBI BCE PaBHO OIMIIEM OCHOBHBIE TIOHSATHS pac-
npeae/eHHbIX BhIYMCIEHHIA.

Kem Gb1 BbI HU ObLITH, HCCIEAOBATEIEM UJIM IPOTPAMMHUCTOM, YTOObI U3-
BJI€Yb MAKCUMYM U3 3TON KHUIH, HEOOGXOAMMO UMETh 3HAKOMCTBO C JIIO-
ObIM 13 I3bIKOB porpaMmmupoBanusi: Python, Java, Scala nin um nono6-
HbIM. MBI T0O/1araeM, YTO y Bac y>Ke PeaJM30BaHO PellleHNe XPaHUINILA
IS BAILMX JIaHHBIX, TIO3TOMY Mbl OXBAaTHM JIMIIb Hanbosiee 061IMe TOAX0-
IIbl K 3arpy3Ke ¥ COXPaHEHUIO IaHHBIX, HO He OyeM 06CyXkKaaTh BOMPOCHI
UX peanu3aiuu. ECM y Bac MokKa HET OMbITa UCMOJIb30BAHUS HU OHOTO
U3 [epeYNCIIEHHbIX A3bIKOB, HE BOJIHYHTECDH: CyLIECTBYIOT BEJIUKOJIEMTHbIE
KHUTH, KOTOpbIE IOMOTYT B OBJIaleHUH UMU. HeKOTopble U3 TAKMX KHUT
Mbl YIIOMsIHEM B paszesie « KHUru noaaepxku» Huxe.

Kak opraHn3oBaHa 3Ta KHWUra

I'naBbl B 3TO# KHUTe CJIeyIOT B IOPsAKe U3y4YeHUs MaTepyasa. B Hayane
KaXK/I0i rJ1aBbl Mbl OyzieM coOOLIATh, KAaKUe ee Pa3/iesibl, 110 HAllleMy MHe-
HHUIO, 60JIbIIIe TOAXOMASAT [JIs1 KCCIIe0BaTeIel, a KaKue — [JIs IPOrpaMMucC-
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TOB. IIp1 3TOM MBI HazieeMcCsi, YTO BCe pa3zesibl 6YAyT JOCTYIHBI YUTATE-
JISIM C JIFOOBIM YPOBHEM MOATOTOBKH.

ITepBble nBe r1aBbI OMUCHIBAIOT HOPSIIOK YCTAHOBKU HAa HOYTOYK (hpeiim-
Bopka Spark B 6a30B0it KOH(UTYpalUMU U IEMOHCTPUPYIOT, YETO MOXKHO
AocTHYb ¢ ero nomMotibo. Ilocse ycTaHOBKYM U 3HAKOMCTBA C HEKOTOPBIMU
BO3MOXHOCTSIMH MBI TIOTPY3UMCSI B KOMaHIHYIO 060104Ky Spark — uH-
CTPYMEHT, OueHb yH06HbIi 17151 pa3paboTKU ¥ NPOTOTHUIIMPOBaHus. B no-
CTIENyIOUMX TJ1aBaX MOAPOOHO O6CYKINAIOTCS MPOrPaMMHBII MHTEpPGEiiC
Spark, mopsiiox BBINOJHEHWS MPUJIOKEHHIA B KJIacTepax ¥ BHICOKOYPOB-
HeBble 6ubMoTeKH, focTynHblie B Spark (takue xak Spark SQL u MLIib).

KHUrM noaaepy)Kku

HUccnenosatensiM, He UMEIOLIMM OIBITA UCNOJIb30BaHUs Python, otiny-
HBIM BBEJIEHHEM B 3TOT I3bIK IIPOrPAMMHUPOBAHUSI MOTYT MOCIYXXUTb KHU-
ru «Learning Python»' u «Head First Python» (o6Ge BbimyieHs! u3ga-
teabctBoM O'Reilly). MMeomum HEKOTOPBI OMBIT NPOrpaMMUPOBaHUA
Ha Python, Ho xenaomuM U3y4uTs ero riy6xe MOXKHO NIOPEKOMEHIOBATD
kHury «Dive into Python» (Apress).

MHxeHepaM-nporpaMMHCTaM, a TAKXX€ BCEM, KTO MPOYTET 3Ty KHUTY,
IUIs1 pacUIMpPEeHHs 03HaHMii B 061acT 06pabOTKY JaHHBIX Mbl PEKOMEH-
nyeM xuuru «Machine Learning for Hackers» u «Doing Data Science»
(o6e Boimyuiens! uznarensctsoM O'Reilly).

JTa KHUTra HAalMCaHa SI3bIKOM, JOCTYHBIM ISl HauMHaoWUX. B nans-
HeillleM MbI [TPeATIOJIaraeM Hanucathb GoJiee MOAPOGHYIO KHUTY IS TEX,
KTO TOXeJaeT ry6oke BHUKHYTh BO BHyTpeHHee ycTpoiicTBo Spark.

Tunorpagckue corAnaweHns

B 3T0ii KHUTe MPUHSATEI cieAyoLe TUITOrpad CKUe COrJIalleHUs:

Kypcus
Hcnonbayercs ast 0603Ha4€HYst HOBBIX TEDMHHOB, a{PECOB 3JIEKTPOH-
HOW MOYTHI, UMeH (ailioB U paciiuperuii uMeH daioB.

MoHOWMPMHHEDT WPHPT
ITpumensiercst ans oopMeHHsT TUCTUHIOB NPOrPaMM U MPOrpaMM-
HBIX 3JIEMEHTOB BHYTPHM OOBIYHOrO TEKCTA, TAKUX KAK MMEHA MepeMeH-

! Jlytu M. Usyuyaem Python. 4-e uan. M.: Cumsoa-Ilmoc, 2010. ISBN: 978-5-
93286-159-2. — IIpum. nepes.



14 < Bcrynaenve

HbIX U QYHKUHUH, TUTIOB JaHHBIX, TePEMEHHBIX OKPY>KEHHsI, HHCTPYKLMIA
U KJIIOYEBBIX CJIOB.

MOHOWMPYHHED XOIPHEIE
O603HauyaeT KOMaH/Ibl UM IPYTO# TEKCT, KOTOPBIN H0JKEH BBOAUTHCS
T10J1b30BaTeJIEM.

MoHOmpMEHRI! KypCHB

O6o03HayaeT TEKCT, KOTOPHIA MOJDKEH 3aMewmaTbcsi (PakTHYecKHMMH
3HaYeHHUSIMH, BBOAMMbBIMHU T10JIb30BATEJIEM UJIH ONpPeeIAeMbIMU U3 KOH-
TEKCTa.

{" % Tak 0603Ha4al0TCA COBETHI, NPeANOXEeHUs] U NpUMedaHHs oblero xapak-

w  TCpa.

/i§ Tak 0603HaYaIOTCs PEAYTIPEXAEHHUS U TIPEAOCTEPEKEHHSL.

WNcnoAb30oBaHWe NporpaMMHOro Koaa
npymepos

Bce nmpumepsl nporpaMMHOro Koza, YTO MPUBOASATCS B 3TOH KHMUre, [10-
crynubl B peno3utopun GitHub. X MoXHO nosyyuts no agpecy: https://
github.com/databricks/learning-spark. [Iprmeps! ko2 HanMCaHbI Ha S3bI-
kax Java, Scala u Python.

v TlpuMepsl Ha s3blKe Java HaNMMCaHbl [Jis1 BBIMOJIHEHUS TOJ YINpaBJeHUEM
Java 6 u Beiute. B Java 8 nosiBusiack nmojepsxka isiM61a-BbipaxkeHui, obJier-
JalolMx co3nanue BcrpanBaeMbix (inline) dynkuuii, 6;1arogaps yeMy Kox,
ucnosab3yoiuit ppeitMBopk Spark, mosyyaercsi HaMHOro 60Jiee MPOCTHIM.
Mbl pelnayn He HCNOJIb30BaTh 3TOT CHHTAKCUC B OCHOBHBIX NPUMepax, Mo-
CKOJIbKY Bepcusi Java 8 moka He MOJyyu/a LIMPOKOTO PacrpoCTPaHEHHSI.
Ecnm BaM uHTepecHo Oyaer monpo6oBaTh CMHTaKCUC Java 8, mpouuTaiite
cratbio B 6sore Databricks'. HexoTopble U3 MpUMepoB Mbl Tepenucaiy Ha
Java 8 u coxpanunu B penosutopuu GitHub.

JlaHHasi KHUra MpU3BaHA 0Ka3aTh BaM MOMOLIb B PELIEHNH BalIUX 3a-
nad. Bel MoxxeTe cBOGOHO MUCMOJIB30BATH MPUMEPHI MPOrPAMMHOrO KO/Ia
M3 3TOM KHUTH B CBOUX NMPHJIOKEHUAX U B JOKyMeHTauuu. Bam He Hy»)KHO
obpallarbCsi B U3[1aTeJbCTBO 3a pa3pellieHneM, eCIM Bbl He coOUpaeTech
BOCIIPOM3BOIMTH CYLIECTBEHHBIE YaCTH NMPOrpaMMHOro Kozaa. Hampumep,
eci Bbl pa3pabaThiBaeTe MPOrpaMMy M MCIOJIb3yeTe B HEH HECKOJIbKO
OTPBIBKOB IPOrPaMMHOTrO KOJa U3 KHUTH, BaM He HY>HO oOpalarhcs 3a

' http://bit.ly/1ywZBs4.
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paspeuienueM. OfHAKO B cJay4yae MPOAAXKM MJIM PaCIpPOCTPAHEHUS] KOM-
NaKT-AUCKOB C MPUMEPAMHU U3 3TOM KHUIM BaM HEOOXOAUMO IOJYYHUTh
paspeuenue ot uzaareasctsa O'Reilly. Eciv Bbl oTBeyaeTe Ha BOnpocs,
IUTHPYSI JAHHYI0 KHUTY UJIY TPUMeDBI U3 Hee, OJTyYeH1e pa3pelieHus He
tpebyercsi. Ho npu BKJIIOYEHMH CYIIECTBEHHBIX 0OGBEMOB IIPOrPAMMHOTO
KOJla TPUMEPOB M3 3TOW KHUTH B Bally JOKYMEHTAIMIO HEOOXOAUMO MOJTY-
YUTh paspelleHNe U3/1aTeIbCTBa.

Me1 npuBeTCTBY€EM, HO He TpeGyeM 106aBIATh CCHLIKY HA IEPBOUCTOY-
HMK TIpU LuTHpoBaHuHU. ITox cChIIKOI HA MEPBOMCTOYHUK MBI MOZAPA3y-
MeBaeM yka3aHue aBTOpoB, usgateabctBa U ISBN. Hanpumep: «Learning
Spark by Holden Karau, Andy Konwinski, Patrick Wendell, and Matei
Zaharia (O'Reilly). Copyright 2015 Databricks, 978-1-449-35862-4».

3a mosyyeHueM pa3pellieHusi Ha UCIOJIb30BaHHe 3HAYUTEIbHBIX 00b-
€MOB MPOrpaMMHOTrO KOJa TPMMEPOB M3 3TOW KHUTM obpamaiitech mo
azipecy permissions@oreilly.com.

Safari® Books Online

Safari Books Online (http://www.safaribooksonline.com) — 3T0 BUPTyaJib-
Hast GUGIMOTEKA, COlepIKalllast aBTOPUTETHYI0 MH(POPMALIUIO' B BUe KHUT
M BHIEOMATEPHAJIOB, CO3[aHHBIX BEAYIIMMM CIEUATUCTaMU B 06J1aCcTH
TEXHOJIOTHIi 1 GU3Heca.

[TpodeccroHansl B 06/1aCTH TEXHOJIOTUY, pa3pabOTYMKHU MPOrpaMM-
HOro obecneyenusi, BeG-Au3aliHePBI, a TaK)Ke OU3HECMEHBI M TBOPYECKHE
paboTHMKHN ucnoab3yioT Safari Books Online kak 0OCHOBHOI UCTOYHUK
nHbOpMaNKH IJ15 POBEEHUsI UCCIeI0BaHUM, peleHus npobyemM, obyye-
HHUSA U MOATOTOBKHU K CEPTU(PUKALIMOHHBIM UCTIBITAHUAM.

bubnuoreka Safari Books Online npeanaraer mupokuii BEIGOpP Mpo-
IOyKTOB U TapuOB? /151 OpraHU3anuii’, IpaBUTEIbCTBEHHBIX! U yUeOHBIX”
yYpexIeHHiA, a TaKKe (PU3NYECKHUX JIMIL.

IMoanucyMKY UMEIOT JOCTYI K MOMCKOBOM 6a3e JaHHBIX, CoAepIKallei
MHGOPMAIMIO O ThICSIYaX KHUT, BUIEOMATEPUAIOB U PYKONHUCEN OT TAKMX
usnareneit, kak O’Reilly Media, Prentice Hall Professional, Addison-
Wesly Professional, Microsoft Press, Sams, Que, Peachpit Press, Focal
Press, Cisco Press, John Wiley & Sons, Syngress, Morgan Kaufmann,

https://www.safaribooksonline.com/explore/.
https://www.safaribooksonline.com/pricing/.
https://www.safaribooksonline.com/enterprise/.
https://www.safaribooksonline.com/government,/.
https://www.safaribooksonline.com/academic-public-library/.

w o W N =
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IBM Redbooks, Packt, Adobe Press, FT Press, Apress, Manning, New
Riders, McGraw-Hill, Jones & Bartlett, Course Technology, u necstkos
apyrux'. 3a noapobuoit undopmauueit o Safari Books Online o6pamaii-
TEChH 10 afpecy: http://www.safaribooksonline.com/.

IKaK ¢ HaMUn CBS13aTbCS

C BOITPOCaMU U NMPEATIOXEHUSAMH, KaCalOIIUMUCSA 3TOU KHUTH, 06pamaﬁ-
TE€Cb B U31ATEJILCTBO:

O'Reilly Media, Inc.

1005 Gravenstein Highway North

Sebastopol, CA 95472

800-998-9938 (B Coenunennnix llltaTax AMepuxu unu B Kanane)
707-829-0515 (MexayHapOIHBI)

707-829-0104 (dakc)

Cnucok oneyaTok, ¢paiijibl ¢ IpUMepPaMu U JPYTYIO AOMOJHUTETbHYIO
nH(OpPMaIMIO BbI HalileTe Ha CTpaHMIle KHUTH http://bit.ly/learning-spark.

CBou noxkesaHWst U BOMPOCHI TEXHUYECKOTO XapaKTepa OTIpaBJisiiTe
1o aapecy: bookquestions@oreilly.com.

JlononHuTtenbHyo HHGOPMaLMIO 0 KHUTax, 06cyxaenus, Llentp pecyp-
cos usnartesnbctBa O'Reilly Bbl HalimeTe Ha caiiTe: http://www.oreilly.com.

Nuurte Hac B Facebook: http://facebook.com/oreilly.

Crnenyiite 3a Hamu B TBuUTTEpE: http://twitter.com/oreillymedia.

Cwmotpurte Hac Ha YouTube: http://www.youtube.com/oreillymedia.

BAaroaapHocTu

ABTOpHI BbIpaXaioT 6;1arogapHOCTh 0603peBaTeIAM 3a OT3bIBbI 00 3TOi
kuure: [I>xo3edy Bpanan (Joseph Bradley), sitBy Bpumkianny (Dave
Bridgeland), Yeiisy Yananepy (Chaz Chandler), Maiiky dasucy (Mick
Davies), Camy [eXoputu (Sam DeHority), Buny Xa (Vida Ha), 9ua-
pio Tany (Andrew Gal), Maiikny I'percony (Michael Gregson), Any
Woitneny (Jan Joeppen), Ctedany Moy (Stephan Jou), Txeddy Map-
tuhecy (Jeff Martinez), oty Maxonuny (Josh Mahonin), uapio Op
(Andrew Or), Maiiky ITarrepcony (Mike Patterson), [Ixouty Poszeny
(Josh Rosen), Bptocy IlanBuncku (Bruce Szalwinski), Csanrpyit Menry
(Xiangrui Meng) u Pesy 3azne (Reza Zadeh).

' https://www.safaribooksonline.com/our-library/.
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Apropn! BblpaxaioT ocobyio 6iaromapHocTh [I3Buay AHmIKHEBCKH
(David Andrzejewski), dasuny Bartnepy (David Buttler), [xynbere
Xornaug (Juliet Hougland), Mapeky Konomxeit (Marek Kolodziej), Take
IIunarase (Taka Shinagawa), lle6ope Curens (Deborah Siegel), noktopy
Hopmeny Mionnepy (Dr. Normen Miiller), Anu Togumm (Ali Ghodsi)
u Camupy Dapyku (Sameer Farooqui). OHu npeactaBuin noapoGHbie
OT3bIBBI 7151 6OJIBUINHCTBA IJIaB M MPEIJIOKUIN MHOXECTBO CYIECTBEH-
HBIX yJIy4lIeHUH.

Mb1 Takxke xoTesnn 6bl 106IArOAAPUTD IKCIIEPTOB, YAETUBIIMX BPEMS
PENaKTUPOBAHHUIO M CO3IaHUIO OTAeJbHBIX yactedl riaB. Tarxarara [lac
(Tathagata Das) pa6otan ¢ Hamu Haz co3naHuem riasbl 10. TaTxarara no-
1IIeJT JaJIblile IPOCTOrO OMMCAHUS IIPUMEPOB, OTBETHJ HA MHOXECTBO BO-
TIPOCOB, a TaKXe BHeC 60JIbIIOE YUCIIO TPABOK B TeKCT. Maiikn ApmM6pycT
(Michael Armbrust) momor Ham nposeputh rinaBy «Spark SQL». Ixo-
3ed Bpamau (Joseph Bradley) mpeacrasun BBoanbiit mpumep aist MLIib
Briase 11. Pe3a 3ane (Reza Zadeh) nanucan Tekct u npuMepsl Koaa ajist
cokpaienusi pasmepHoctd. Csaurpyit Menr (Xiangrui Meng), /xo3ed
Bpanan (Joseph Bradley) u Pesa 3ane (Reza Zadeh) Beimouau penak-
THUPOBAHHUE U PELIEH3UPOBAHUE IJI1aBbl ¢ onucanueM 6ubanorekn MLIib.
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BBeaeHne
B aHaAU3 AaHHbIX
C NOMOLLIO Spark

B aroii rnase npuBoautcst 06061meHHbIi 0630p Apache Spark. Eciu Bbi
YK€ 3HAKOMBI € 3TUM (PPEHMBOPKOM U €r0 KOMIIOHEHTAMHU, MOKETE CPa3y
MepeNTH K I1aBe 2.

YTo Takoe Apache Spark?

Apache Spark — ato yrusepcanvras v evicoxonpoussooumenvias Knactep-
Hasl BBIYMCJIUTENbHAs MIaTdhopMa.

ITo npou3BoAMTENBHOCTH Spark MPeBOCXOAMT NOMYJIsIpHbIE PeaIU3alK
mozenn MapReduce, monyTHo obecreunBast MOAAEPXKKY HoJiee MIMPOKOTO
[1ana3oHa TUIOB BbIUNCJIEHUI, BK/IIOYAsh HHTEPAKTHBHBIE 3aIPOChI U MIOTO-
KOBYI0 06paboTKy (streaming processing). CKOPOCTb UTPaeT BaXXHYIO POJib
npyu 06paboTke 601bIIMX 06BEMOB JaHHBIX, TAK KAK KIMEHHO CKOPOCTb MO~
3BOJIsieT paboTaTh B MHTEPAKTUBHOM PeXMME, He TPATsI MUHYThI MJIM 4aChl
Ha oxxuganue. OIHO U3 BaKHEHIIMX JOCTOMHCTB Spark, obecrneynBarommx
CTOJIb BBICOKYIO CKOPOCTb, — CHIOCOOHOCTD BBINOJIHSITh BBIYMCJIEHHSI B Ta-
mstu. Ho naxe npu pabote ¢ aiuckoBoii namsATbio Spark BbINOMHSET onepa-
MK HaMHOTo 3 PeKTHBHEeE, yeM U3BECTHbIe MexaHu3Mbl MapReduce.

DpelMBOPK CO3aBaJICA C LEJIbI0 OXBATUTb KaK MOXXHO 6oJiee IHMPOKU I
nuanasoH pabouynx Harpy3okK, KOTOpble Npexxie TpeboBaiu Co3iaHusl OT-
JIeJIbHBIX PaCIpe/ieJIEHHbIX CUCTEM, BKJIIOYAsi IPUJIOKEHUS MTAKETHOI 06-
pabOTKH, UMKJINYECKHUE aJITOPUTMbI, HHTEPAKTHBHBIE 3AMPOCHI U TIOTOKO-
By10 00pa6otky. [lomxnepxuBasi Bce 3TH BHBI 33124 C TOMOIIBIO €IMHOTO
MexaHu3ma, Spark ynpoinaer u yneesssieT o6seduteniie pa3HbIX BULOB
06paboTKH, KOTOPBIE YACTO HEOHXOAKMMO BBIIIOIHATD B €INHOM KOHBeliepe
06paboTtku naHHbIX. Kpome Toro, oH ymeHbiuaeT Gpemst 06CTyKUBaHUS,
MO/IIepXKUBast OTA€IbHble MHCTPYMEHTBI.
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®peitmBopk Spark npensaraer npoctoit API Ha si3bikax Python, Java,
Scala u SQL u 6oraryio kosiekuuio BCTpoeHHbIX 6ubnnorex. OH Takxe
JIETKO 0ObeUHSIETCS C APYTMMH MHCTPyMeHTaMHu 00paboTKU GOJbIINX
maHHbIX. B uyactHoctH, Spark MOXeT BBINOJIHATBHCA TOJ yNpaBJeHHEM
kiacrepoB Hadoop u ucnosnp3oBars s106s1e uctounnky ganHsix Hadoop,
Bisoyas Cassandra.

YHUOUUMPOBaHHLIN CTeK

[Ipoekt Spark BkJIOYaeT MHOXECTBO TECHO CBSI3aHHBIX KOMIIOHEHTOB.
Anpo bpeiiMBopka 06pa3yeT ero «BbIYUCIUTEBHbII MEXaHU3M» (COMpU-
tational engine), oTBeyaromMii 3a NIAHUPOBaHUE, PacIpeesieHHe U MO-
HUTOPHHT NPHUJIOKEHUH, BBINOJIHSIOMMX MHOXECTBO BBIYHUCIMTENbHBIX
3a/jai Ha MHOXKECTBe MAIIUH — GblyUCIUMENbHOM Kaacmepe. ByicTpoe
Y YHUBEDPCAJIBHOE BBIYMCIHUTENbHOE s1p0o Spark nmpuBoaut B neiicTBUe
pa3Hoo6pa3Hbie BBICOKOYPOBHEBbIE KOMIIOHEHTDI, CIIEATM3UPOBaHHBIE
AJIs1 pellieHyst Pa3HBIX 3371a4, TAKMX KaK BbINOJIHeHHe 3anpocoB SQL unu
MalMHHOe 00y4yeHure. ITH KOMIIOHEHTHI MOIEPKUBAIOT TECHYIO HHTET-
PALHUIO APYT C IPYTOM, IaBasi BO3MOXHOCTb OOBEUHSATH UX, TOX06HO 6Ub-
JIMOTEKaM B IIPOrPAMMHOM MIPOEKTE.

®Dunocobuss TeCHO MHTErpalMHd UMEET HECKOJBKO IPEUMYLIECTB.
Bo-nepsbix, Bce 6GUGAMOTEKM M BBICOKOYDOBHEBbIE KOMIIOHEHTHI CTEKa
M3BJIEKAIOT ONpEJEIEHHbIE BBHITOABI OT YJy4ylIeHUH B cosix GoJiee HU3-
koro ypoBHsi. Hanpumep, xoraa B siipo Spark BHOCSITCSI KaKHE-TO ONTH-
Mu3aiuy, 6ubanorexu moaaepxku SQL u MammHHOrO 00y4YeHHs aBTO-
MAaTH4YE€CKH YBEJIMUYUBAIOT IIPOU3BOAUTE/IbBHOCTD. BO'BTOprX, 3aTpaThbl HA
CONIPOBOX/IEHHE CTEKA MUHMMAJIbHBI, TOTOMY YTO BMecTO 5—10 He3aBu-
CHMBIX MPOTPAMMHBIX CHUCTEM OPraHM3auuy TpebyeTcsl MOALEePKUBATH
TO/IBKO OZHY. ITH 3aTPaThl BKJIIOYAIOT Pa3BEPTHIBAHUE, COIPOBOX/IEHHE,
TECTUPOBaHUE, MOAAEPXKKY U T. I. ITO TAKXKe O3HAYAET, YTO NPH A00aB-
JieHUH B cTeK Spark HOBBIX KOMIIOHEHTOB BCE OPraHU3alMU, UCTIOIb3YIO-
e Spark, HeMeIEHHO T0JIyYal0T BO3MOXHOCTb OIPO60BATH 3TH HOBbIE
KOMIIOHEHTBI. DTO YMEHbIIAET 3aTPaThl Ha ONPOOOBaHHE HOBBIX BHUIOB
aHaJIM3a IAHHBIX, U30aBJIsIs OPraHU3alMK OT HEOOXOUMOCTH 3arPyXKaTh,
pa3BepThIBaTh U U3y4YaTb HOBbIE IPOTPAMMHBIE NIPOEKTHI.

HaxoHern, ogHUM 13 caMbix 60JIBIIMX IPEMMYLIECTB TECHON HHTEIPaL[UH
SIBJISIETCS] BO3MOXKHOCTh CO3/1aBaTh NMPUJIOXKEHMUSI, IPO3PAYHO 0ObETMHSIO-
e pasueie Moziesiu o6pabotku. Hanpumep, ucnonbays Spark, MoxHo Ha-
NKUCATh NPUJIOXKEHUE, IPUMEHSIIONIEE MOJIEb MALIMHHOTO O0yYeHusl ISt
KjaccubUKay TaHHBIX B MaciuTabe peasbHOro BpeMeHu 1 norpebisio-
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Iiee TMOTOKOBble AaHHble. OIHOBPEMEHHO aHAIMTHKU MMEIOT BO3MOX-
HOCTb 3alPallMBaTh PE3YJIBTAThl, TAKXKE B MacIITabe peaJbHOTO BpeEMeHH,
nocpencteom SQL (Hanpumep, o6 beMHsIs faHHbIE C HECTPYKTYPUPOBaH-
HbiMU (paitiaMu xxypHasioB). Kpome Toro, onbITHbIE MPOrPAMMMCTHI U UC-
CcJie10BaTe I MOTYT 06palaThCsi K TEM XKe JaHHBIM [OCPEICTBOM KOMaH/I-
HOil 060/104KM Ha s13biKe Python M BBINOMHSTH ZONMOTHUTENbHbBIE BUABI
aHanu3a. Jlpyrue MOryT mosib30BaThCsl pe3yJbTaTaMM, MOJYYaeMbIMU OT
ABTOHOMHBIX NMPUJIOXeHUI makeTHOM o6pabotku. IIpu atom oraeny UT
NPUXOIUTCS 0OCTYKUBATh €MHCTBEHHYIO CUCTEMY.

Hike Mbl KODOTKO MpeACTaBUM BCE OCHOBHblE KOMMOHEHTHI Spark,
uzobpaxxeHHble Ha puc. 1.1.

Spark SQL, Spark Streaming, MLlib,
GraphX,
obpabortka o6paboTka aaHHbIX 6Gubnuortexa o6paboTa
CTPYKTYpUpOBaHHbIX | | B pexume peanbHoro MaLLKUHHOTO r: ados
AaHHbIX BpeMeHn obyveHus

| Standalone Scheduler l I YARN | | Mesos

Puc. 1.1 < Crek Spark

Spark Core

Spark Core peanusyer ocHOBHble (YHKUMOHAIbHBIE BO3MOXHOCTH
dpeitmBopka Spark, BKJI0Yasi KOMIOHEHTDI, OCYIIECTBISIONIME TIaHU-
pOBaHUeE 3a[aHMii, yNpaBJeHHe NMaMsThio, 06paboTKy OmKMOOK, B3aUMO-
JIeCTBHE C CUCTEMaMK XpaHEHUsI IaHHbIX U MHorue apyrue. Spark Core
sIBJIsieTCsl TaKkke ocHOBO#t API ycmoiiuugvix pacnpedenennvix nabopos
Oannvix (Resilient Distributed Datasets, RDD) — 6a30Boii abcTpakuuu
Spark. Ha6opbi sannbix RDD npeactaBisior co6oii KOJIEKLIMY 3JIEMEH-
TOB, pacrpeneJeHHbIX MeXIy MHOXXEeCTBOM BbIYMCIUTENbHBIX Y3JI0B, KO-
Topble MOTYT 06pabaTbiBaThest napasienbHo. Spark Core npenoctasisiet
MHOXXeCTBO (DYHKIMI1 yIpaBlIeHUs TAKUMHU KOJITIEKLIMSIMM.

Spark SQL

Spark SQL — nakert 17151 paboTbl CO CTPYKTYPHUPOBaHHBIMH AaHHbIMU. [To-
3BOJISIET U3BJIEKATh JAHHBIE C TOMOLIbIO MHCTPYKUMI Ha si3bike SQL u ero
auanekte Hive Query Language (HQL). ITonnep>xuBaeT MHOXECTBO HUC-
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TOYHHMKOB JaHHbIX, BKIo4as Tabnuubl Hive, Parquet u JSON. B nomno:-
HeHue K uHTepdeiicy SQL kommonenT Spark SQL no3BosisieT CMeUBATh
B OIHOM IIPUJIOXKEHHH 3anpockl SQL ¢ mporpaMMHBIMH KOHCTPYKLHUSIMH
Ha Python, Java u Scala, nognepxusaembiMu abcrpakuueit RDD, u Ta-
KUM criocobom koM6uHIpoBaTh SQL co cioxHoit aHanuTHKoiA. [Toqo6Has
TeCHast MHTerpauus ¢ 60raThIMHU BO3MOXKHOCTSIMU BEIYHCIUTEIbHOM CPEIbI
BbIroAHO oTinyaeT Spark SQL oT /06bIX APYTHX HHCTPYMEHTOB YIIpaB-
Jennst nanubiMu. Spark SQL 6611 no6aBeH B crex Spark B Bepcuu 1.0.

lepsoit peanusaumeit mognepxxkn SQL B Spark cran mpoekt Shark,
co3nanHblii B KanudgopHuiickom yHusepcutere, Bepkin. ITOT mpoekT
npeacTasisii coboit monudukanmio Apache Hive, cnocoGHyio Bbinos-
HATBCS TIOA yripaBieHueM Spark. [To3aHee eMy Ha CMeHy TIpHILET KOMIIO-
HeHt Spark SQL, uMerouuii 6ojiee TECHYIO UHTETPALUIO C MEXAaHU3MOM
Spark u API fj151 pa3HbIX A3bIKOB IPOrPAMMHPOBAHHUS.

Spark Streaming

Spark Streaming — xomnonent Spark nis 06paboTKM NOTOKOBBIX JaH-
Hbix. [IpuMepaMy MCTOYHMKOB TaKMX JAHHBIX MOTYT CJIY>XUTb (ailsibl
XKYDPHAJIOB, 3aMOJIHSIEMbIE AEHCTBYIOMMHU BeG-CepBEPaMU, UIIH OYEPEIH
COO061IEeHHIA, TOChLIAEMBIX T0JIb30BaTeIsIMU BeO-cayx6. Spark Streaming
uMeet API st ynpaBjieHust IOTOKaMu [aHHBIX, KOTOPbI GJIM3KO COOT-
BerctByeT Mozeau RDD, moazepxusaemoii komnonentom Spark Core,
yto obJieryaeT U3yyeHHe CaMoro MPOEKTa U Pa3HbIX MIPUJIOXKeHHiT obpa-
OOTKM JAHHBIX, XPAHSIIMXCSL B TAMSTH, HAa AMCKe WM NOCTYNAOIIMX B pe-
XMMe peasbHOro BpeMeHn. Ilpuknanuoit unrepdeiic (API) kommonenra
Spark Streaming pa3pa6aTbiBaicsi ¢ MPULIENOM 0OECTIEYUTD TAKYIO JXKe Ha-
IEXHOCTb, IPOMYCKHYIO CIIOCOGHOCTD ¥ MacIITAGUPyeMOCTb, 4TO U Spark
Core.

MLlib

B cocraB Spark Bxomut GubGauorexka MLIib, peanunsyiomas mMexaHu3M
mamuHHOro obyyenusi (Machine Learning, ML). MLIib noanepxxusaer
MHOXECTBO aJTOPUTMOB MAUIMHHOTO OOYYEHUs!, BKJIIOYAsi aJrOPUTMBI
knaccudukauuu (classification), perpeccuu (regression), kiactepusanuu
(clustering) u coBMecTHoOI punbTpauuu (collaborative filtering), a Takxe
dbyHKIMY TeCTMPOBAHHS MOZIeNIEll M MIMIIOPTHPOBAaHUs AaHHbIX. OHa Tak-
e MPEeJOCTABJISIET HEKOTOPblE HU3KOYPOBHEBbIE IPUMUTHBBI ML, BKJIIO-
4asi YHUBEPCAIBHYIO PeaTu3alHi0 aJrOPUTMA ONTHMHU3ALUN METOAOM
rpagveHTHOro cnycka. Bee ati Meronst ciocob6Hbl paboTaTth B Maciutabe
KJ1acTepa.
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GraphX

GraphX — 6ubanoreka mst 06pabotku rpados (npumepom rpada MoxxeT
CIIY>XXUTb rpad Apy3ell B COLMATBHBIX CETSAX) M BBIMOJHEHUS NMapaljieb-
HbIx Borunciaenni. [lono6Ho komnonentam Spark Streaming u Spark SQL,
GraphX nonosusier Spark RDD API B03MOXHOCTbIO CO3/laHUsI OPUEH-
THUPOBaHHbBIX rpad0B C MPOM3BOJbHBIMU CBOICTBAMHU, IPHCBANBAEMbIMU
Kax10ii Bepiunte win pebpy. Taxoke GraphX noanepxuBaet pazHoo6pas-
Hble onepaluy ynpassaeHus rpadamu (Takue kak subgraph u mapVertices)
1 61bnoTeKy 0606IIEHHBIX AITOPUTMOB paboThI ¢ rpadaMu (TaKMX Kak
AJITOPUTMBI CCHIIOYHOTO paHxupoBanus PageRank u nmozacuera tpeyrosb-
HUKOB).

AucneTyepbl KNacTepos

BuyTpennsisn peannsanusi Spark o6ecneunBaer addekTHBHOE MacuiTa-
6MpOBaHHE OT OJHOTO [0 MHOTHX THICAY BBHIYMCIMTENbHBIX y3/0B. s
NOCTHXKEHUS Takoi rubkoctu Spark noanepxusaet 60.1b110e MHOrooOpa-
3ue ducnemuepos kracmepos (cluster managers), Bkmouass Hadoop YARN,
Apache Mesos, a Tak)xe MpOCTOii AUCIETYEp KaacTepa, BXOAALIMN B CO-
craB Spark, kotopsiit HasbiBaeTcs Standalone Scheduler. Ipu ycraHoBke
Spark Ha YMCTOE MHOXXECTBO MaIlIMH Ha HAYaJIbHOM 3TaIle C yCIEeXOM MOX-
HO ucnosb30oBath Standalone Scheduler. Ipu ycranoske Spark Ha yxe
umerotmniics kinacrep Hadoop YARN uiau Mesos MOXKHO MOJIb30BaThCst
BCTPOEHHBIMHU AUCTIETYEPAMHU ITUX KacTepoB. [logpobHee 0 pasHbIx auc-
neTyepax KJacTepPOB M UX MCIOJb30BAaHUHU PAacCKa3bIBAa€eTCs B IJ1aBe 7.

IKTo n € Kakown ueAblo UcnoAb3yet Spark?

Tak kak Spark OTHOCHUTCSI K KaTeropuu yHHBEpPCAJIbHbIX (HPEeHMBOPKOB
NOANEPXKKH BBIYMCJIEHUIT B KJIacTepax, OH NMPUMEHSETCS ISl peajn3a-
[[1M [IMPOKOTO Kpyra MpujioxeHuid. Bo BCTYIIEHNH MbI OTIpeeNIN 1Be
rpyIIIbI YUTATEIEl, HA KOTOPBIX OpDUEHTHPOBAHA Hallla KHUTA: CIIelIaIKnC-
Thl B 006J1aCTM aHAJIM3a AaHHBIX U WHXKEHepbI-nporpaMMucThl. [laBaiite
Ternepb MobJIMKE MO3HAKOMUMCS C 06eMMHU TPYIIAMU M C TeM, KaK OHU
ucnoab3yioT Spark. HeyauBuTesnbHO, YTO CIENMAIMCTBI B 9THX ABYX
rpyInax UCHojb3yoT Spark mo-pa3HoMy, HO Mbl MOXKEM NPUMEPHO pa3-
O6UTDb CIyyau MCIOJb30BAHUS HA [BE OCHOBHbBIE KATETOPUM — UCCe006a-
Hue dannvlx 1 06pabomka OanHbLx.

Pa3syMeercsi, 3TO BeCbMa yCJIOBHOE pa3fieJieH1e, 1 MHOTHe TIpodeccHo-
Haubl 0671a71a10T 060MMHU HaBbIKaMM, MHOT/A BBICTYIAsi B POJIM UCCJIENO0-
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BaTeJieil AaHHBIX, 4 UHOTAA CO3/aBasi NPHJIOXEHUS O6pa6OTKI/I JAHHDbIX.
Tem He MeHee UMeeT CMBICJI B OTAETbHOCTH PaCCMOTPETD 3TH ABE I'PDYIIIbI
M COOTBETCTBYIOLINE UM CJIy4aH UCIIOJIb30OBaHHUA.

UccnepoBaHue AaHHbIX

Hayxa o nannsix (data science) — OTHOCHTEIBHO HOBasi JUCUMILIMHA, T10-
SIBUBLIAsICSI HECKOJIBKO JIET TOMY Ha3aj U ClelHaIu3upYIOasicsl Ha aHa-
Jm3e faHHbIX. HecMOTps Ha OTCYTCTBHE TOYHOTO OMpesiesieH s, Mbl Oy ieM
TNOJIb30BAThCSA TEPMUHOM CNEUUANUCT 8 00ACMU AHAIU3A OAHHBLX, U
uccnedosamens, st 0603HAYEHUs JIOfIEi, OCHOBHOM 3a/ayeil KOTOPBIX
SIBJISIIOTCSL QHAJTU3 U MOJENMpOBaHue AaHHbIX. CenuanucTsl B o61actu
aHaJM3a AaHHBIX MOTYT UMETh OMBIT UCMOIb30BaHUs SQL, craTuctuye-
CKMX METO/IOB, TPOTHO3MPOBAHHUs (MALIMHHOIO 00y4YeHHsI) U TPOrPaMMHU-
poBaHMs, KaK nmpasuio, Ha Python, Matlab uau R. Onu takxe Biageor
npueMaMu npeobpa3oBaHUst JaHHBIX B (GOPMATbI, B KOTOPbIX OHU MOTYT
OBITH MPOAHATIU3UPOBAHBI 1711 IPOHUKHOBEHHSI B UX CYTh (MHOT/A 3TO Ha-
3BIBAIOT 8binacom dantwlx — data wrangling).

HccnenoBaTenu MCMOJMB3YIOT CBOM HAaBBIKM [JIs1 aHaJW3a JAHHBIX
C LieJIBIO OTBETHUTD Ha OIpejieIeHHble BOIPOCHI MJIM BCKPBITh UX CyTh. Yac-
TO OHM NMPHOETAIOT K CIeLHaTU3MPOBAHHBIM METO/IAM aHATH3a, AJIS1 YEro
UCTNIOJIB3YIOT UHTEPAKTHBHbBIE 060]'[0‘{1(1/1 (BMCCTO CO31aHUA CJIOXKHBIX
TNIPUJIOXKEHUHT ), TO3BOJISIONINE UM MOJTYYaTh Pe3yIbTaThl 3aIIPOCOB B Kpart-
yaitune cpoku. Biaropaps 6sictponeiicTsuio u npocrore API ¢peitmBopk
Spark npekpacHo noaxoauT AJist 3TOH 1N, a €r0 BCTPOEHHbIe bubaunoTe-
KM IIPeIOCTABJISIIOT MHOXKECTBO TOTOBBIX aJITOPUTMOB.

Bnaronapst GoJsblIoMy 4HCIy KOMHOHEeHTOB Spark mnommepxuBaer
6ospII0e MHOTOOGpa3ue BUAOB aHanu3a qaHHbiX. KomanaHas o6osnouka
Spark ynpouiaer npoBeseHne aHaIN3a B MHTEPAKTHBHOM DEXHME, C TIPU-
mexenneM Python wmu Scala. Spark SQL Takxxe uMeeT OTAeIbHYIO HHTED-
aKTHBHYI0 000J7104ky SQL, KOTOPYI0 MOXXHO HCIOJIB30BAaTh AJISI HUCCJIE-
nosanusi nanHbix. Komnonent Spark SQL M0XHO Takke MCIOJIB30BATh
B 0OBIYHBIX IPOrpaMMax Ha ocHOBe Spark MM U3 KOMaHAHOU 060JIOUKU
Spark. TexHo10rMM MaIIMHHOTO OOYY€HMS ¥ aHAIM3a AaHHBIX MOAAEPKH-
BatoTcs takxe 6ubinorekamu MLIib. Kpome Toro, umeercst moamepxka
BHelIHUX nporpamMM Matlab uan Ha sizpike R. Spark mossossier uccre-
JOBaTeJIsIM JIAHHBIX 32aHUMAThCS 33]1a4aMU, OCHOBAHHBIMU Ha 06paboTke
OrPOMHBIX 06bEMOB IAHHBIX, KOTOPbIE Npex/ie ObLIM HEXOCTYIHBI IPU UC-
I10JIb30BAaHUU TIPOCTBIX HHCTPYMEHTOB, TaKUX Kak R wau Pandas.

WHorna, Besen 3a HAYaJIbHBIM 3TAllOM HCCJIEOBAHUS JAHHBIX, HCCIIe-
I0BaTes0 Heo6X0AMMO 0(hOPMUTH AaHAIN3 B BU/le 3aKOHYEHHOTO MPOAYK-
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Ta, TO €CTh CO3/1aTh HAJIEXXHOE MPUJIOKEHUE, MO3BOJISIONIEE BBIMOJHSITh
JaHHbIM aHAIM3 U CIIOCOOHOE CTaTh YaCThIO MPOMBIILLIEHHOTO MPUJIOXKE-
Husi. Hanpumep, HauasibHble UCCI€I0BaHUS JaHHBIX MOTJIM ObI TPUBECTH
MCCJIEZI0BATEIS K MBICJIM O HEOOXOIMMOCTH CO3/IaHUs1 pEKOMEHIAaTeIbHON
cucreMbl (recommender system), HHTErPUPOBAaHHOW B Be6G-NPUIOKEHHUE
Y reHepUpYyIOlled NpejIoxXeHus s noyb3oBareseil. Hepeako co3manu-
€M TaKOro 3aKOHYEHHOTO MPOAYKTa 3aHUMAETCsI IPYTOM YeJIOBEK — HHXKe-
HEpP-MPOrPaMMHUCT.

O6paboTka AaHHbIX

Eie oinH 0cHOBHOM ci1yyaii ucnosib3oBaHus ¢peiiMBopka Spark MoxHO
omucaTh B KOHTEKCTe pabOThl MHXKEHepa-nporpaMMucta. B naHHom ciy-
yae 1o/] MH)Xe€HEePaMU- [IPOrPaMMHUCTAMHU MblI [IOIpa3yMeBaeM pa3paboTuu-
KOB IPOrpaMMHOro obecrevyeHusi, UCOb3yomux Spark mist coznanus
npunoxeHuit 06paborku ganHbix. OO6BIYHO 3TH Pa3pabOTYUKK 3HAKOMBI
C IPUHUMIIAMHU CO3[IaHUsI IPOrPaMM, TAKMMH KaK MHKAICYJISILUs, AU3aiiH
uHrepdeiica 1 06bEKTHO-OPUEHTUPOBAHHOE MporpammupoBanue. OHU
4acTO MMEIT CHelrajbHOe 00pa30BaHME U MCIOJb3YIOT CBOM 3HAHMS
Y HaBBIKH [J151 IPOEKTUPOBAHUS U CO3JaHUsI MPOTPAMMHBIX CHCTEM, pea-
JIM3YOIUX GU3HEC-JIOTHKY.

[Tporpammuctam Spark mpenocrasiisieT npocToi cnocob pacnapasiie-
JIMBaHMsI CO3/1aBaeMbIX MU MPUJIOXKEHUH B PaMKax KJIacTepa U CKPbIBAET
CJIOKHOCTb IPOrPaMMHUPOBaHUs paclpesieJIeHHbIX CHCTEM, CEeTEBBIX B3au-
MozeicTBHit U ycToiurBoCTH K omnbkam. CucremMa JaeT UM 0CTaTOYHO
BbICOKHI1 ypOBEHb KOHTPOJISI /151 OPraHU3allu MOHUTOPHHIA U HACTPOIA-
KU MPUWIOXEHUH, a TakKe OBICTPOro CO3JaHMs peanu3alili THIUYHBIX
3anay. Moaynbnas npupona API (Ha ocHOBe nepenayu pacnpesieIeHHbIX
KOJIJIEKUMIT 0OBEKTOB) yIpoOUIaeT co3gaHue OMOIMOTEK MHOTOKPATHOTO
HCIIOJIb30BaHMsI M X TECTUPOBAaHHUE Ha JIOKAJIbHOM KOMIIbIOTEpE.

[Tonp3oBarenu yacto BeIGUpaOT (peitMBopk Spark B kauecTBe OCHO-
BBI JIJI1 CBOMX NPUJIOKEHUH 00pabOTKYU [NaHHBIX, IOTOMY YTO OH Ipe/o-
CTaB/IsIeT IIMPOKOE pa3Hoobpasue (YHKIMOHAIBHBIX BO3MOXHOCTEI,
NPOCTHIX B U3yYeHHH M NPUMEHEHHUH, a TaKXKe 6arofapsi ero 3pejaocTu
Y HaJIeXKHOCTH.

KpaTkan ncropus passutua Spark

Spark — 3TO MPOEKT C OTKPHITHIM UCXOAHBIM KOIOM, MOAAEPKHBAEMbIN
MHOTOYMCJIEHHBIM COOOLIECTBOM pa3paboTyukoB. Ecau Bl WM Balia
opraHM3anus npobyeTr npuMeHUTb Spark BrepBsbie, BaM MOXET ObITh UH-
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TepecHO y3HaThb HEMHOrO 00 MCTOpUHU 3TOro nmpoekta. IIpoekT Spark Ha-
yuHasca B 2009 roay Kak ucceqoBaTebCKUi, B Ja6OPaTOPUU CHCTEM
6bicTpoit paspaGoTku nmpuioxenuit RAD Lab Kanudopuuiickoro yuu-
Bepcutera (Bepkin), nosxHee nepermMenoBanHoit B AMPLab. Ilpexne
cotpyauuku jaboparopun ucnoss3zosand Hadoop MapReduce u mpu-
ILUTH K BBIBOAY, YTO Mozeab MapReduce HeacddekTHBHA A5 peanu3aluu
MTEPATUBHBIX 1 MHTEPAKTHBHBIX BHIYMCINTENbHBIX 3ana4. [IoaTomy c ca-
Moro Hayasa peitMBopk Spark MpoeKTHpOBaJICs C MPHILIEIOM Ha JOCTH-
XKeHHe MAaKCUMAJIbHOI TPOU3BOAUTEIHLHOCTH B UHTEPAKTUBHOM pEXUMe
¥l TIPU BBITNIOJIHEHUY UTEPATUBHBIX AJITOPUTMOB, YTO, B CBOIO OY€EpPEb, I10-
BJIEKJIO PeIM3aLMI0 HIeH XpaHEHUs JaHHBIX B MaMATH U 3(pHeKTUBHOI
00paboTKH OIUGOK.

Bckope nociie Hayasa pa6oTsl Hax mpoekToM B 2009 rony B akagemuye-
CKHMX Kpyrax MosiBUJIMCh NepBble cTaThu 0 Spark. Yike Torna ¢ppeiiMBopk
nokaseiBan 10—20-KkpaTHoe MPeBOCXOACTBO B cKopocTH Hag MapReduce
Ha HEKOTOPBIX 3a71ayax.

B uucne nepeix mosb3oBareneit Spark Gbuin ToMBKO JabopaTopuu
Kanudopuuiickoro yHusepcutera. K ux uucay, Hanpumep, OTHOCSTCS
uccenoBatesd B 06JacTd MalIMHHOrO oOydyeHusi U3 mpoekta Mobile
Millennium — oHu ucnosab3oBanu Spark K1 MOHUTOPUHTA U TPOTHO3HU-
poBaHus po6ok Ha noporax Can-Mpanuucko. OnHAKO B 04eHb KOPOTKOE
BpeMst Spark cTasu UCMOJIb30BaTh APYrue OPraHNU3alluy, U Ha CErOHAII-
H1il neHb Gosee 50 opraHu3auuit ykassiBaloT cebst Ha ctpanuue Spark
PoweredBy' u necartku apyrux 3asBiasioT o6 ucHosb3oBaHuu Spark
B criuckax cooburects, Takux Kak Spark Meetups? u Spark Summit®. ITo-
mumo KanudopHuiickoro yHusepcurera, B pa3paGotke Spark yyactsyior
taxoke Databricks, Yahoo! u Intel.

B 2011 rogy na6opatopus AMPLab npucrynuna x pa3paboTke BbicO-
KOYpPOBHEBBIX KOMIIOHEHTOB 1151 Spark, Takux kak Shark (Hive on Spark)*
1 Spark Streaming. T u Apyrue KOMIOHEHTHI HHOrAA Ha3bIBAIOT «CTeK
aHanu3a naHHbix U3 Bepkiau» (Berkeley Data Analytics Stack, BDAS)®.

Wcxonusiit kox Spark 6s11 otkpeiT B Mapte 2010 rozga u B utode 2013-ro
nepenan B doua Apache Software Foundation, rae npomosxkaer pa3su-
BaTbCsl U MO CeH IeHb.

http://bit.ly/1yx195p.
http://www.meetup.com/spark-users/.
http://spark-summit.org/.
Io3anee nmpoekt Shark 3amennn npoekt Spark SQL.
https://amplab.cs.berkeley.edu/software/.

Do w o -
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Bepcun Spark

C MoMeHTa co3aHus TPOEKT Spark akTMBHO pa3dBUBAETCSI COOOIIECTBOM,
KOTOpO€e NpOJOJIKAeT pPa3pacTaTbhCsi ¢ KaXKABIM BBIMYCKOM. B co3zmaHum
Bepcuu Spark 1.0 yuyactBoBanio Gosee 100 oTaenbHBIX pa3pabOTYUKOB.
HecMoTpst Ha poCT akTHBHOCTH, COOOIIECTBO MPOAOJIKAET BBIMYCKAaTh
oGHoBJIeHHble Bepcuu Spark Ha peryssipHoit ocHose. Bepcust Spark 1.0
BbliI1a B Mae 2014-ro. Ita KHUra B OCHOBHOM OXBaTbIBaeT Bepcuu Spark
1.1.0 u Bbiie, X0Ts 6OJBIIMHCTBO NpUMepoB Oyner paGorars u ¢ Gosee
PaHHUMMU BEPCHUSIMHU.

MexaH3Mbl XpaHeHUs1 AaHHbIX AAs Spark

Spark Moxer co3gaBath pacnperesieHHble HaGOPbl AAHHBIX M3 JIOOBIX
(aiinoB, xpaHsWMXCA B pacnpenejeHHoll ¢aiinosoit cucteme Hadoop
(HDFS) unu B apyrux cucteMax XpaHeHUs AAHHBIX, IOAEP>KUBAIOLINX
Hadoop API (Bxiiouas nokainbHylo (aiiioByio cucteMmy, Amazon S3,
Cassandra, Hive, HBase u ap.). Baxxno nomuuts, uto Spark He TpebGyer
nannuust Hadoop; oH npocto noanepxusaet B3auMozieHCTBHE C CUCTEMA-
MU XpaHeHUsl AaHHbIX, peanudyouux Hadoop API. Spark noanepxusaer
TekcTOBbIEe (hailsinl, paitibl SequenceFile, Avro, Parquet u sito6bie apyrie
¢dopmarsl, noaaepxxuBaembie Hadoop. IIpueMsr ucnosnb3oBanus 3TUX Uc-
TOYHUKOB JaHHbIX OYIyT pacCCMaTpPUBAThCS B IJIABE J.
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3arpy3Ka
N HBCTPOWNKa Spark

B 3T0ii rs1aBe MBI PaCCMOTPUM TIPOLIECC 3arPY3KU U HACTPOMKH Spark muist
paboThI B JIOKAJIbHOM peXHMeE Ha eANHCTBEHHOM KOMITbIOTEpe. JTa IJ1aBa
HaMKCaHa [ BCEX, KTO TOJIBKO NPUCTYMNAET K U3ydeHuIo Spark, BK/ouas
HccienoBaTesied TaHHBIX U MHXXEHEePOB.

OyHKUMOHAIBHBIE BOBMOXHOCTU Spark MOXXHO MCIOJIb30BaTh B MPO-
rpammax Ha Python, Java unu Scala. [Ins ycnemHoro ycBoenus cBeaeHuit
U3 3TOH KHUTH HeoOs13aTeIbHO ObITh OINBITHBIM MPOrPAMMUCTOM, HO BCe
’Ke 3HaHUe 6a30BOr0 CMHTAKCHCA XOTs1 Obl OJHOTO U3 3TUX S3BIKOB Oyzer
KaK HeJib3s1 KcTaTh. Mbl Oy/ieM BKJIIOYATh MPUMEpBI HA BCEX 3THX sI3bIKAX,
TZie TOJIBKO BO3MOXKHO.

Cam dpeiimBopk Spark Hanucan Ha Scala v BbimosiHsieTcs: o ynpas-
JIeHUeM BUPTYaJbHOI MainuHel Java (Java Virtual Machine, JVM). Uto-
6bl 3amycTuth Spark Ha HOyTOyKe MJIM B KJIACTEPE, NOCTATOYHO JIMIIb
YCTAaHOBUTH Java Bepcuu 6 uiu Beiie. Eciu Bbl npeanouyuntaete Python
API, Bam notpebyetcst unteprnperatop Python (Bepcuu 2.6 uin Bbiie).
B HacTosimee Bpems Spark He nogaepxusaet Python 3.

3arpy3ka Spark

[TepBbIM WIaroM K KCIOJIb30BaHUIO Spark sIBJISIOTCS €ro 3arpy3ka u pac-
nakoBka. /laBaiiTe HaYHEeM ¢ 3arpy3kHu INocJiefIHell CKOMITUJIMPOBaHHOM
sepcuu Spark. OTkpoiite B 6pay3epe cTpaHuiy http://spark.apache.org/
downloads.html, BbibepuTe THI MakeTta Pre-built for Hadoop 2.4 and later
(CkoMnuinpoBaHHas Bepcusi ¢ nopaepxkoit Hadoop 2.4) u tun 3arpys-
ku Direct Download (HenocpenctBeHHas 3arpyska). 3aTteM ILeJKHHUTE Ha
CCBIJIKE HYKe, YTOOBI 3arpy3uTh cokathiil TAR-daitn, unu mapbonr, c ume-
HeM spark-1.2.0-bin-hadoop2.4.tgz.

7™ Tlonb3oBaresn Windows MOTyT CTOJIKHYTbCS € MPOOJIEMO TP YCTAHOBKE
.7/ Spark B kaTaJsor, Mst KOTOpPOro coaepxuT npobessl. [loatomy ycranaBau-
Baiite Spark B karaJsior ¢ umetem 6e3 npobesios (Hanpumep, C:\spark).

F/'
-
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s ycraHoBkM Spark HeobsizatessHo umerb Hadoop, Ho ecan y Bac
yKe HMeeTCs HacTpoeHHbli kinactep Hadoop uiu ycraHoBieHa noauepx-
ka HDFS, Bbibupaiite a/is 3arpy3ku COOTBETCTBYyMoLIyl0 Bepcuio. Ha
ctpaHule http://spark.apache.org/downloads.html MOXHO Take BbIOpaThb
IPYTOii THII AKeTa, HO UMeHa (aiIoB Oy T OTINYATHCSA HE3HAYUTEBHO.
BoaMoxHa Takxe cOOpKa U3 UCXOAHBIX TEKCTOB; IIOCJIEHION BEPCHIO HC-
XOIHBIX TEKCTOB MOXKHO MOJIyYyuTb U3 penosutopus GitHub wiu Bribpas
tun nakera Source Code (VcxoaHblit ko) Ha CTpaHUIIE 3arPy3KH.

[

+ ™ DBonbumHcTBO Bepcuit Unix u Linux, Bkioyass Mac OS X, yxe umeiot
“../ TIPeNyCTaHOBJIEHHBI HHCTPYMEHT KOMAHAHON CTPOKH tar AJsl pacakoBKH
TAR-¢aiinos. Eciu B Baueii onepauioHHOIi cHCTEMe OTCYTCTBYET KOMaHAa
tar, nonpoOyiite HailTh B VIHTepHeTe CBOGOAHBIH MHCTPYMEHT PacakoBKH
TAR-apxuBos, Hanipumep 7-Zip aist Windows.

3arpysus ¢aitn apxusa c ¢ppeiimBopkoM Spark, naBaiite pacnakyem ero
Y TIOCMOTDUM, YTO BXOAUT B COCTaB AUCTPUOyTHBA Mo yMmosdaHuio. s
3TOrO OTKPOMTE OKHO TEPMMHAJIA, EPEeHaNTe B KaTaJIor, Kyia Oblia Bbl-
noJiHeHa 3arpyska Spark, u pacnakyiite daitn. B pesyasrare 6ymer co3aan
HOBBIIl KaTaJlor C TeM e UMeHeM, Ho 6e3 paciuupenus .tgz. [lepeitaure
B 3TOT KaTaJIOT ¥ MOCMOTPHUTE, UTO B HEM COAEPXKUTCA. [J1s1 3TOr0 MOXKHO
BBIMOJIHUTD CJIEAYIOLIMEe KOMAHIbL:

cd ~

tar -xf spark-1.2.0-bin-hadoop2.4.tgz
cd spark-1.2.0-bin-hadoop2.4

1s

@uar x B KOMaH/ie tar coob1aeT apXuBaToOPY, YTO OH JOJIXKEH U3BJI€Yb
(paitnibl U3 apxuBa, a ¢iar f onpenenser uMmsa tapbosaa. Komanaa 1s Bbi-
BOJUT CONEP>KUMOE KaTasora. PaccMOTpUM Ha3HaueHHe HEKOTOPBIX Hau-
6oJiee BaXKHbIX (DaiJIOB U KATaJIOTOB:

O README.md — comepXUT KpaTKMe€ WMHCTPYKUMH O HACTPOHKe

Spark;

O  bin — conepxut BhINOIHSIEMBbIE (DALJIbI, KOTOPbIE MOXHO UCIIOIB30-
BaTb /1 B3auMozeiicTBuii ¢ ¢ppeitMBopkom Spark (cpeau HuX, Ha-
npuMep, KoMaHaHas 060J04ka Spark, 0 KOTOpO#i pacCKa3bIBaeTCst
Jlajiee B 3TOM IJIaBe);
core, streaming, python, ... — coliep>XaT UCXOAHBINA KOJ OCHOBHBIX
KOMIIOHEHTOB MNpoekTa Spark;
examples — CONEPXXUT NPUMEPHI PEATU3ALUN HEKOTOPBIX PACIPO-
CTpPaHEHHBIX 3a/1a4, KOTOPblE MOXHO ONMpPOO0BATh U UCIOJIb30BATh
1t udyyenus: Spark API.



BeenaeHme B koMaHAHbIE 0BoAoHKM Spark anst Pythonn Scala <« 29

[Tycte Bac He BosHyeT 60J1b110€ YNCIO (haiiyIOB M KaTaJOroB B IPOEKTE
Spark; MbI O3HAKOMUMCS ¢ 6OJIBIIMHCTBOM U3 HUX Jajiee B 3TOM KHWTe.
A Temepb AaBaiiTe cpa3y e MOMpobyeM BOCIOJb30BATHCS KOMaHIHBIMU
o6osnoukamu Spark s Python u Scala. /s nayana nonsitaemcs 3amyc-
TUTb HEKOTODBIE TIPUMEPBI, BXOASIINE B COCTaB AUCTPUOYTHBA. 3aTeM Ha-
MHIIEM, CKOMITUJIMPYEM M BBINIOJHUM COGCTBEHHYIO POCTEHBKYIO 3a/1auYy.

Bce onepauuu B 3T0ii r1aBe GyayT BHINOAHATHCA B Spark, neficTByto-
1IEM B JIOKANbHOM PeXcuMe, TO €CTb B Hepaclpele/leHHOM pexXuMe — Ha
€IMHCTBEHHOM KoMIbloTepe. Spark MoxkeT paGoTaTh B HECKOJIBKUX pa3-
HBIX PeXMMaXx, WK OKPYXeHUsX. [IoMUMO JIOKanbHOTO pexuma, Spark
MOJXET TaKXKe BBITIOJIHATbCS Mo ynpasieHreM Mesos, YARN u co6cTBeH-
HOTO aBTOHOMHOrO maaHupoBumka Standalone Scheduler. IToapo6uee
0 Pa3HbIX PEXXHUMaX BHINOJHEHHS PACCKa3bIBAaeTCs B IJ1aBe 7.

BeeaeHne B8 KOMaHAHble obono4dkn Spark
AN Python u Scala

B cocras auctpubytusa Spark BXoAST MHTEpaKTHBHBIE KOMAHAHBIE 060-
nouku (shell), mo3BossioMEe BHIMOMHATH CIEUUATU3UPOBAHHbBIE BUIbI
aHam3a. Komanaubie o6osouku Spark HamomuHawoor jo0ble apyrue
KOMaH/JHbIe 060JI0YKH, TAKHE KaK, HalpuMep, KoMaHIHble 060/104KkH R,
Python u Scala unu naxxe koMaHaHbIE 060JIOUKH OIEPALIMOHHBIX CUCTEM,
nonyctuM Bash unu «Komanauas ctpoka» B Windows.

OnHaxo, B OT/IMYME OT GONBIIMHCTBA APYTHX 060JI0Y€EK, TIO3BOSIOIMX
MaHHUITyIMPOBATh JaHHBIMU Ha JUCKE U B TaMSITH € JUHCTBEHHOTO KOMITbIO-
Tepa, 060104KK Spark 13T BO3MOXKHOCTb OIMEPUPOBATh JaHHBIMH, Pac-
npezieJIEHHbIMU 110 HECKOJIBKMM KOMITBIOTEPAM, TIPH 3TOM BCE CJIOXKHOCTH,
CBSI3aHHBIE C paclpeeIeHHbIM JOCTYIOM, GepeT Ha cebst Spark.

Tak kak Spark MoxeT 3arpy>kaTh JaHHbIE B TAMSATb Ha MHOXECTBE pa-
60YMX y3J10B, MHOTHE Paclipe/ie/IeHHbIe BHIYMCIEHHUS, JaXe Ha MacCUBAX
NaHHBIX, 3aHUMAIOMUX TepabailThl, PaclpeneNeHHbIX MEXLY MecsITKa-
MH KOMITBIOTEPOB, BBIMOJIHSIIOTCS BCETO HECKOJIBKO CEKYHI. DTO JAeJIaeT
KOMaHAHY10 060/104Ky Spark BrosiHe IPUrOAHOM AJIS1 CCIIEI0BaHMUS aH-
HBIX B UHTEPAKTUBHOM pexxuMe. Spark npexocrasisier 060104KkH 17151 060-
ux s13b1k0B, Python u Scala, koTopble ¢ ycrnexoM MOTyT UCIIOB30BATHCS
B KJlacTepax.

£y BosbLUMHCTBO NPUMEPOB B 3TOIl KHHUre HaMKMCaHbI Ha BCeX A3bIKaX, MOep-
./ KuBaembix bpeitMBOpKkoM Spark, HO MHTePAKTHBHbIE KOMAH/HBIE OGOIOUKH
AoCTynHbl TobKO Asi Python u Scala. Tak kak 060104Ky OYeHb yI06HO
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HCNOJIb30BaTh 151 u3yyeHusi API, Mbl pekoMeHayeM U3Y4YUTb OIMH U3 3THUX
NIBYX SI3bIKOB, [IaXKe eCJIM Bbl 3aHMMaeTeCh pa3paboTKOii Ha Java, MOTOMY YTO
IUIs1 BCeX S13bIKOB NMOJIePXKUBAIOTCs Moxoxxue APL.

IIporie Bcero npoaeMOHCTPUPOBATh MOIILb KOMaHAHOM 060104KH Spark
Ha NpUMepe BBINOJHEHUsT OJHOrO U3 NPOCTHIX BUAOB aHanu3a. [laBaiite
pPaccMOTPUM MPUMEP M3 HayalbHOro pykoBoacTBa «Quick Start Guide»!
B oulMaIbHOIM JOKyMeHTauuu K Spark.

ChauaJia 3amycTUTe OQHY M3 KOMaHAHBIX o6osodek Spark. Uto6sl 3a-
IIyCTUTb KOMaHAHYI0 0607104Ky a7 Python, KoTopyio TakKe Ha3bIBAIOT
PySpark Shell, nepeiinure B kaTtasor ycranoBku Spark u BbImosHUTE
KOMaHZy:

bin/pyspark

(Wnu bin\pyspark B8 Windows.) UTo6s! 3anycTUTh KOMaHAHYIO 0O0JIOYKY
nJist Scala, BeIIOTHUTE:

bin/spark-shell

B TeueHue HECKOIbKUX CEKYH/ B OKHE TEPMHHAJA JOJDKHO MOSIBUTHCS
npuriamenue Kk BBoxy. Korma o6os0uyka 3anycTuTcst, Bbl JOJKHBI YBH-
IeTb MHOXeCTBO coobuieHnit. Bam MoxeT noHazoOMTbCST HaXaTh KJa-
Buuly Enter, yTo6bI OYHCTUTH OKHO M BBIBECTH MPHIJIAllEHHE K BBOLY.
Ha puc. 2.1 nokasaHo, Kak BBIIJISIAUT NPUTJIALIEHHUE K BBOAY B 000I04Ke
PySpark Shell.

KoMy-To Takue HayajabHblE COOOIIEHUS] MOTYT 10KA3aThCsl U3JIMIIHH-
MM WJIM aXKe pasgpakaloiMi. Bel MoxxeTe n36aBUTHCS OT HUX, CO31aB
B Kartasiore conf aiin ¢ umenem logdj.properties. Pazpabotunku Spark
yXe BKJIOYMIM B AUCTPUOYTUB 1wabsoH 3Toro ¢aiina ¢ umenem logdj.
properties.template. YTOObl YMEHBIIUTH YUCJIO BHIBOAUMBIX COOOLIEHUH,
ckonupyiite conepxumoe taitna conf/logdj.properties.template B daiin
conf/logdj.properties n HaliinTe B HEM CJIEAYIONIYIO CTPOKY:

log4j.rootCategory=INFO, console

YMeHblIMTE YPOBEHb MOAPOOHOCTH TaK, YTOOBI BHIBOAMJIMCH TOJbKO
coob1ieHust ¢ ypoBHeM WARN:

log4j.rootCategory=WARN, console

Ecau nocsie 3T0ro BHOBb 3amyCTUTh KOMAHAHYIO 000JI0YKY, Bbl YBUAHU-
Te, YTO YUCJIO COODIIEHUI YMEHBILMIIOCH, KAK TOKa3aHO Ha puc. 2.2.

http://spark.apache.org/docs/latest/quick-start.html.
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Ucnonb3osanue IPython

IPython — yayunienHast koMaHaHas o6osouka Python, nosnb3youiascs 3a-
CJIy>KEHHOM MOMyJISIPHOCTBIO Cpeay nosb3osateieil Python u npennararo-
[asi Takue 0COOEHHOCTH, KaK aBTOONOJIHEHUE KOMaHA. VIHCTpyKUMH 1o
YCTaHOBKE MOXXHO HalTH 1O ajapecy http://ipython.org. O6osouky IPython
MOXHO MCI0JIb30BaTh COBMECTHO C ()peMBOPKOM Spark, /st yero HyXHO
MPUCBOUTH NepeMEHHON OKpY>keHUst IPYTHON 3HaueHue 1:

IPYTHON=1 ./bin/pyspark

Yrobbl 3apeiictBoBath [Python Notebook — Be6-sepcuio IPython, Bbimon-
HUTE KOMaHAy:

IPYTHON_OPTS="notebook" ./bin/pyspark
B Windows ycTaHOBHTE NepeMEHHYIO U 3alyCTUTE 000JI0YKY:

set IPYTHON=1
bin\pyspark

B Spark Bbrunc/ieHHsT BbIPAXKAIOTCSI B BUZIE ONEPALIU C pacipeesieH-
HBIMM KOJJIEKLIUSIMHA, KOTOPbIE aBTOMATHYECKH pachapasIeTuBalOTCs
B KJlacTepe. DTH KOJUIEKLUUW Ha3bIBAIOTCS YCMOUUUBLIMU pACHpedeneH-
Howmu Habopamu dannvix (Resilient Distributed Datasets, RDD). Habopbi
RDD - ato dbyHnamenTtanbHas abctpakuus B Spark, ucnosib3yemast 1ist
NpEACTaBJIEHUs PACTIPEAEJEHHBIX JAaHHBIX ¥ BBIUNCIIEHH .

[Ipexxne yeM nepeiTn K o6CyxaeHnio ocobenHocTeil Habopos RDD,
[aBaiiTe CO3MaANM OfMH TaKOWH HAGOP B KOMaHIHOI 060JI0YKE HA OCHOBE
TEKCTOBOTO (haiijia U BBIMOJHUM KaKOU-HMOYAb OYeHb MPOCTOM aHaAIM3,
Kak noka3saHo B npumepe 2.1 nyst Python niu B npumepe 2.2 mist Scala.

Mpumep 2.1 < MopacueT cTpok Ha Python

>>> lines = sc.textFile("README.md") # Cospmate RDD c uMeHeM lines
>>> lines.count() # [omcumMraTb umcio 3neMeHTOB B RDD

127

>>> lines.first()  # llepBwit anemeHT B RDD, TO ecTb MepBas CTpOKa

# B README.md

u’# Apache Spark’

Mpumep 2.2 « MopcueT cTpok Ha Scala

scala> val lines = sc.textFile("README.md") // Cosparb RDD c uMeHeMm lines
lines: spark.RDD[String] = MappedRDD...]

scala> lines.count() // MomcuMraTh YMCJIO 3j1eMEHTOB B RDD
res0: Long = 127

scala> lines.first() // Mepsedt anemeHT B RDD, TO ecTb nepBas CTPOKa

// B README.md

resl: String = # Apache Spark
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Yr06b1 BLIHTH U3 0007104KH, HaXXMUTEe KOMOMHauio Ctrl-D.

<™ TlompoOHee 3TH nmpuUMepbl Mbl OOCYAMM B rjaBe 7, TeEM He MeHee Bbl MOT-
U JIM 3aMETHUTb OJIHO U3 coobLIeHmit: INFO SparkUI: Started SparkUI at http://
“  [ipaddress]:4040. Bbl MoxeTe 06paTUTbCS K rpacduueckoMy HHTepdeiicy
Spark UI (To ectb k Be6-uHTepdeiicy) no ykazaHHOMY afpecy U yBUAETb
BCI0 HH(GOPMAaLMIO 0 CBOMX 3a/]aYaxX U KJIacTepe.

3

B npumepax 2.1 u 2.2 onpeznensiercsi nepeMeHHas lines, npeacrasisio-
wast Habop RDD, co3nanusiil u3 tekcrosoro daitna. C Habopom RDD
MOJXHO BBINOJIHSATh Pa3HOOOpa3Hble Napaie/ibHble ONepPaly, TAKHE KaK
TNOACYET YHCJIa 3JIeMEHTOB (B JaHHOM CJIyyae CTPOK B TeKCTOBOM daiie),
VI BBIBECTH MepBblil 3jieMeHT. Bosiee noapo6Ho Habopsr RDD 6yayT
06CyKIaThCsI B MOCJIEAYIOIIMX [JIaBaX, HO MPeX/ie JaBaiiTe MOTPATUM He-
MHOTO BpDEMEHH Ha 3HAKOMCTBO C OCHOBHBIMM NMOHATHsAMHU Spark.

BeeaeHne B OCHOBHble NoHaTUSN Spark

Teneps, mocse omnpo6oBaHUsT MEPBOrO MpPUMEPA B3aUMOIENUCTBUS
¢ ppeitMmBopkom Spark U3 mporpaMMHOro Koza, MOXHO NPUCTYMaTh K 60-
Jiee IETaJIbHOMY MCCJIEIOBAaHUIO IIPHEMOB MPOrPaMMHPOBAHMSI.

B obwem cayuyae smo6oe npunoxeHue Ha ocHoBe Spark coctout u3
npozpammui-Opatieepa (driver program), KOTOPBIii 3aIlyCKaeT pa3uuyHble
napaJjuleJibHble Onepaluy B Kjaactepe. [[paiiBep cogepXuT GyHKIUIO main
TIPWJIOXKEHUST M ONpeNessieT pachpejeieHHble HAbopbl JaHHBIX, a 3aTEM
NpUMeEHSsIeT K HUM Pa3jIMyHble onepauuu. B mpeabiaymux npumepax posb
IpaiiBepa BBITMIOJIHSIET CaMa KOMaHHas o6osiouka Spark, 6;1arogapst uemy
MOJHO POCTO BBOJUTb JKeJIaeMble OINepalHH.

Jpaiisep obpamaercs k Spark mocpeacrBom o6bekta SparkContext,
TNPEACTABJISIOILETO COeITHEHHE C BBIYMCIUTENbHBIM K1acTepoM. Komana-
Hast 060s10uKa Spark aBTOMaTHYeCKH co3zaeT o6beKT SparkContext B Bume
nepeMeHHOM ¢ uMeHeM sc. [TonpoOyiiTe BBeCTH UMs SC, YTOOBI MIOJYYUTD
€ro THII, KaK MOKa3aHo B mpumepe 2.3.

Mpumep 2.3 < UccneposBaHMe nepeMeHHOM SC

>>> sc
<pyspark.context.SparkContext object at 0x1025b8£90>

Nmes o6bexT SparkContext, MoxHO co3gaBaTbh Habopsl RDD. B nmpume-
pax 2.1 u 2.2 ¢ 3701 11eJbIO BbI3bIBAJICS METOZ SC.textFile (), cosmaromiumii
RDD, koropbrii npeacrapiisieT cTpokyu U3 TekcToBoro daiina. [Tocie cos-
naHusi Habopa MOYKHO MPUCTYIATh K BBINOJHEHUIO Pa3HOOOpa3HbIX oOre-
paluii co cTpokaMH, TaKHUX Kak count ().
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Jl11s1 BBIMOJIHEHHUS ATUX ONEPALUi ApaiiBepbl 0ObIYHO UCIIOIB3YIOT HE-
CKOJIbKO y3J10B (nodes), KOTOpble Ha3bIBAIOT UCHOAHUMENIMU (€XeCULOTS).
Hanpumep, ecin 6b1 onepaliysi count () BbINOJIHSIIACH B KJIaCTEPE, Pa3Hble
MalllHBl MOIJIM Obl BBIMOJHATH MOJACYET CTPOK B PasHbIX ¢parMeHTax
daiina. Tak Kak Mbl HCIOJb30BANIH KOMaHAHY10 06omouky Spark Ha Jo-
KaJIbHOM KOMIIbIOTEpE, BCs1 paboTa BBIMNOJIHSIACH HA OJTHOM KOMIIBIOTEDE,
HO Ty XK€ CaMyl0 KOMaHIHYI0 000JI0YKY MOXHO MOJKJIIOYMTh K KJacTe-
PY Y BBINOJHUTDb aHAJIN3 C PUMEHEeHHeM NapaJljieJbHbIX onepauuii. Ha
puc. 2.3 noka3saHo, kak aeictByet Spark B knacrepe.

Pa6ouwnii yaen

Wcnonuutenn

| | 3ananme M
Mporpamma-apaiisep y / - -

‘_.
SparkContext |

Pab6ouwit ysen v

Wcnonuurenn

Puc. 2.3 « KoMNoHeHTbI
pacnpeneneHHoro BbinonHeHns B Spark

Haxoneun, 3HauunresnbHas yactb Spark API Tak ninu vHaue cBsi3aHa C ne-
penaueii pyHKIMIA B OnepaTopsl A UX BBINOJHEHUs B KjacTepe. Tak,
Mbl MOTJIH Obl IOMOJIHUTH puMep aHanu3a daitna README onepauueii
¢bunsTpauMu CTpPOK, CKaxkeM, 1o cyioBy Python, kak noka3aHO B pUMe-
pe 2.4 (nnst Python) u B npumepe 2.5 (m1st Scala).

Mpumep 2.4 <+ MNpumep dunsTpaumm Ha Python

>>> lines = sc.textFile ("README.md")

>>> pythonlines = lines.filter (lambda line: "Python" in line)
>>> pythonLines.first()

u’## Interactive Python Shell’

Mpumep 2.5 < MNpumep dunbTpaumm Ha Scala

scala> val lines = sc.textFile("README.md") // Co3smath RDD c umeHem lines
lines: spark.RDD[String] = MappedRDD]...]

scala> val pythonLines = lines.filter(line => line.contains("Python"))
pythonLines: spark.RDD[String] = FilteredRDD[...]

scala> pythonLines.first()
res0: String = ## Interactive Python Shell
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Mepenava dpyHkunii 8 Spark

st Tex, KTO He 3HAKOM C CUHTAKCHMCOM lambda WM =>, UCMIOJIb3YEeMbIM B MPU-
Mepax 2.4 U 2.5, OTMETHM, YTO 3TO CaMblii MPOCTOI crnocob onpeaeseHus
BcTpauBaeMbIx PyHKLHU B i3bikax Python u Scala. ITpu ucnosnszoBannu Spark
B MPOrpaMMax Ha 3THX I3bIKaX MOXHO TaKXe ONpeaessTh 0ObluHble GYHKIUU
W nepefiaBaTh UX UMeHa. Hanpumep, Ha Python:

def hasPython(line):
return "Python" in line

pythonLines = lines.filter (hasPython)

[Tepenauy pynxumii B Spark MoXHO Tak)ke OpPraHM30BaTh B MPOrPaAMMHOM KOJe
Ha Java, HO B 3TOM cJ1y4yae UX Heo6X0aUMO 0(HOPMJISATH B BH/IE KJIACCOB, peau-
syoumx uHTepgeiic Function. Hanpumep:

JavaRDD<String> pythonLines = lines.filter(
new Function<String, Boolean>() {
Boolean call(String line) { return line.contains("Python"); }
}
)i

B Java 8 noasepxxuBaetcs 6osiee KpaTKUI CHHTAKCHUC ASMO0a-8blpaiceHul, Ko-
TOPBIii BHITISIAUT MOA06HO CMHTAKCHCY B si3bikax Python u Scala. Bor kak BbI-
MISANT KOJI, UCTIOJIb3YIOIMIA 3TOT CHHTAKCHUC:

JavaRDD<String> pythonLines =
lines.filter(line -> line.contains("Python"));

[Tonpo6uee o Mexanu3me nepenayy GyHKUMIT pacckasbiBaeTcs B paszese «Ile-
penaya ¢pyHkuwmii B Spark» B riase 3.

[onpoGuee Spark API 6yner paccMaTpuBaThCs B CJEYIOIUX [JIABaX,
a MoKa 3aMETHM, YTO ero MOIb B 3HAYUTEIbHONU Mepe OOBSICHSIETCS BO3-
MOXHOCTbBIO IPDMMEHEHMsI ONepaluii, IPUHUMAIOLUINX MOJIb30BATEIbCKHE
byHkIMY, TakuX Kak filter, Takke CIIOCOGHBIX BHIMOJIHSTHCS Napajlielib-
HO B kactepe. To ectb Spark aBToMaTHyecKy MPUHKUMAET Bally GyHKLUUIO
(nampumep, line.contains("Python")) u mepenaer ee y3jaM-HCIOJHUTE-
JsaM. Biarogapst aToMy MOXHO nMcaTh KO AJ1s1 eIMHCTBEHHOTO JpaiiBepa
Y aBTOMaTHYeCKH ITOJIyYHUTh BOZMOXXHOCTD BBIIIOJHEHHSI €70 HA MHOXKECT-
Be y3i0B. [leransHo RDD API paccmarpuBaercs B riase 3.

ABTOHOMHbIE NPUAOKEHUS]

B 3akiroueHmne kpatkoro o63opa Bo3aMoxkHocTel ¢peiiMBopka Spark pac-
CMOTPHM, KaK MCIOJIb30BaTh €r0 B aBTOHOMHBIX nporpamMax. [Tomumo
MCIIOJIb30BAaHUS MHTEPAKTUBHOM 0060s10ukH, dpeitMBopk Spark MoxxHO
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CKOMIIOHOBATh C aBBTOHOMHBIM NPUJIOKEHNEM Ha Java, Scala unu Python.
OCHOBHOE OTJMYME TaKUX MPHJIOKEHUH 3aKJII0YaeTcss B HEOOXOAMMO-
CTM BPYYHYIO CO3[aBaTb M HMHHULUHAIN3UPOBATh COOCTBEHHDIH OOBEKT
SparkContext. B ocrasbHOM ucnosb3yercs Bce TOT xe APL

[pouenypa KOMOOHOBKM ¢ (ppeiiMBOpKOM Spark 3aBuCHT OT si3bIKa
nporpammupoBanus. B Java u Scala mocraToyHo ompenenuts 3aBUCH-
MOCTb OT apredaxra spark-core B cucreme c6opku Maven. /st Bepcun
Spark 1.2.0, koTopas 6bl1a nMocjaeaHe Ha MOMEHT HAMCAHUS ITUX CTPOK,
ornpezieJieHHe 3aBUCUMOCTH B Maven BBITJISIENO TaK:

groupld = org.apache.spark
artifactld = spark-core_2.10
version = 1.2.0

Maven — momyjsipHbIi MHCTPYMEHT COODKM [Jis1 SI3bIKOB Ha OCHO-
Be JVM, nossossiomuii noakoyats 6uGIMOTEKH U3 0OLIENOCTYITHBIX
peno3urtopueB. [isi cOOPKU CBOMX NMPOEKTOB B MOXKETE HCIOJIb30BATDH
Maven uiu Apyrue MHCTPYMEHTBI, CIOCOOHDbIE pAbOTATb C PENO3UTOPUSI-
mu Maven, Bkiiioyasi MHCTpyMeHT sbt st Scala unu Gradle. IlonynsipHbie
MHTETPUPOBaHHbIE Ccpefibl pa3paboTky, Takue Kak Eclipse, Taxke namoT
BO3MOXKHOCTD BKJIIOYaThb B IPOEKTHI 3aBUCMMOCTH Maven.

IIpu ncnosnp3zoBannu Python He TpeGyeTcst BBINOMHATh KOMIIOHOBKY,
JOCTaTOYHO JIMLIb 3allyCKaTh TaKye MporpaMMbl C UCIIOJIb30BaHUEM Clie-
Hapust bin/spark-submit, Bxozmsimero B coctaB Spark. ItoT cuenapwmii as-
TOMaTHYECKH MOAKJIOYAET BCe HEOOXOAMMbIE 3aBUCHUMOCTH, HACTPanBast
OKpY>XeHue [ist ucroib3oBanus Spark Python API. ITpocro 3amyckaiite
CBOM IIPOrpaMMBl, KaK IMOKa3aHo B npuMepe 2.6.

Mpumep 2.6 < 3anyck nporpammsbl Ha Python
bin/spark-submit my script.py

(O6patute BHMMaHue, uTo B Windows BMecTo npsiMoro casma (/) caeny-
€T UCM0JIb30BaTh 00paTHblii i (\).)

Wuuuymanusauua SparkContext

[Tocsie KOMIIOHOBKHU TPUJIOXKEHUs ¢ PpeiMBOpKOM Spark HyKHO UM-
NOPTUPOBATh MakeThl Spark B mporpaMMy U co3aaTh 06bEKT KOHTEKCTA
SparkContext. /;nis aTOro cHayaja cjeqyeT co3aaTtbh oObekT SparkConf
[J11 HaCTPOMKU NPUJIOKEHUS U 3aTeM C ero MOMOIIbI0 CKOHCTPYUPO-

BaThb SparkContext. Kak ato mesnaercsi, 1eMOHCTPUPYIOT IIpuMepsI ¢ 2.7
no 2.9.
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Mpumep 2.7 < WHuumnanmnsaums Spark 8 Python
from pyspark import SparkConf, SparkContext

conf = SparkConf () .setMaster ("local").setAppName ("My App")
sc = SparkContext (conf = conf)

Mpumep 2.8 < MHuumnanunsaums Spark 8 Scala
import org.apache.spark.SparkConf

import org.apache.spark.SparkContext

import org.apache.spark.SparkContext.

val conf = new SparkConf () .setMaster("local").setAppName ("My App")
val sc = new SparkContext (conf)

Mpumep 2.9 < MHuumnanusaumusa Spark B Java

import org.apache.spark.SparkConf;
import org.apache.spark.api.java.JavaSparkContext;
SparkConf conf =

new SparkConf() .setMaster("local").setAppName ("My App");
JavaSparkContext sc = new JavaSparkContext (conf);

B 3Tux nmpumepax 1eMOHCTPUPYETCS MUHUMAJIbHO HEOOX0AUMast HHU-
unanu3aius SparkContext ¢ IByMsi mapaMeTpamH:

O adpec URL knacrepa, local B JTaHHBIX IIpUMEPAX, KOTOPbIit coob1a-
et dpeitMBopky Spark, kak moax/II0YUTHCS K KIactepy. Aapec local
MMeeT crelnuaabHoe 3HayeHue u coobuaer Spark, 4yTo omepanuu
JIOJKHBI BBIIIOJIHATBCS B OHOM [TOTOKE Ha JIOKaJIbHOM KOMIIbIOTE-
pe, 6€3 MOAKJIIOYEHNUS K KJIACTEPY;

O  ums npunoxenus, My App B IaHHBIX IpUMepax. ITO UMs OyIeT UieH-
TUGUIMPOBATh MPUJIOXKEHHe B rpaduueckoM HHTepdeiice ynpas-
JIEHUsI KJIaCTEPOM, TIPU BBIMIOJIHEHUU B KJIACTEPE.

C noMOIIbIO JOTIOJHUTEIBHBIX TAPAMETPOB MOXHO OINpEAEUTh, KaK
GyIeT BBIMOJHATHCSA NPUIOXKEHUWE, WJIW H00aBUTb KOA IJisA ITepeaadyu
B KJIACTEP, HO Nopo6Hee 06 3TOM MbI IOTOBOPUM B MOC/IEAYIOUIMX TJIaBax.

[Tocne nHMuManu3saunu SparkContext MOXKHO MPUCTYIATh K UCIIOJIB30-
BaHUIO JIIOOBIX €r0 METOIOB co3naHus Habopos RDD (Hanpumep, 3 TeKC-
TOBbIX (baiiJIOB) ¥ BBIMIOJHEHUS OIIEPALIUI C HUMH.

Haxownen, 3aBepimius pabory ¢ ¢peitmBopkoM Spark, MOXHO BbI3BaThb
Meton stop () oObekTa SparkContext MJIM MPOCTO BHIATH U3 MPUIIOXKEHUS
(HarpuMep, BbI30BOM System.exit (0) mim sys.exit()).

ITOro KpaTkoro 063opa A0JXKHO ObITh JOCTATOYHO, YTOOBI BBl CMOTJIH
CaMOCTOSITEJIBHO 3aIyCTUTh CBOE aBTOHOMHOE TIpUJIoXKeHue 1ist Spark Ha
HoyTOyKe. B rnaBe 7 o6cyxmaiorcst 60s€e CI0KHbIE BADMAHTBI HACTPOUA-
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KH, ONpEeAeNsolfe MOPSAA0K MOAKIIOUEHHs] NPUIOKEHHUsS! K KJacTepy,
BKJIIOYasi YIIAKOBKY [TPUJIOKEHHs], 4TOObI €r0 KO aBTOMAaTUYECKH Nepe/a-
BaJicsi Ha pabouue y3ubl (worker nodes). A noka obpaiaiitech K Hayab-
HoMy pykoBoAcTBY «Quick Start Guide»' B oduumanbHON 10KyMeHTaLUK
K Spark.

CGopka aBTOHOMHbIX NPUNOXEHWI

ITa BBOAHAS [JIaBa B KHUTE, MOCBALIEHHON OOJbIINM JAaHHBIM, He Oblia
Obl TOJIHOM G€e3 mpuMepa MmojcYeTa CJI0B. Peann3oBaTh MOACYET CJIOB Ha
€IMHCTBEHHOM KOMITBIOTEPE OYEHb MIPOCTO, HO B (peiMBOPKaX pacrpee-
JIEHHBIX BbIYHCJIEHHI BCE HE TaK IPOCTO, OTOMY YTO HEOGXOAUMO Opra-
HM30BaTh YTEHHE U 0ObENNHEHHE PE3YIbTATOB C MHOXKECTBa paboYnX y3-
Ji0B. [lasiee MbI OKaXKeM, Kak coOpaTh U yIaKoBaTh MPOCTOE MPUJIOKEHHE
TNoACYeTa CJIOB C MOMOLIBIO IBYX HHCTPYMEHTOB, sbt 1 Maven. Bcee Haum
IpYMEPbI MOXHO COGPaTh BMECTE, HO MJIsI POCTOTHI, YTOOBI YMEHDBIINTD
YHCJIO 3aBUCUMOCTEN 0 MUHHMMYMa, Mbl CO3/aji OTAEJbHbIE MPOEKTHI
B Kartasiore learning-sparkexamples/mini-complete-example, xoropbie npu-
BoasiTcs B mpuMepax 2.10 (asis1 Java) u 2.11 (ans Scala).

Mpumep 2.10 < MpunoxeHue noacyeTa cnos Ha Java — He NyranTecs,
€CNM 4TO-TO BaM HEMNOHATHO

// Cosmars SparkContext
SparkConf conf = new SparkConf () .setAppName ("wordCount");
JavaSparkContext sc = new JavaSparkContext (conf);
// 3arpy3uTb MCXOMOHHE NaHHHE.
JavaRDD<String> input = sc.textFile(inputFile);
// Pa3burh Ha crnosa.
JavaRDD<String> words = input.flatMap (
new FlatMapFunction<String, String>() {
public Iterable<String> call(String x) {
return Arrays.asList(x.split(" "));
b
// Tpeo6Gpa3oBaTh B Maph ¥ BHIMOJHUTH MOACYET.
JavaPairRDD<String, Integer> counts = words.mapToPair (
new PairFunction<String, String, Integer>(){
public Tuple2<String, Integer> call(String x){
return new Tuple2(x, 1);
}}) .reduceByKey (new Function2<Integer, Integer, Integer>()({
public Integer call(Integer x, Integer y){ return x + y;}});
// CoxXpaHuTb pe3ymbTaT B TEKCTOBEII (ain.
counts.saveAsTextFile (outputFile);

' http://spark.apache.org/docs/latest/quick-start.html.
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Mpumep 2.11 < lMpunoxeHue nogcyeTa cnoB. Ha Scala — He nyraTecs,
€CNn 4YTo-TO BaM HENOHATHO

// Cosmare SparkContext.

val conf = new SparkConf () .setAppName ("wordCount"

val sc = new SparkContext (conf)

// 3arpysutb UCXOmHHE HaHHHE.

val input = sc.textFile(inputFile)

// Pa3burb Ha cnoBa.

val words = input.flatMap(line => line.split(" "))

// TlpeobGpa3oBaTh B MApH ¥ BHIMOJHUTH MOACYET.

val counts = words.map (word => (word, 1)).reduceByKey(case (x, y) => x + y}
// CoXpaHuTh pe3ynbTaTH B TEKCTOBEHI dain.

counts.saveAsTextFile (outputFile)

Qaiinpl c60pKM 3TUX MPUIOKEHUN A1 060MX WHCTPYMEHTOB — sbt
(nmpumep 2.12) u Maven (npumep 2.13) — BBITISAAAT OYeHb NPOCTO. MBI
noMetnu 3asucumocts Spark Core kak provided, yto6bl moToM, Koraa
Oyzer ucnosnb3oBarbes (aitn-c6opka JAR, Mbl He BKIodanu JAR-daiin
spark-core, KOTOpBIit yXe HaXOAUTCA B yTH classpath Ha pabouux yanax.

Mpumep 2.12 < daiin c6opku ans sbt

name := "learning-spark-mini-example"
version := "0.0.1"
scalaVersion := "2.10.4"

// mononuurensHhe GubnMOTEKM
libraryDependencies ++= Seq(

"org.apache.spark" %% "spark-core" % "1.2.0" % "provided"
)

Mpumep 2.13 < dDaiin cbopkun ans Maven
<project>
<groupId>com.oreilly.learningsparkexamples.mini</groupId>
<artifactId>learning-spark-mini-example</artifactId>
<modelVersion>4.0.0</modelVersion>
<name>example</name>
<packaging>jar</packaging>
<version>0.0.1</version>
<dependencies>
<dependency> <!-- 3aBucumocTp Spark -->
<groupld>org.apache.spark</groupIld>
<artifactId>spark-core 2.10</artifactId>
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<version>1.2.0</version>
<scope>provided</scope>
</dependency>
</dependencies>
<properties>
<java.version>1.6</java.version>
</properties>
<build>
<pluginManagement>
<plugins>
<plugin>
<groupId>org.apache.maven.plugins</groupId>
<artifactId>maven-compiler-plugin</artifactId>
<version>3.1</version>
<configuration>
<source>${java.version}</source>
<target>${java.version}</target>
</configuration>
</plugin>
</plugins>
</pluginManagement>
</build>
</project>

¢y Tlaker spark-core nomeuen kak provided na ciyuait, ecru npuoxeHue
‘s 6yner ynakoBbiBaTbcs B (aitsn-cbopky JAR. ITogpo6Hee 06 aTom paccka3bi-
BaeTcs B Iy1aBe 7.

Onpenenus aitn c60pKH, MbI JIETKO CMOXEM YIAKOBAaTh IPHJIOXe-
HHE U 3aMyCKaTh €ro ¢ MOMOIIbIO ClieHapus bin/spark-submit. Cuexapuii
spark-submit HacTpauBaeT HECKOJIBKO MEPEMEHHBIX OKDYXEHHsI, UCTIOJIb-
3yeMbix ¢peiiMBopkom Spark. Haxoasicb B kartajiore mini-complete-
example, MoxHo cobpaTh 06a mpunoxenus:: mis Scala (nmpumep 2.14)
u Java (npumep 2.15).

Mpumep 2.14 < C60pKa 1 3anyck NpunoxeHns Ha Scala

sbt clean package

$SPARK_HOME/bin/spark-submit \
--class com.oreilly.learningsparkexamples.mini.scala.WordCount \
./target/... (as above) \
./README.md ./wordcounts

Mpumep 2.15 < C6opka 1 3anyck NpUNoxeHus Ha Java

mvn clean && mvn compile && mvn package
$SPARK HOME/bin/spark-submit \
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--class com.oreilly.learningsparkexamples.mini.java.WordCount \
./target/learning-spark-mini-example-0.0.1.jar \
./README.md ./wordcounts

Eie 60s1ee moapobHbie MpUMEPbI KOMIIOHOBKY NIPUJIOXKEHHI ¢ Pppeiim-
BOPKOM Spark MoXxHO HaiiTu B HayasbHOM pykoBoAcTBe «Quick Start
Guide»' B oduimansHoi nokymentauuu k Spark. ITonpobree 06 ynakos-
Ke NpuioxeHuit 11s Spark pacckasbiBaeTcs B riaBe 7.

B 3aknlo4eHue

B 3r0ii r1aBe BbI y3HaH, KaK 3arpy3uTh Spark, 3amyCTHTh Ha JIOKAJIbHOM
KOMIIbIOTEPE, KaK UCII0JIb30BaTh €r0 U3 HHTEPAKTUBHONW KOMaHIHOM 060-
JIOYKU U U3 aBTOHOMHOTO MPUJIOKeHUs1. MBI 1aiu KpaTkuii 0630p OCHOB-
HBIX TIOHATHUI, CBA3aHHBIX C NMpUMeHeHWeM ¢peiiMBopka Spark: npo-
rpaMMa-zipaiiBep cosgaet o6bekT SparkContext u Hab6opel RDD, a 3atem
BBHIMIOJIHSET NTapaJljiejIbHbIe ONepanuu ¢ 3TuMu Habopamu. B cienyrouteit
IJlaBe Mbl IOAPOGHEE PaCCMOTPHM, Kak JAeicTBYIOT Habopel RDD.

http://spark.apache.org/docs/latest/quick-start.html.
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NporpammmnposaHne
onepauuin c RDD

dTa raBa sIBJAsETCSl BBeleHHWeM B 6a3oBble abcTpakiuuu dpeiiMBopka
Spark, ucnons3yembie npu paboTe ¢ JAaHHBIMH, YCMOUUUBLIMU pacnpede-
nennvimu Habopamu dannvix (Resilient Distributed Datasets, RDD). Habop
RDD - 310 npocTo pacnpeneieHHas Kosuiekuus snementoB. Co6cTBeH-
Ho, Bcsi pabora Spark 3akioyaercst B co3faHHM HOBBIX, Pe0OPa30BaHNH
CYILECTBYIOLIMX WJIM BbIMOJHEHMH omepauuii ¢ Habopamu RDD. 3a ky-
Jucamu Spark aBTOMaTH4eCKHM pacrpelessieT faHHble B Habopax RDD
MeXIy KOMIbIOTEPAMH B KJIACTEPE M paclapasljiejIMBaeT BbIMOJHEHHE
onepaiuii HaJi HUMH,

VccnenoBarenn AaHHBIX U MHXKEHEPbI 0053aTeJIbHO JOJDKHBI TPOYH-
TaThb 3Ty IJ1aBy, NOTOMY 4TO Hab6opbl RDD siBaisiioTcst 6a30BBIM MOHATHEM
B Spark. Mbl HacTOSITEIbHO PEKOMEHAYEM, YTOOBI Bbl ONPOGOBAIM MPH-
Mepbl B MHTEPAKTUBHOM 060J10uKe (CM. paszen «BBeneHue B koMaHaHbIE
o6osiouku Spark ms Python u Scala» B rnase 2). Kpome Toro, ucxoaHsiii
KOJl BCE€X MPHUMEPOB [IJis 3TOi IJIaBbl MOXHO 3arpy3uUTh U3 PENO3UTOPUS
GitHub: https://github.com/databricks/learning-spark.

OcHosbl RDD

Ha6op RDD B Spark — 310 npocras, HeuaMeHsieMasi, paclpeeieHHast
Kosekius o6bekToB. Kaxapiit Habop RDD nenuTtcs Ha MHOKECTBO Yac-
Teil, KOTOpble MOryT 06pabaThIBaThCsl Pa3HbIMU y3JaMu B KiacTepe. Ha-
60pst RDD moryT conepxatb 06beKThI jito60ro Tuna Ha Python, Java uau
Scala, BkJitouasi 3k3eMILISIPbI 10JIb30BATEIbCKUX KJIACCOB.

[Tonb3oBatenu MoryTt co3znaBath RDD aByms crocobamu: 3arpyskast
BHellIHME HAbOPbl JAHHBIX WM PACTPENEsisl KOJUIEKIMHU OO bEKTOB (Ha-
NpUMeD, CIUCKH WM MHOXECTBa) BHYTPH NpOrpaMMbI-ApaiiBepa. Mbl
y>Ke BU/IeJIH, KaK MO>KHO 3arpy3uThb TEKCTOBbIH dails1 M TpeBpaTUTb ero co-
nepxumoe B Habop RDD ctpok Bei3oBoM MeToaa SparkContext . textFile ()
(cm. mpumep 3.1).
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Mpumep 3.1 < Co3paHue Habopa RDD cTpok Bbizosom textFile() B Python
>>> lines = sc.textFile ("README.md")

[MTocne coznanus RDD nosiBisieTcst BO3BMOXXHOCTH BBITNOJTHSATD IBa BUAA
ornepauuii: npeobpaszosanus (transformations) u deticmeus (actions).
IIpeobpasosanus cozpaior HoBble HaGopbl RDD Ha ocHOBe cyIecTByio-
mpx. [IpumMepoM TUNHYHOrO MPeo6pPa3oBaHUS MOXKET CJIYXKHUTb (DUIBTPA-
IIMs1 JAHHBIX MO 3alaHHOMY ycsioBuIo. IIpogoskast mpumep ¢ TeKCTOBBIM
daiisioM, MOXHO co3aaTh HOBBIH Habop RDD, xpaHsamuii TOJBKO CTPOKH
co cioBoM «Python», kak nokasano B npumepe 3.2.

MNpumep 3.2 < Bbi3zoB npeobpa3oBaHus filter()
>>> pythonLines = lines.filter (lambda line: "Python" in line)

[eticmeusi, HANPOTUB, BHIYUCIISIIOT PE3YyJIBTAT, HE CO3/1aBasi HOBBIX Ha-
6opos RDD, 1 BO3BpamaoT ero nporpaMMe-apaiBepy UK COXPAHSIOT BO
BHemHeM xpaHuiuiie (HanpuMmep, B HDFS). [Ipumepom neiictBus, ko-
TOPOE MBI YK€ BBITIOJIHSI/IM BBILIE, MOXET CIYXKHUTh BHI30B MeToza first (),
KOTOpBIii Bo3Bpaiaer nepsbiii aemMeHT RDD (cM. npumep 3.3).

Npumep 3.3 % Bbi3os aencreus first()

>>> pythonLines.first ()
u’## Interactive Python Shell’

[Ipeo6pa3oBaHus U AEACTBUSA OTJIMYAIOTCS CIIOCO60M 06pabGOTKM Ha-
6opoB RDD. [laxe npu TOM, yTo HOBbI Habop RDD moxHO co3agathb
B J11060if MOMeHT, Spark oTkJ1azpIBaeT (haKTHUECKOE €ro CO3aHue 10 MO-
MeHTa nepBoro oOpaileHus K Hemy. Ha nepBblit B3rsi, Takoe pelieHue
MOXET MOKa3aThCsl HEOOBIYHBIM, HO MpU paboTe ¢ GONBIIMMHU AaHHBIMU
OHO BBIIJIAANT GoJtee yeM pasymuo. Hanpumep, BepHeMcst k mpumMepam 3.1
1 3.2, tme onpenensicsa Habop RDD Ha ocHoBe TekcToBOro haiia u 3a-
TeM ussrpoBasics 1o caoBy «Python». Ecnu 661 Spark 3arpyxan u co-
XpaHsJ BCe CTPOKM M3 (haiiyla npu BBIMOJHEHUM MHCTPYKIMM lines =
sc.textFile(...), eMy mpuuUIOCH 6Bl BIIYCTYIO MIOTPATUTh 3HAYUTEJbHDII
06beM MaMsATH, 0OCOOEHHO €CJIM YYecTb, YTO CPa3y BCJIEX 32 CO3NaHUEM
Habopa BbINOIHsAETCs ero ¢puasrpaiusi. YTo6bl TAKOrO HE IPOUCXOAUIIO,
Spark BeIYMCAIsIET pe3ysbTAT, TOJBKO KOIZA BUAUT BCIO LEMOYKY TPe0s-
pasoBanuii. MakTUYeCKH, BBIMOJHSAS AeicTBue first (), Spark ckanupyer
ailn1, noka He HaiiieT NepBYIO CTPOKY, COOTBETCTBYIOILYIO YCJIOBHIO, — OH
JlaKe He YUTaeT Bech aii 1eJuKoM.

Haxownen, Ha6opst RDD no yMoJIYaHHUIO BBIYUCISIOTCS PPeRMBOPKOM
Spark 3aHOBO BCsAKMIA pa3, KOT/ia BBINOJIHSETCA OuepeHoe aeiicteue. Eciu
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NPeNOoJIaraeTcs UCI0Jb30BaTh OAUH U TOT XKe Habop RDD mist BbImOS-
HEHUsT HECKOJIbKUX JeUCTBUI, MOXKHO noTpe6oBaTh OT Spark coXpaHuTh
€ero BbI30BOM MeToza persist (). Coxpanutb Habop RDD M0XHO B pa3HbIX
MecTax, KoTopsle OyayT nepeunciensl B Tabs. 3.6. ITocse BbIYKCIEHUS
Ha6opa RDD B nepBblii pa3 Spark coxpanum ero coaepxvMMoe B NaMsTH
(o yacTsAM, Ha y3Jjax B KJaacTepe) U Oy/IeT UCIOoJIb30BaTh NPU BbIMOJIHE-
HUM TIOCJIenyIoInX AeiicTBUil. VIMeeTcss Takxke BO3MOXHOCTb COXPaHUTD
RDD Ha aucke. Takoe noBezneHue, Koraa o ymoadanuio Spark He coxpa-
HsieT Habop, TaKXKe BBITJISIAUT HEOOBIYHBIM, HO B 3TOM €CTb ONpeeIeHHbIH
cMbICT npu paboTte ¢ 6osbliMMu 06beMaMM AaHHBIX: ecau Habop RDD
HYX€EH [JIs1 TOJTyY€eHUs] eMUHCTBEHHOTO Pe3yJbTaTa U B AaJbHENILEM He
OyzeT UCI0JIb30BATHCSI, HET CMBIC/IA HAIPACHO PACXOI0BATh AMSTH'.

Ha npakTuke 4acTO MIpUXOAMTCS UCMOIb30BATh persist () aJs 3arpys-
KM NMOJMHOXKECTBA AAHHBIX B MaMATb U MOBTOPHOIO €r0 UCIOJIb30BAHMUSI.
Hanpumep, eciiu 651 Mbl 3Ha/H, YTO CO CTpoKamu u3 (ailzia README,
coiepkaliuMu c10Bo «Python», moTpebyeTcst BBINOJIHUTD HECKOJBKO

NeUCTBUM, Mbl MOTJIM Obl HamKMcaTh CIEHApUH, KaK II0Ka3aHO B MPUMe-
pe 3.4.

Mpumep 3.4 < CoxpaHeHue RDD B namatu
>>> pythonLines.persist

>>> pythonLines.count ()
2

>>> pythonLines.first()
u’## Interactive Python Shell’

HWtak, Bce nporpamMMsl Ha ocHoBe Spark U KoMaHIHbIE 000JIOYKH [ei-
CTBYIOT CJIEAYIOIIUM 00pa3oM:

1. CospnatoTcs HeKOTOpbie UcXoaHble Habopbl RDD U3 BHEIHUX JaH-
HBIX.

2. Ha ux ocHOBe co34al0TCsi HOBble HAbOpBI C MPUMEHEHHUEM MPeos-
pa3oBaHUil, TakuXx Kak filter ().

3. Ins moOblX TNPOMEXYTOYHBIX HaOOpOB, KOTOpPble MOTPEOYIOTCS
BITOCJIEZICTBHH, BbI3bIBAETCSI METOA persist ().

' B03MOXHOCTb MOBTOPHOTO BblYKMCIeHHs1 HabopoB RDD no ymosyanuio 06b-

SICHSIET, No4yeMy 3TH Habopbl HasbiBalOTCsl ycrodumBbiMu (resilient). Ecsm
KOMIbIOTEP, XpaHsLuii JaHHble u3 Habopa RDD, notepnut aBapuio, Spark Boc-
MOJIb3yeTCs1 3TOH BO3MOXKHOCTbIO M BBIYMCJIUT HEJOCTAIOLME YACTH HE3aMETHO
A5 TOJ1b30BaTesl.
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4. 3amyckarooTcs neiicTBHUs, TAKKe Kak count () ufirst (), koTopeie onTu-
MU3HUPYIOTCA U BBINOJHSAITCA ¢ppeiiMBopkoM Spark mapasienbHo
Ha HeCKOJIbKMX KOMIIbIOTepax B KJacTepe.

{ 3 Merton cache () meficTByeT Tak ke, kak MeToJ persist () ¢ ypoBHeM coxpaHe-

\zf HHUA O YMOJIYAHHUIO.

B ocrasueiicst yacTu ry1aBbl Mbl IIOAPOGHO UCCJIELYEM BCE 3TU 3TAIbI
Y MIOMY THO NO3HAKOMUMCSI C HanboJiee TUITMYHBIMU OTIePALMSIMU HAJ[ Ha-
6opamu RDD, kotopslie nomepxusaiorcs ¢ppeiimBopkom Spark.

Co3aaHve RDD

[TonnepxuBarorcs aBa cnocoba cospanus Habopos RDD: nyTem sarpysku
BHELIHUX HAbOPOB JaHHBIX M paclpe/ie/leHHeM KOJJIEKIMI B IpOrpaMMe-
npaiiBepe.

Camblit mpocToit crocob — B3sITh CYIIECTBYION[YIO KOJIJIEKIUIO U Mepe-
natb ee Metony parallelize () o6bekTa SparkContext, Kak MOKa3aHO B IPU-
Mepax ¢ 3.5 no 3.7. Takoii mogxox yno6HO MUCMOIB30BATh NPH U3YYEHHU
Spark, mockosbKy n03BosisieT GbICTPO CO3AaTh cOOCTBEHHBIH HaGop RDD
B KOMaHIHOH 060JI04Ke U MPUCTYIIUTh K BHIMOJHEHHUIO ONEPALMii C HUM.
Ho umeiite B Buay, 4TO Ha MPaKTHKE MOAOGHBIN IPUEM UCIIOJIb3YETCs 10-
CTAaTOYHO peaKo (0OBIYHO TOJIBKO JISl IPOBEPKH UIEH U TECTUPOBAHUA),
NOTOMY 4TO TpebyeT HaJIM4Ms B IAMSTH OJHOrO KOMIIbIOTEPA MOJIHOTO Ha-
60pa 1aHHBIX.

NMpumep 3.5 < Buizos meToaa parallelize() 8 Python
lines = sc.parallelize(["pandas", "i like pandas"])

Npumep 3.6 < Bui3os meToaa parallelize() B Scala
val lines = sc.parallelize(List("pandas", "i like pandas"))

Mpumep 3.7 <+ Buizos meTopaa parallelize() B Java

JavaRDD<String> lines = sc.parallelize(
Arrays.asList ("pandas", "i like pandas"));

Yaue na6opsl RDD co3namorcst myTem 3arpy3ky JaHHBIX U3 BHELUIHUX
ucroyHukoB. [logpoGHee 0 3arpy3ke JaHHBIX PACCKa3bIBAETCS B IJIaBe J.
OpnHako MBI yxe BUAENU OOUH U3 METOJOB, 3arpy’KalOIUN TEKCTOBBII
¢aiin kak Ha6op RDD crpok, SparkContext.textFile (), mpuMeHeHHE KO-
TOpOro nokasaHo B nmpumepax ¢ 3.8 mo 3.10.

Mpumep 3.8 < MeToq textFile() B Python
lines = sc.textFile("/path/to/README.md")
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MNpumep 3.9 < MeTop textFile() B Scala
val lines = sc.textFile("/path/to/README.md")

Mpumep 3.10 < MeTon textFile() B Java
JavaRDD<String> lines = sc.textFile("/path/to/README.md");

Onepauvn ¢ RDD

Kak yse orMeuasocs Bbiiiie, Habopbl RDD noanepkuBaioT Ba TUIIA Olle-
pauuii: npeobpaszoeanus v deticmeus. [IpeobpazoBaHusi — 3TO OnepaLuu
Hax HaGopamu RDD, BosBpamaiomue HoBble Habopsl RDD, Takue kak
map() u filter(). deiicTBUs — 3TO onepauuy, BO3BpalLAIOLMe Pe3yabTaT
B IPOrpaMMy-ZipaiiBep WM 3aKChIBAIOLIME €r0 B XPaHUIIUIIE, TAaKHe KaK
count () u first(). [IpeobpazoBaHusi U AEHCTBUS BBHIMOJHSAIOTCSA Gpeim-
BOpKOM Spark 10-pa3HOMY, II03TOMY O4Y€Hb Ba)KHO MIOHUMATb, KAKOW THII
ornepauuy Bbl COOMPAETECH BBIMONHATh. KOrna BO3HUKAIOT COMHEHHUS OT-
HOCHTEJIbHO THUIA ONEpPALMH, BHIMOJHIEMOH TOH MM MHOHM (PyHKIMe,
B3[JISIHUTE Ha TUI BO3BPAILAEMOro 3HAYEHUs: IpeoOpa3oBaHuUs BO3Bpa-
mwaoT Habopbl RDD, a neiicTBUs — naHHblE IPYTUX THIIOB.

Npeobpa3oBanua

[Ipeo6pasoBanusi — 3T0 omnepaiuu Hag Habopamu RDD, BosBpaiarno-
e HoBble HaGopsl RDD. Kak ormeuaercs B pasmene «OTiioxeHHble
BBIYMCJIEHUsI» HUXKE, BBIYUCIEHUE TpeoOpa3oBaHHbix HabopoB RDD ot-
KJIa/(bIBAETCSL 10 MOMEHTA, KOrZa K HUM OyIyT NpPUMEHEHbI NEHCTBUSL.
BonbnHCTBO Npeo6pa3oBaHUil BHIMOJIHSIOTCS NOINEMEHMHO, TO €CTh
npeoOpa3oBaHKUsIM IIOJBEPralOTCsl 3JEMEHTHI MO OTAENBHOCTH, HO 3TO
OTHOCHUTCSI He KO BceM npeobpasoBanusM. Hanpumep, npeacTaBbre, 4yTo
umMeeTcst pails sxypHaa [og.txt Co MHOXECTBOM COOOIIeH It U HaM Tpeby-
eTCs1 BhIOpPaTh U3 HEro TOJIbKO coob1ieHus 06 ommnbkax. B aToM ciryyae Mbl
MOJKEM BOCIIOJIb30BaThCsl peobpazoBaHueM filter (), koTopoe yxe Buze-
siu Beiie. Ho Ha 3TOT pa3 paccMoTpuM peanu3sarnyio GUIbTpaLMHU Ha BCeX
Tpex si3blKax, noauepxxuBaembix Spark (npumepsi ¢ 3.11 o 3.13).

Npumep 3.11 < MNpeobpa3osaHue filter() B Python

inputRDD = sc.textFile("log.txt"
errorsRDD = inputRDD.filter (lambda x: "error" in x)

MNpumep 3.12 < MNpeobpasosaHue filter() B Scala

val inputRDD = sc.textFile("log.txt")
val errorsRDD = inputRDD.filter (line => line.contains("error"))



Mpumep 3.13 « Npeobpa3osaHue filter() B Java

JavaRDD<String> inputRDD = sc.textFile("log.txt");
JavaRDD<String> errorsRDD = inputRDD.filter (
new Function<String, Boolean>() {
public Boolean call(String x) { return x.contains("error"); }
}
b

O6paruTte BHUMaHue, YTO onepanus filter () He U3MEHSIET UCXOXHOIO
Habopa inputRDD — OHa BO3BpalllaeT yKa3aTeJb Ha COBEPLIEHHO HOBBIH
Habop RDD. Ha6op inputRDD MOHO NMPOAOJIKATh UCIIOJIb30BATh B MPO-
rpaMMme, HarpuMep Ui MOMCKa ApPYrux cjioB. M B caMoMm zesie, naBaiite
BOCIIOJIb3yeMCsi HabopoM inputRDD ele pa3 U HalieM B HEM CTPOKH CO
CJIOBOM <«warning», a 3aTeM 3ajIeliCTByeM ellle OJHO NpeoOpasoBaHUE,
union(), yTO6BI BHIBECTH YUCJIO CTPOK, COAEPHKAIIUX CJIOBO «EITOr> WJIH
«warning». B mpumepe 3.14 noka3sano peurenue Ha si3vike Python, ogHako
Ha IpyTUX sA3bIKax (YHKIMS union () UCIOJIB3YeTCsT TOYHO TAK XKe.

Mpumep 3.14 < lMpeobpa3osaHue union() B Python
errorsRDD = inputRDD.filter (lambda x: "error" in x)
warningsRDD = inputRDD.filter (lambda x: "warning" in x)
badLinesRDD = errorsRDD.union (warningsRDD)

Onepanuwus union () oTuyaercs ot filter () TeM, YTO IPUHUMAET ABa Ha-
6opa RDD BMmecTo oxHoro. Boobie, npeo6pa3oBaHusi MOTYT OMEPUPO-
BaTb JIIOOBIM YHCJIOM MCXOAHBIX HaGopos RDD.

Tor xe peayJjibraT, 4To B npuMepe 3.14, MOXKHO NMOJYYUTb rOpa3fio Npolie,
NPUMEHUB K inputRDD TOJIbKO OAHO Mpeobpa3oBaHye hHIBTPALIUH, OTHICKH-
Balolllee CTPOKH CO CJIOBOM «€ITOr» MJIM «Warning».

HaxkoHel, Tak kak npeoOpa3oBaHMs CO3[al0T HOBble Habopsl RDD
Ha OCHOBe ApYrux, Spark ciemuT 3a 3aBUCUMOCTSIMU MexXay HabopamH,
KOHCTPYHPY# «Ipad MPOUCXOXKAEHUS». ITa HHPOPMAIIMSI UCTIONb3YETCS
LTSI BBIYMCTIeHUsI Kaxaoro Habopa RDD nmo mepe Heo6X0auMOCTH 1 BOC-
CTAaHOBJIEHUs1 YTPAUYEHHBIX NAHHBIX TPU MOTepe (PparMeHTOB XPaHUMBIX
HabopoB RDD. Ha puc. 3.1 nokasaH rpa¢d nMpoucxoxaeHus Ijsl puMe-
pa 3.14.

DeiictBua

M1 Buzenu, xak cos3naBath HabGopsl RDD Ha ocHoBe Apyr Apyra ¢ mpHu-
MeHEeHUEM TpeoOpa3oBaHMii, HO B KAKON-TO MOMEHT HaM MOXET TMOTpe-
60BaTbCS BbINOIHUMB ¥MO-mo GoJiee CyIeCTBEHHOE ¢ HaOOPOM JaHHbIX.
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inputRDD
filter Py filter

errorsRDD warningsRDD
union

badLinesRDD

Puc. 3.1 < Ipad nponcxoxaeHms RDD,
CO3AaHHbIN B X0ae aHanu3a gaiina xypHana

[leiicTBUs — 3TO BTOpO# TUI onepauuii ¢ Habopamu RDD. OHu Bo3Bpa-
IIAI0T KOHKPETHOe 3HaYeHNe B TPOrpaMMy-/IpaiiBep MM 3alMChIBAIOT €T0
BO BHellIHee XpaHuiuie. [leiicTBUS CIy>XaT CIIyCKOBbIM KDIOYUKOM JJIs1
(baKTHUECKOTO BBIMOJIHEHMsS] HEOOXOAUMBIX MPeoOpa3oBaHUM, TOCKOIbKY
OHH JIOJKHBI BepHYTb haKTUYeCKUil pe3yJIbTarT.

IIponomxast mpumep ¢ ¢daljoM XKypHana M3 IpeAbloylliero pasje-
Jia, HaM MOIJI0 Gbl MOHAOOMTHCSI BBIBECTH HEKOTOPYIO MH(GOpPMALMIO
o badLinesRDD, HarpuMep YMCJIO 3JIEMEHTOB, KOTOPOE MOXHO INOJY4YUTb
C TIOMOILBIO count (), U MPUMepPBhI 3JIEMEHTOB, KOTOPble MOXKHO U3BJIeYb
c nomolibio take (), kKak nmokasaHo B nmpumepax ¢ 3.15 mo 3.17.

MNpumep 3.15 <% Moacuyet coobuieHnit 06 owmnbkax Ha Python
print "Input had " + badLinesRDD.count() + " concerning lines"
print "Here are 10 examples:"
for line in badLinesRDD.take(10):

print line

Mpumep 3.16 <+ MNoacyeT coobieHunri 06 owmnbkax Ha Scala

println("Input had " + badLinesRDD.count() + " concerning lines"
println("Here are 10 examples:")
badLinesRDD.take (10) .foreach (println)

Mpumep 3.17 <+ MNoacyeTt coobueHunii 06 owmnbkax Ha Java

System.out.println("Input had " + badLinesRDD.count() +
" concerning lines"

System.out.println("Here are 10 examples:")

for (String line: badLinesRDD.take(10)) {
System.out.println(line);

B aTtux mpumepax ¢ nomouibio AeHdcTBUsA take () MBI U3BJIEKTIH HEKO-
TOpoe 4ucIo 31eMeHTOB 3 RDD u 3ateM B uukJje BoiBen ux. HaGopsr
RDD umetot Takxe pyHkumio collect (), Bo3Bpalaroliyio Bech Habop 1ie-
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JukoM. OHa MOXeT npuroauThest, koraa o6beM RDD ymenbluaercst ¢ no-
MOLLBIO (GUIBTPALUH 1O HEOOBIIONH BEJTMYUHBI U HOBBIA HAO0P MOXHO
obpaboraThb JlokanbHO. ViMeiiTe B BUAY: 4TOOBI MCMOJIB30BATh (QYHKLHUIO
collect (), usBnekaemsiii ero Habop RDD no/keH 1EJMKOM yMelaTh-
Cs1 B aMSITH OXHOTO KOMIBIOTEPA, TO eCTh collect () Hesb3si MPUMEHSITh
K 04€eHb 60JIbIIMM HAbOPaM JaHHBIX.

Yacro nab6opst RDD Henb3st mpocTo Tak BbIOpaTh BI30BOM collect ()
B NpOrpaMMe-zpaiiBepe, MOTOMY YTO OHHM CJIMIIKOM BEJTUKHU AJISI 3TOTO.
B nomo6HBIX CHUTyauusix MPUHATO COXPAHSATh [NaHHBIE B pacIpe/esieH-
HOM xpaHusuiie, TakoM kak HDFS unu Amazon S3. Coxpanuth co-
nepxxumoe Ha6opa RDD MOXXHO BbI30BOM neiicTBUil saveAsTextFile(),
saveAsSequenceFile () U psima APYrUX, COXPAHSIOUIUMX AaHHbIE B Pa3HBIX
noanepxuBaembix hopmarax. [logpobHee uMeroUMECs: BO3MOXHOCTH CO-
XpaHeHHsI IaHHbIX OyAyT 06CYXXAaThCs B IJ1aBe J.

Ba)kHo OTMeTHTB, YTO BCSIKUI pa3, KOr/ia BbI3bIBAE€TCSI HOBOE EHCTBUE,
MPOUCXOAUT BbiuncieHne Bcero Habopa RDD «c Hysis1». UTo6b1 n36eXxaTh
HEHY)KHBIX HAKJaJHBIX PAcXO[OB, TOJIb30BAaTEJH HMEIOT BO3MOXXHOCTb
COXPaHUTb NPOMEXYTOYHbIE PE3YyJIbTAaThl, KAK OMHCHIBAETCS B pasjiese
«CoxpaHeHue (K3UIMPOBAHUE)» HUXKE.

OTnoXxeHHble BbIMUCIIEHUSN

Kak yxe rosopusocs, npeoGpa3oBanust HabopoB RDD BeinosHsiroTcs
B OTJIO)KEHHOM pexxuMe. To ects Spark He HaumHaeT npeo6pa3oBaHus,
T0Ka He BCTPETHUT JeiCTBHE. ITO 0GCTOSITEIBCTBO MOXKET TPOTHBOPEYHTD
OMBITY HAYMHAIOIUX MOJIb30BaTeIell, HO XOPOLIO 3HAKOMO TeM, KTO yxe
NOJIb30BaJICS (DYHKIMOHANBHBIMM SI3BIKAMH TPOrPaMMUPOBAHUs, Ta-
kumu kak Haskell, umu LINQ-nono6ubsiMu ¢peiiMBopkamMu 06paboTku
NaHHBIX.

[Ton cnoBaMu «BBIMOJHSIIOTCS B OTJIOXKEHHOM DeXUMe» MOApasyMe-
BAETCsI, YTO KOTJa BBI3bIBAETCs MpeoOpa3oBanue Habopa RDD (Hanpu-
Mep, map () ), onepauus He 3anycKaeTcsi HeMeneHHo. Bmecto atoro Spark
MPOCTO 3alIOMUHAET, YTO ObL1a 3ampolleHa JaHHas onepauus. He HyxHO
aymatb 0 Habopax RDD kak o cozepxauiux Kakue-To KOHKPETHbIE [aH-
Hble. [IpencraBastiiTe MX KaK MHCTPYKIMHU MOJYYEHHUS 3TUX JAaHHBIX TyTeM
npeo6pa3oBanusi. 3arpy3ka naHHbIXx B RDD Takke BBINOJIHSIETCS B OTJIO-
JKEHHOM pexuMe, Kak Jioboe apyroe npeobpasoBanue. To ecTh KOr/a Bbl-
3bIBa€TCSI METOZ SC. textFile (), Spark He 3arpysaeT 1aHHbIE HEMEJIEHHO,
a OTKJIAJBIBAET 3Ty ONEpAIMIO 10 MOMEHTA, KOrIa 3TH JaHHble AeiiCTBU-
TeJabHO morpebytores. ITono6Ho apyrum mpeoGpa3oBaHUsIM, OHepaus]
(B IaHHOM CJIyyae YyTeHUe TaHHBIX ) MOXKeT BCTPeYaThCs MHOXKECTBO pa3.
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HecMmoTpst Ha To uTO Npeo6pa3oBaHyst BLIMOJHSIIOTCS B OTJIOXKEHHOM PEXH-
‘., Me, eCTb BO3BMOXXHOCTDb BBIHYAMTb Spark BHITOJHUTD MX HEME/IEHHO, 3aMyC-
THB JIeiiCTBHE, TaKoe Kak count (). ITo — MpocToii cnocob npoTecTHpoOBaTh
HEKOTOPYIO 4acTb MPOrPaMMbl.

OTJi0)KeHHbIE BHIYMCJIEHHS] UCTIONB3YIOTCA B Spark, 4To6bI yMEHBIIUTD
YKCJIO UTepalyil MO JaHHBIM 3a CYET IPYNMUPOBKH onepauuil. B cucre-
max, Takux kak Hadoop MapReduce, pa3zpaGoTunku 4acTo TpatsaT Maccy
BPEMEHH, TBITASICh HANTHU CIIOCOO IPYIIITUPOBKH OTEPALHiA, YTOObI yMEHD-
IIMTH YUCJIO UTEPALIMH, BBITIOIHAEMbIX MexaHu3aMoM MapReduce. B Spark
JI2)Ke CaMble U30IIPEHHBIE YXUIIPEHUS B BUJIE CI0KHBIX MPeobpa3oBaHUi
map() He AT CYNIECTBEHHOTO IPEUMYIIECTBA Mepes Mocje0BaTeNbHO-
ctbio 6osee npoctbix onepauuid. COOTBETCTBEHHO, I10JIb30BATENb BOJIEH
OpraHM30BaTh CBOIO IPOrPaMMy KaK [IOCJIE0BATENbHOCTD G0JIee TPOCTHIX
Y yIPaBJIsieMbIX ONepayi.

Mepeaaya dyHKUWn B Spark

BosbuirHCcTBO Npeo6pa3oBaHuii M HEKOTOPBIE AEHCTBUS TPEOYIOT Iepeia-
4u GYHKIMH, KOTOPbIE UCMOJB3YIOTCS (peiiMBOpKOM Spark st BhIYMC-
JieHus1 JaHHbIX. Bce noanepakuBaeMble SI3bIKM UMEIOT HEMHOTO OTJIMYal0-
11iecsl MEXaHU3MBbI epefiayy QyHKLIMH.

Python )

B Python nomnepxusatoorca Tpu cnocoba nepenauu ¢pyHkumii B Spark.
KopoTtkue pyHKIMM MOKHO NepefaBaTh B BUjie JIAMOAa-BbIPaXKEeHUH, KaK
nmokasaHo B mpuMepax 3.2 u 3.18. Kpome Toro, Mo>XXHO mepenaBaTh IJIO-
GasibHblE WK JIOKaJIbHble (PYHKIHH.

Mpumep 3.18 < MNepenaya pyHkumii B Python

word = rdd.filter (lambda s: "error" in s)

def containsError(s):
return "error" in s
word = rdd.filter (containsError)

IlepenaBasi ¢pyHkuuu, moMHuTe 0 npobsieMe, CBSI3aHHOM C CepUaH-
3aurei 0ObEKTOB, comepxamux GyHKUMH. ECIM NomnbITaThCs mnepeaaTh
(byHKIMIO, KOTOpasi SABJSIETCS YWieHOM (MeToaoM) 0OBbeKTa MU Comep-
JKUT CChLIKM Ha noJjisi obbexTta (Hanpumep, self.field), Spark ormpasur
pabounM y3naM OODBEKT LEJHKOM, Pa3MEP KOTOPOrO MOXET OKa3aTbCsl
3HAYMTEJbHO GoJiblie, yeM TpeOyeMblil HpparMeHT AaHHBIX (CM. IIPUMeEp
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3.19). Mnorzaa Takasi MombITKa MOXeET BbI3BaTh aBapUilHOe 3aBepLIeHUe
MPOrPaMMBI, €CJIM KJACC COMAEPKUT OOBEKTHI, KOTOPblE MHTEPIPETATOP
Python He cMOXeT cepuaIn30BaTh.

Mpumep 3.19 < Mepenaya GpyHKUMIA CO CCbINKAMK HA NONA (He aenanTe
Tak!)
class SearchFunctions (object):
def _init_ (self, query):
self.query = query
def isMatch(self, s):
return self.query in s
def getMatchesFunctionReference(self, rdd):
# NpobneMa: cceuka "self" B "self.isMatch"
return rdd.filter (self.isMatch)
def getMatchesMemberReference (self, rdd):
# TNpobneMa: cctuka "self" B "self.query"
return rdd.filter (lambda x: self.query in x)

BMmecTo aToro mocratouyHo IMPOCTO HM3BJIEYD HYXXHbIE ITOJIA U3 ob6beKTa
B JIOKAJIbHbIE€ IIEPEMEHHBIE U NE€EPEAATb UX, KaK ITIOKa3aHO B IIpUMEDE 3.20.

Mpumep 3.20 < MNepenava dyHkumn Python 6e3 ccbinok Ha nona

class WordFunctions (object):

def getMatchesNoReference (self, rdd):
# Be3zonacHo: TpebyeMmoe moye M3BIEKAETCS B JIOKAJBHYO NEPEMEHHYI
query = self.query
return rdd.filter (lambda x: query in x)

Scala

B Scala moxno nepenaBats BcTpoeHHble (inline) dyHKuM, CChLIKM Ha
METOZBI M cTaTH4eckye byHKLIMH, KaK 3TO AesaeTcsl B IPYruX GyHKUUO-
HanbHbiX API Ha s3bike Scala. Kpome Toro, npu nepenaye ¢pyHKIuii Heo6-
XOJIMMO YYUTHIBATh HEKOTOPBIE OCOOEHHOCTH, 8 MMEHHO: IaHHBIE, HA KO-
TOpbIE CChUTAETCs Takasi GYHKLHUS, JOJDKHBI NOAIEPXXUBATh BO3MOXHOCTD
cepuanu3anuy (peann3oBatb Java-uHtepdeiic Serializable). Tak xe kak
B Python, nepenaua Merona uu noJist 06beKTa BKJIIOYAET CCHLIKY HA BECh
00beKT, X0Ts1 B Scala 3T0 He Tak OYEBHHO, TOTOMY YTO CUHTAKCHC 3TOTO
SI3bIKAa He BBIHYXJaeT MPOrPAMMUCTA SIBHO MCIIOJIb30BaTh CChUIKY self.
Tak e kak Ha si3bike Python (cm. mpumep 3.20), MOXHO BMeCTO Toseit
niepeaaBaTh JIOKAJbHbIE IEPEMEHHbIE U TEM CaMbIM M306exaTh HeOOX0oaU-
MOCTH Iepeiauk Bcero o6bekTa, Kak mokasaHo B mpumepe 3.21.
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Mpumep 3.21 < MNepenava pyHKuMii B Scala
class SearchFunctions(val query: String) {
def isMatch(s: String): Boolean = {
s.contains (query)

}

def getMatchesFunctionReference(rdd: RDD([String]): RDD[String] = {
// Tipobnema: "isMatch" o3xauaer "this.isMatch", To ecTb nepenaercs
// ccrnka "this"
rdd.map (isMatch)

}

def getMatchesFieldReference(rdd: RDD[String]): RDD[String] = {
// Tipobnema: "query" o3Havaer "this.query", To ecTb nepemaercs
// cchnka "this"
rdd.map (x => x.split(query))

}

def getMatchesNoReference(rdd: RDD[String]): RDD[String] = {
// Be3onacHo TpebyeMoe nojie M3BNEKAETCA B JIOKAJbHYO NEPEMEHHYW
val query = this.query
rdd.map(x => x.split(query ))

}

}

Ecnu B Scala BosHukaer uckiatouenue NotSerializableException, aTo
TOBODHUT O MOMbITKE Iepelayd CChIIKM Ha METOJ WM IoJjie Kjacca, He
noJJepKuBarollero cepuanusauuio. ObpatuTe BHUMaHME, YTO BCErAa
6€e30MacHoO repeaBaTh CEPHATM3y€EMBbI€ JIOKAJbHbIE IEPEMEHHBIE U DYHK-
LMK-YJIEHHI I106abHOro 06 BEKTA.

Java

B Java ¢yHKuMM OnpenensitoTcs Kak 0OBEKTDI, Peau3ylollve OAUH U3
untepdeiicop Spark u3 makera org.apache.spark.api.java.function.
VmeeTcst MHOXXECTBO pa3HbIX MHTEP(EICOB /151 pa3HbIX BO3BpAlllaeMbIX
3HayeHuit. Han6osee ocHoBHbIE MHTEpGENHCH (PYHKUUN MEPeYHCIEHbI
B Taba. 3.1, a nanee, B noapasaene «IIpeobpazosanue Tunos RDD», Mb
MO3HAKOMMMCS C APYTMMU UHTepdeiicaMu ¢pyHKUMH, BO3BpaLIAIOIIUMU
CrelaJbHble TUIIBI IaHHBIX, TAKHE KaK KJII04Y/3HaYeHue.

VMeeTcst BO3BMOXKHOCTb ONPeNesiTh Kaacchl GyHKIUNA HEMOCPeICTBEH-
HO B TOYKE BbI30Ba, B BU/IEe aHOHUMHBIX KJ1accoB (npumep 3.22), uiu 06b-
SIBJISITb UMEHOBAHHBIE KJIACCHl M UCMOJIb30BaTh UX (npumep 3.23).

Mpumep 3.22 « Mepepnaya Java-dpyHKUUN C UCNONB3OBAHNEM
aHOHWUMHOro BCTPOEHHOIo knacca
RDD<String> errors = lines.filter (new Function<String, Boolean>() {

public Boolean call(String x) { return x.contains("error"); |}
b
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Tabnuya 3. 1. CraHgapTHbie uHTtepgeiicbl pyHkumii Java

Peanusyembi
meTon

Function<T, R> Rcall(T) MpuHuMmaeT oaHO 3HaYeHne 1 Bo3Bpa-
waeT oAHO 3HauveHwue. NpumenseTca ana
MCNONb30BaHUA B ONepauusx, Takux kaxk
map () wfilter()

Function2<Tl, T2, B> |Rcall(T1, T2) MpuHUMaeT aBa 3Ha4YeHus 1 Bo3BpallaeT
OAHO 3HauveHue. MpumeHsaeTca ans
MCNONb30BaHNA B ONepauusx, Taknx Kak
aggregate () v fold()

WUnrepdeiic HasnaueHue

FlatMapFunction<T, R> | Iterable<R> MNpuHUMaeT oaHO 3HaYeHVe 1 Bo3BpallaeT
call(T) Hynb unu 6onee 3HaveHuin. NpumeHaeTca
NS CNONB30BaHWA B ONepaumsax, Takmx
Kak flatMap ()

Mpumep 3.23 < Mepepnaya Java-dyHKUNN C UCNONL3OBAHNEM

UMeHOBaHHOro Knacca

class ContainsError implements Function<String, Boolean>() {
public Boolean call(String x) { return x.contains("error"); }

}

RDD<String> errors = lines.filter (new ContainsError());

Bbi60p TOrO MJIM MHOTO CTHJISI BO MHOTOM 3aBHCHUT OT JIMYHBIX MpPe-
[OYTEHUH, HO MBI CYUTAEM, YTO UCIIOJIb30BAHNE UMEHOBAHHBIX (DYHKIMI
[eJlaeT MPOrpaMMHBIii Ko/ 60Jiee IPOCTHIM U MOHATHBIM. Ellie ofHO mpe-
MMYIECTBO MMEHOBAHHBIX KJAaCCOB — BO3MOXKHOCTb OIPENENUTh KOH-
CTPYKTOD C apaMeTpaMH, KaK 0Ka3aHo B npumepe 3.24.

Mpumep 3.24 < Knacc Java-dpyHkumn ¢ napaMeTpamu
class Contains implements Function<String, Boolean>() {
private String query;
public Contains(String query) { this.query = query; }
public Boolean call(String x) { return x.contains(query); }
}

RDD<String> errors = lines.filter (new Contains("error"));

B Java 8 MoxHO MCTI0JIb30BaTh ele GoJiee KOMIAKTHbIE JIsIMG/a-BbI-
paxkeHus1. Tak kak Bepcus Java 8 Bce ellle OCTaeTCsi OTHOCUTEIBHO HOBOH
Ha MOMEHT HalMCAaHUs 3THX CTPOK, B HAIIUX NMPHUMepax Mbl UCIOJIb3yeM
6oJiee TOAPOGHBIN CHHTAKCUC OMpPENEIeHHs KIaCcCOB, MOAePKMBAEMBII
npenpIAymuMy BepcusiMu Java. OnHako B npuMepe 3.25 mokasaHo, Kak
BBITJISITUT pean3alius OMCKA C IpUMeHEeHUeM JIIMO1a-BhIpaXKeHHsI.
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Mpumep 3.25 < MNepepaua Java-dyHkuuK B BUAE Nmbaa-BblpaxeHus
B Java 8

RDD<String> errors = lines.filter (s -> s.contains("error"));

Ecnu Bac 3aMHTepecoBajia BO3MOXHOCTh NTPUMEHeHUs! JIMOa-BbIpa-
xKeHul B Java 8, obpauiaiitech kK opuLMaIbHON JOKYMEHTALMH Ha caiiTe
Oracle (http://bit.ly/10HNAAt) u mpouMTaiiTe cTaThio 06 MCMOJH30BAHUU
nsaMbaa-Beipaxkenuit B Spark (http://bit.ly/1ywZBs4).

AHOHMMHbBIE BCTPOEHHbBIE KJIACCHI U JIMO/a-BbIPaXKEHUsSI MOTYT CChLIAThCA
Ha Jobble nepeMeHHble, 0ObsIBIEHHDIE CO crieldrKaTopoM final, moatomy
Bbl MOXeETe NepeaBaTh Takue nepeMeHHble B Spark Tak e, Kak B Iporpam-
max Ha Python u Scala.

YacTo ncnonbsyemelie npeobpa3oBaHUs
n AencTena

B 3T0it rs1aBe Mbl 3HaKOMUMCST ¢ HanboJlee YaCTO UCIOIb3yEMbIMH TIpe-
o6pasoBaHusiMu u aeiictBusimu peitmBopka Spark. [Ii1st Habopos RDD
C onpezieJIeHHbIMM TUIIaMH JaHHBIX IOCTYIIHBI IONOJHUTENbHbBIE ONepa-
uuu. Hanpumep, k Habopam RDD c¢ unciaMu MOXXHO NPUMEHSTH CTa-
TUCTHYECKHUE OMepalyy, a K HabopaM C apaMy K04 /3HayeHne MOXHO
IPUMEHSITb COOTBETCTBYIOLIME ONlepalluy HaJl TaKUMM NTapaMH, Kak arpe-
TMpPOBaHHeE JAHHBIX 110 KJIIOUY. THU Cllel[MajIbHble OTlepallyy ¥ OTlepalyu
npeobpasoBanusi Tuno RDD Mbl paccMOTpUM B MOCJIEAYIOLINX pa3/e-
Jax.

MpocTtblie HaGopbl RDD

HauneM ¢ npeo6pa3oBaHuil U AeHCTBHIA, KOTOpPblE MOTYT NMPUMEHSTHCS
K 1o6biM HabopaM RDD He3aBHCHMO OT UX THIIOB.

Iloanemenmnute npeo6pa3oeanuu

JIByMs HanboJ1ee 4acTo UCIOIb3yeMbIMU IPE0OPA30BAHUSIMU, KOTODbIE
HaBepHSKa IOHaZ00SATCS BaM, siBJsoTcs map () u filter() (cm. puc. 3.2).
ITpeo6pa3oBanue map () mpuHUMaeT GYHKUHUIO 1 IPUMEHSIET ee K KaXI0-
My 3jieMeHTy B Habope RDD, a pesyasrar aToil (yHKIUH COXPaHSETCS
KaK 3HayeHUe 3jieMeHTa B HOBOM Habope RDD. IIpeo6pa3oBanue filter ()
npuHuMaer GYHKIMIO U Bo3Bpalaer HOBbIM Habop RDD, coxepxamiuii
TOJIBKO 3JIEMEHTBI UCXOAHOTO Habopa, nporueaiue Gyukuuo filter ().

I[Ipeo6pasoBaHue map () MOXHO HCIIOIb30BATh IPAKTHYECKH AJIs1 BCETO,
4TO YTOJHO, OT U3BJIEYEHUS COAEPKMMOTO Beb-caiiTa, CBI3aHHOTO C KaX-
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UcxopaHbin
Ha6op RDD
(1,2,3,4)
map x=>x*x filter x =>x! =1
OTo6paxeHHbi OTdUNLTPOBaAHHLIN
Ha6op RDD Habop RDD
{1,4,9, 16} {2,3,4}

Puc. 3.2 < OtobpaxeHHblit 1 0TPUNLTPOBAHHbLIN Habopbl,
nony4eHHble u3 ucxoaHoro Habopa RDD

aeiM URL B kosieknuu, 10 BBIYMCJIEHUS KBaapaToB yuces. BaxxHo ot-
METHTb, yTO THII Habopa RDD, Bo3BpaiaeMoro npeo6pasoBaHueM map (),
MOJXKET He COBIAAaTh C TUIIOM MCXOQHOro Habopa. To ecTb eci UMeeTCs
Habop NaHHBIX THMA String, a pYHKLMs Map () BHIMOJHSET NAPCUHT CTPOK
Y BO3BpallaeT 3HaueHus Tumna Double, ucxoausiit RDD Gyner uMeTb TUII
RDD[String], a Bo3BpaiaeMsblit — Tum RDD [Double].

PaccMoTpuM npocToii mpuMep npuMeHeHHs peoOpa3oBaHUs map () s
BBIYMCJIEHHsI KBAAPaToB unces B Habope RDD (npumepsi ¢ 3.26 no 3.28).

Mpumep 3.26 < Buiuucnenue kBappaTos yncen B Python
nums = sc.parallelize([1, 2, 3, 4])

squared = nums.map(lambda x: x * x).collect()

for num in squared:

[

print "%1i " % (num)

MNpumep 3.27 < BbluncneHue kBagpaTos uncen B Scala
val input = sc.parallelize(List(1, 2, 3, 4))

val result = input.map(x => x * x)
println(result.collect().mkString(","))

Mpumep 3.28 «+ BbluncneHvne kBaapaTos ymucen B Java

JavaRDD<Integer> rdd = sc.parallelize(Arrays.asList(l, 2, 3, 4));

JavaRDD<Integer> result = rdd.map(new Function<Integer, Integer>() f{
public Integer call(Integer x) { return x*x; }

b

System.out.println(StringUtils.join(result.collect(), ","));:

WHorzma 6biBaeT xeaTesbHO NPOU3BECTH HECKOJIBKO HOBBIX 3JIEMEH-
TOB J/Is1 KaXX/I0TO UCXOAHOro 3jieMeHTa. Clie/1aTh 3TO MOXHO € TIOMOLIBIO
onepauuu flatMap (). [Tono6HO mpeoGpa3osanuio map (), mpeobpasoBaHKe
flatMap () mpuHHMaeT YHKUMIO M BBI3bIBAeT ee JIs1 KaXKAOro 3JeMeHTa
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B ucxonHoM Habope RDD. Ho BMeCTO eqMHCTBEHHOrO 3jIeMeHTa Halla
(yHKUMS NO/KHA BEPHYTb MTepaTop AJs 00Xoga BO3BpalllaeMbIX 3Ha-
4yeHUI HOBBIX 3jeMeHTOB. OaHako BMecTo HaGopa RDD wurtepaTtopoB
flatMap () BosBpamaer Habop RDD c aseMeHTaMu, NOJyYaeEMbIMM C TIPHU-
MeHeHHeM Bcex UTepaTopoB. IIpocTeiM npuMepoM npumeHeHus flatMap ()
MOXET CJIYXUTb pa3bueHue MCXOOHbIX CTPOK Ha C/IOBa, KaK IOKa3aHo
B npumMepax ¢ 3.29 no 3.31.

Mpumep 3.29 < PasbueHne CTpPoOk Ha cnoea ¢ nomoulpto flatMap()
B8 Python

lines = sc.parallelize(["hello world", "hi"])

words = lines.flatMap(lambda line: line.split(" "))

words.first () # Bepner "hello"

MNpumep 3.30 < PasbueHne cTpok Ha cnosa ¢ nomouwbio flatMap() B Scala
val lines = sc.parallelize(List("hello world", "hi"))

val words = lines.flatMap(line => line.split(" "))

words.first() // Bepher "hello"

Mpumep 3.31 < Pa3bueHune cTpok Ha cnoea ¢ nomouubio flatMap() B Java
JavaRDD<String> lines = sc.parallelize(Arrays.asList("hello world", "hi"));
JavaRDD<String> words = lines.flatMap(new FlatMapFunction<String, String>() {

public Iterable<String> call(String line) {

return Arrays.asList(line.split(" "));

}
b
words.first(); // Bepuer "hello"

Mb1 u306pa3uiu pasaunyus Mexay flatMap () umap () Ha puc. 3.3. Bol Mo-
xeTe paccMatpuBaTh flatMap () kak (pyHKUMIO, «pacCKPYyYMBAIOLIYIO» HUTeE-
PaTopbl, TO €CTb BO3BPALIAIOUIYIO He HAOOD CIMCKOB, a HAOOP 3J1IEMEHTOB,
COCTaBJISIIOLUX 3TH CIIMCKH.

tokenize("coffee panda”) = List("coffee”,"panda")
mappedRDD

rdd1.map(tokenize) __|] {["coffee","panda],["happy","panda"],
["happiest”,"panda”,"party"]}

RDD1
{"coffee panda”,"happy panda”,
"happiest panda party"}

flatMappedRDD
rdd1.flatMap(tokenize) {"coffee”,"panda","happy","panda”,
"happiest”,"panda”,"party"}

Puc. 3.3 < Pasnnuuna mexay flatMap () v map ()
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Onepayuu ¢ nceedomnoicecmeamu

Ha6opst RDD noanepxuBaioT onepaiyy ¢ MaTeMaTU4eCKUMH MHO-
XKECTBAMH, TaKkue Kak 0ObelUHEeHHe U MepecevyeHue, Jaxe MPpU TOM, YTO
camu RDD He sBAsII0TCSI MHOXECTBaMH B MTOJTHOM CMBICJIE 3TOTO CJIOBA.
Ha puc. 3.4 noka3ans! yeTsipe onepauuu. BaxkHo oTMeTUTD, YTO BCe 3TH
Onepanyuy MOTyT NPUMEHSIThCS TOJBKO K MHOXECTBAM OJTHOTO THUIIA.

RDD1 RDD2
{coffee, coffee, panda, {coffee, monkey, kitty}
monkey, tea}

RDD1.distinct()| | RDD1.union(RDD2) RDD1.intersection(RDD2)| |RDD1.subtract(RDD2)
{coffee, panda, {coffee, coffee, coffee, {coffee, monkey} {panda, tea}
monkey, tea} panda, monkey,
monkey, tea, kitty}

Puc. 3.4 < HekoTopble NPoCTbie onepaLmm Hag MHOXeCcTBaMn

Yacrto Habopsl RDD He cOOTBETCTBYIOT TPeO6OBAHUIO YHUKATBHOCTH
3JIEMEHTOB, NPEABSBIAEMOMY K MHOXeCTBaM. UTOOBI MOJyYUTb HOBBIA
Habop, comepXkalii TOJIbKO YHUKAJIbHBIE 3JIEMEHTBI, MOXXHO BOCIIOJIb-
30BaThCs npeobpa3oBaHneM RDD.distinct(). O6paTuTe BHMMaHUeE, 4TO
distinct () — aTo BecbMa IOpOrOCTOSIIIAsA ONepaLusi, TAaK KaK B Ipolecce
BBIIIOJIHEHUS] €if NIPUXOAMUTCS NOCTOSIHHO NepPechUIaTh JaHHBIE 1O CETH,
4yTOOBI YOEMUTbCSI B YHUKATBHOCTH KaXKa0ro 3jeMeHTa. [lepechuika naH-
HBIX U TO, KaK ee u3bexaTh, MOAPO6HO 06CYKAAIOTCS B TJIaBe 4.

ITpocreiimeii onepanueii Hag MHOXeCTBaMHM SBJseTCs union(other),
KoTopasi Bo3Bpaiuaetr Habop RDD, conepxammii naHHble U3 ABYX UCXOM-
HbIX Ha6opoB. OHa MOXeET MOHANOOUTHCS B CAMBIX Pa3HbIX CJIyYasx, Ha-
npumep npu o6paboTke (aiiioB )XypHAJIOB U3 HECKOJIbKMX UCTOYHMKOB.
B oTiiyne or MateMaTHyecKoil onepauuy oObeIuHEHUs, Ipeobpa3oBa-
HHe union () He rapaHTUPYET YHUKAJIBHOCTH 3JIEMEHTOB B BO3BpAlllaeéMOM
Habope (4TO, BIIPOYEM, MOXHO HCITPABUTD C IIOMOIIIbIO distinct ()).

B Spark umMeercs Takxe Meton intersection (other), Bo3ppamarommii
TOJIbKO 3JIEMEHTBI, IPUCYTCTBYIOLIME B 060MX UCXOAHBIX Habopax RDD.
DyHKuua intersection() Takxe yAaauT BCe MOBTOPAIOLIMECS 3JIEMEHTBI
u3 pesyssrata. HecMoTpst Ha To uTo intersection() u union() siBasiioTCs
npeobpa3oBaHUSIMU C MOXOKUMH KOHLEMIUSIMH, MPOU3BOAUTEIBHOCTD
intersection () HAMHOrO Xye, TaK KaK /sl BbISIBJIEHUS OOIIMX 3JIEMEHTOB
NPUXONTCS NEPECHUIATh 3HAYNTEIbHBIE 0ObEMBI JaHHBIX.
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WHorna GbiBaeT xesaTenbHO yOPaTh HEKOTOPBIE IAHHBIE U3 PACCMOTpE-
nusi. OyHkuus subtract (other) mpunumaer apyroit Habop RDD u Bo3-
Bpamaet RDD, conepsxauiyit TosbK0 3HaueHuUsl, MPUCYTCTBYIOLIME B Iep-
BOM Habope u oTcyTcTByMIOLIME BO BTOopoM. [lomob6Ho intersection(), eit
NPUXOAUTCS MEPECHLIATH 3HAYUTENbHbIE 0ObEMBI JAHHbIX.

Ha puc. 3.5 nokasaHo, Kak BHIYMCIUTH A€KAPTOBO MPOM3BENEHHUE ABYX
Ha6opos RDD. Ipeo6pa3oBanue cartesian(other) Bo3Bpaiaer Bce BO3-
MOXKHbIE Taphl (3, b), rae a — nmepBbIit ucxoaHbIi Habop RDD, a b — BTO-
poii. [lekapToBO nmpou3BesieHNe MOXKET MPUTOAUTHCS IPH OINpeaeeHuN
CXOJCTBA BCEX BO3MOXHBIX Nap, KaK, HATPUMeP, BLIUUCIEHUE 0XKUIAeMOI
3aMHTEPECOBAHHOCTH I10JIb30BaTeJIsi B HEKOTOPOM NpeaiokeHuH. MoxHO
TaK)Ke HaliTH NekapToBO npousseneHue Habopa RDD c camum coboit, uto
MOXeT NMPUTOAUTHCS, HAIPUMED, [JIs1 BHISIBJIEHUSI CXOACTB MEXIY MOJb-
3oBaresisiMu. Ho umeiite B Bumy, uTO oneparysi BbIYMCJIEHHs AeKapTOBa
[IPOU3BE/IEHUS SIBJISIETCS BECbMA JIOPOTUM YIOBOJBCTBUEM MJIs1 GOJBIINX
Habopos RDD.

RDD1.cartesian(RDD2) RDD1.cartesian(RDD2)
{User(1), User(2), User(3)} \ {(User(1), Venue("Betabrand")),
(User(1), Venue("Asha Tea House")),
(User(1), Venue("Ritual")),
{(User(2), Venue("Betabrand")),
(User(2), Venue("Asha Tea House")),
RDD1.cartesian(RDD2) (User(2), Venue("Ritual”)),
Venue("Betabrand"), / {(User(3), Venue("Betabrand™)),
Venue("Asha Tea House"), (User(3), Venue("Asha Tea House")),
Venue("Ritual")} (User(3), Venue("Ritual”)),

Puc. 3.5 < [OdekapToBO npousseaeHue asyx Habopos RDD

KpaTtkas cBozka 1o yxe npeacTaBJeHHbIM U IPYTUM Mpeobpa3oBaHu-
sIM ipuBoaUTCS B Tabu. 3.2 u 3.3.

Heticmeus

Hau6onee yacto xk mpocthiM HabopaMm RDD npumensietcs meictBue
reduce (), KOTOpo€e MPUHUMAET PYHKIIUIO, ONEPUPYIOILYIO IBYMSI 3JIEMEH-
TaMu JaHHOro Ha6opa RDD u Bo3Bpallamliyo HOBbIH 3JIEMEHT TOTO Ke
tuna. [IpocTsiM npuMepoM Takoi (YHKIMHM MOXET CJIYXHUTh + (CJoXxe-
HUE), KOTOPYIO MOXKHO MCIIOJIb30BAaTh /ISl BBIYUCJIEHUS] CYMMBI 3J1€eMEH-
toB RDD. C nomoubio reduce () Jerko HalTu cymMmy 3neMeHToB RDD,
ONpeNesIUTh UX KOJUYECTBO U BBIMOJHUTH APYTUE BUIbI arperMpoBaHuUs
(cM. mpuMepsl ¢ 3.32 no 3.34).
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Ta6nuya 3.2. Npocrseie npeobpa3oBaHus Npyu NpUMeHeHUun K Habopy
RDD, cogepxawemy {1, 2, 3, 3}

DyHkuua

Ha3nauyeHnune

NMpumep

Peaynsrart

map ()

NMpumeHeHne HekoTopon

bYHKUMM K KaXA0MY 3ne-
meHTy RDD v nonyyeHue

HOBOro Habopa c pe3ynb-
Tatamu

rdd.map(x =>x +1)

{2, 3,4, 4}

flatMap ()

MpumeHeHne HekoTopoM
DYHKLMMU K KaXA0My 3ne-
meHTy RDD v nonyyeHue
HoBoro Habopa c copep-
XWUMbIM BO3BpaLLaeMbIX
utepartopos. YacTto uc-
nonb3yeTcs ansa pasbue-
HWA CTPOK Ha cnosa

rdd.flatMap (x =>
x.to(3))

[11 2! 3’ 2[
3,3,3)

filter()

Monyyuts RDD, conep-
Xalmii TONbKO INEMEH-
Tbl, COOTBETCTBYIOLWINE
ycnosuio, nepeaaHHoMy
B filter()

rdd.filter (x => x
1=1)

{2, 3, 3}

distinct ()

Ypnanexnue nybnukatos

rdd.distinct ()

{1, 2, 3}

sample (
withReplacement,
fraction, [seed])

Bbi6opka cnyyainHbix
anemeHToB U3 RDD
C 3amMeHoi unu 6e3

rdd.sample (false,
0.5)

PeaynbTaTt Henb3s
onpenenvTb
3apaHee

Tabsmya 3.3. MNpeob6pasoBanuus c AByMst Habopamu RDD,
cogepxawmmm {1, 2, 3} n {3, 4, 5}

DyHkuua

Ha3HauyeHue

NMpumep

Pesynbrar

union ()

Monyuuts Habop RDD,

rdd.union(other)

{ll 2l 3’ 3’
4, 5)

coaepxaum anemMeHTbl
13 06omx ncxoaHbIx Habopos

MonyuunTb Habop RDD,
coaepxawmin Tonbko
3NeMeHTbl, NPUCYTCTBYIOWMNE
B 060mx ucxoaHbIx Habopax
YnaneHue coaepxmmMoro
oaHoro u3 RDD (Hanpumep,
ynaaneHue TeCTOBbIX AAHHbIX)
JlekapToBO NpousseneHue

c apyrum RDD

intersection() rdd.intersection(other) | {3}

subtract () rdd. subtract (other) {1, 2}

cartesian() rdd.cartesian (other) ((1,3), (1,

4),... (3,9}

Mpumep 3.32 < reduce() B Python

sum = rdd.reduce(lambda x, y: x +y)

Mpumep 3.33 < reduce() B Scala

val sum = rdd.reduce((x, y) => x + y)
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Mpumep 3.34 <+ reduce() B Java

Integer sum = rdd.reduce (new Function2<Integer, Integer, Integer>() {
public Integer call(Integer x, Integer y) { return x + y; }
b

HeiictBue fold() moxoxxe Ha meiicTBue reduce (). OHO TOXe NpUHUMA-
eT GYHKIUIO C TAKOH XKe CUTHATYypOH, HO, B OT/iMuMe OT reduce (), mpu-
HUMaeT JIONOJIHUTe/IbHOE «HYJIeBOe 3HaueHHues, MCI0Ib3yeMOoe B IEPBOM
BbI30BE M0J1b30BaTeIbCKON dyHKuuu. HysieBoe 3HaueHne 10KHO ObITH
HeliTpaJIbHbIM N0 OTHOWIEHHUIO K BBIMOJIHSIEMOI onepanuy, To eCTb MHO-
rOKpaTHOE ero NpUMeHeHHue ¢ Bauleil GyHKIMell He TOKHO U3MEHATh
3HaueHus (Hanpumep, 0 ans +, 1 s * MK MYCTON CIIMCOK [JIsT KOHKA-
TeHaLUH).

EcTb BO3MOXHOCTb MUHUMH3NPOBATh co3aaHue 06bekToB B fold(), name-
Hsisl M BO3Bpallas nepBblii U3 ABYX napameTpos. [Ipu 3ToM BTOpPOIt MapameTp
He JI0JXKeH U3MEHSITbCS.

O6a neiicrsust, fold () u reduce (), TpebytoT, 4TOOBI TUT pE3YJIBTATA, BO3-
BpalllaeMoro Hamieit ¢pyHKIUMeii, coBnaaaa € TUIoM aneMeHToB B RDD.
910 TpebOBaHME He BbI3bIBAET 3aTPYAHEHUI, KOTAA, HAPUMED, HYXKHO
MOJCYUTATh CYMMY 3JIEMEHTOB, HO HHOTA ObIBAET XKeJIaTeJbHO BEPHYTD
3HaueHue Apyroro Tuna. Hanpumep, BBIYMCIISIS CKOMB3sIIEE CPENHEE, He-
006X0AMMO XPaHUTb CYETYMK 0OpPaGOTaHHBIX U O0llee YUCIIO 3TEMEHTOB,
KOTOpbIE OJDKHBI BO3BPALIATHCS B BU/E Naphl. Ty 3a7a4y MOXHO ObLI0
Obl pEIUTh, MPUMEHUB CHayaja map (), YToObl Mpeobpa3oBaTh KaXIblii
3JIEMEHT B Mapy, XPaHsIIYIO ero 3HaYeHHe U YUCJI0 1, U TeM caMbIM NOJY-
4UTh 3HAYEeHUsI TpebyeMoro THMa, a 3aTeM 06paboTaTh NOTyYEHHbIE NAPbI
dbynkumeit reduce ().

OnHako ectb Jayuuiee pemerne. DyHkuus aggregate () ocBobokaaer
OT JaHHOTO orpaHuyeHust. [lelictBue aggregate (), mo aHamoruu ¢ fold(),
NPUHMMAET HayaJbHOE HYJIeBOe 3HAaY€HWE THUIMA, KOTODPBIA Tpebyert-
Csl BEDHYTb, U NPUMeHsIET GYHKUMIO 115t 0ObEANHEHUST JIEMEHTOB U3
ucxoxHoro Hab6opa RDD c¢ akkymynastopoM (HakomnureneMm). Jomoa-
HUTEJbHO HEOOXOAMMO mepenarb GYHKUUIO A O0ObeAUHEHUsS ABYX
aKKYMYJISITOPOB, TaK KaK KaXkXIblil y3es1 HaKalIMBaeT pe3yJIbTaT B aKKY-
MYJISITODE JIOKaJIbHO.

[eiicTBue aggregate () MOXHO MCIIOJIb30BATD /1J1s1 BBIYMCJIEHHS CPEIHe-
ro 3HaueHus1 B RDD, usbexxaB Heo6X0AUMOCTH IPUMEHEHUS Nap () mepex
fold(), kak moka3aHo B npumepax c 3.35 no 3.37.
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Mpumep 3.35 < aggregate() B Python

sumCount = nums.aggregate((0, 0),

(lambda acc, value: (acc[0] + value, acc(l] + 1),

(lambda accl, acc2: (accl(0] + acc2(0], accl(l] + acc2[l]))))
return sumCount (0] / float (sumCount[1])

Mpumep 3.36 < aggregate() B Scala

val result = input.aggregate( (0, 0)) (

(acc, value) => (acc._1 + value, acc._2 + 1),

(accl, acc2) => (accl. 1 + acc2. 1, accl. 2 + acc2. 2))
val avg = result. 1 / result. 2.toDouble

Mpumep 3.37 < aggregate() B Java
class AvgCount implements Serializable {
public AvgCount (int total, int num) {
this.total = total;
this.num = num;
}
public int total;
public int num;
public double avg() {
return total / (double) num;
}
}
Function2<AvgCount, Integer, AvgCount> addAndCount =
new Function2<AvgCount, Integer, AvgCount>() {
public AvgCount call (AvgCount a, Integer x) {
a.total += x;
a.num += 1;
return a;
}
}i
Function2<AvgCount, AvgCount, AvgCount> combine =
new Function2<AvgCount, AvgCount, AvgCount>() {
public AvgCount call (AvgCount a, AvgCount b) {
a.total += b.total;
a.num += b.num;
return a;
}
b
AvgCount initial = new AvgCount (0, 0);
AvgCount result = rdd.aggregate(initial, addAndCount, combine);
System.out.println(result.avg());
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Hexoropsie neiictBust ¢ Habopamu RDD Bo3BpaiiaioT Bce WM 4acThb
JaHHBIX NporpaMMe-zpaiiBepy B GopMe OOBIYHON KOJIEKLUH UM eIHH-
CTBEHHOI'O 3HaYeHUsl.

[Ipocreitieit 1 HanbosIiee YaCTO UCIIOJIb3YEMOM Omepalvel, BO3Bpa-
Hiaouleil JaHHble B IIPOrpaMMYy-ApaiiBep, siBisieTcss pyHkuus collect ().
Ona Bo3Bpaiiaet Bce comepxumoe Ha6opa RDD. Dynkums collect ()
4acTo NIPUMeHsIeTCs] B MOAYJIbHOM TeCTMPOBaHHMM, KOIZa, KakK MpeAnoJa-
raercsi, Bce conepxkumoe RDD Jierko ymeniaercsi B maMsiTHU U €ro MOXXHO
CPaBHHUTb C OXUAaeMbiMH pe3yasraTamMu. Qyukuus collect () Tpebyer,
uTo6BI Bce copepxumMoe Habopa RDD yMelanoch B MaMsiTH €IMHCTBEH-
HOTO KOMITBIOTEPA, TaK KaK BCe 3T AaHHble OYAYT NepefaHbl B BUIE KOJI-
JIEKLIMM TIpOrpaMMe-paiBepy.

HeiicTBue take (n) Bo3Bpaiaer n aseMenToB U3 Habopa RDD u nbita-
€TCs1 YMEHbLIUTDb YHUCJIO Pa3/leJIoB, K KOTOPBIM OCYILECTBJISIETCS JOCTYI,
M3-32 4ero mporpamMMe-IpaiBepy MoXeT ObITh BO3BpallleHa CMelIeHHas
KoJutekuusi. Ba)xHO OTMeTHTBD, YTO 3TH ONepalnuy MOTYT BO3BpallaTh 3J1e-
MEHTBI He B TOM IOPSIZIKe, B KAKOM 0XKUIAeTCsl.

ITH onepauuu yA0OHBI [ MOLYJIbHOTO TECTUPOBAHUS U OTJIAKH, HO
MOTYT MPEBPATUTHCS B y3KOe MECTO Ipu paboTe ¢ 6obInMHU 06beMaMu
JaHHBIX.

Ecsiu onpeneneH HeKOTOPBIN MOPSIZIOK XpaHEHUs TaHHBIX, MOXKHO M3~
Bieub u3 RDD nocnentue («BepxHUE», UM «HAUOOIBILINE ) DJIEMEHTDI
BbI30BOM top (). [leiicTBUe top () MCHOJB3yeT ynopsiao4yeHHe AaHHBIX MO
YMOJTYAHHIO, & TAKKe NI03BOJIsSIeT NepesaTh eMy (YHKUHUIO CPaBHEHUS IS
U3BJIeYEHHs] IEPBBIX 3JIEMEHTOB.

WHoraa B nporpamMe-zpaiiBepe GbIBaeT HEOOXOAUMO IONYYUTH Bbl-
60pky naHHbIX. [oayuynTh Takyio BHIOOPKY, C 3aMeHOi Mn 6e3, MOXKHO
¢ moMobio pyHkuuu takeSample (withReplacement, num, seed).

Hepenxo 6GbIBaeT 1osie3HO BBINMOJHUTD AEHCTBUE HAll BCEMH 3JIEMEH-
tamu B HaG6ope RDD, Ho 6e3 Bo3BpaTta pe3yJibTaTa B MPOrpaMmy-apaii-
Bep. OTJIMYHBIM IPUMEPOM MOXeET CJIY>KUThb OTIIpaBKa TekcTa B popmare
JSON Ha Be6-cepBep wiu BcTaBka 3anucei B 6a3y gaHHbixX. B m060M Ta-
KOM CJIy4ae ¢ IIoMouiblo AefdcTBUsA foreach () MOXXHO BBIOJHUTD BBIYKC-
JIeHMs ¢ KaxabIM asieMeHToM B RDD 6e3 Bo3BpaTa pe3yJibTaTa Ha JIOKab-
HBII1 KOMIIBIOTEP, B IPOrpaMMy-paiiBep.

Bce apyrue ctanmaprHble onepauuu ¢ npoctbiMu Habopamu RDD o6ia-
JAI0T NMOBeZIeHWeM, KOTOPOe JIETKO OMpeZiesisieTCsl 10 UX Ha3BaHUsM. [leit-
cTBHe count () BO3BpalllaeT YMCJIO 3JeMeHTOB (count), a countByValue()
BO3BpalllaeT 0TOOpaXKeHHEe KaXKI0TO YHUKAIbHOTO 3HAUEHHUST HA €0 YUCJIO
(ompenensitoliee, CKOJIbKO pa3 3TO 3HaueHHe BCTpeyaeTcs: B Habope). Bee
3TH OCTaJIbHbIE eUCTBUSI IEPEYUCIIAIOTCS B Tab. 3.4.
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Tabnuya 3.4. OcHoBHbIe AelicTBua Hag Habopom RDD, cogepxawmm

{1, 2,3, 3)
DyHkuua Ha3naueHue Npumep Pesynbrart
collect () BosepaluaeT Bce rdd. collect () {1, 2,3, 3}
anemMeHTbl u3 RDD
count () BoaBpauwiaeT yucno rdd.count () 4
anemeHToB B RDD
countByValue () CKkonbko pas BcTpeva- rdd.countByValue() (1,1,
€TCA Kaxablh AneMeHT (2, 1),
B RDD (3, 2)}
take (num) BoaspauaeT num anemen- | rdd. take (2) {1, 2)
T0B 13 RDD
top (num) BoaspauaeT nepsble num | rdd.top(2) {3, 3}
3anemeHToB n3 RDD
takeOrdered (num) ( BoaspawaeTt nun anemeH- rdd.takeOrdered (2) (3, 3}
ordering) 108 13 RDD, onupasck (myOrdering)
Ha ykasaHHoe ynopsao-
yeHue
takeSample( BosBspaliaeT nun cnyyaii- | rdd.takeSample Peaynbrat
withReplacement, HO BbIGPaHHbIX anemMeH- | (false, 1) Henbas
num, [seed]) ToB 13 RDD onpeaenutb
3apaHee
reduce (func) O6veauHseT (Hanpumep, | rdd. 9
cyMmupyerT) anemeHTbl | reduce ((x,y) =>x+y)
n3 RDD
fold(zero) (func) To xe, 4To U reduce(), Ho | rdd.fold(0) 9
C yKa3aHWeM Hynesoro ((x,y)=>xty)
3HaYeHun
aggregate (zeroValue) | NeicTayeT nono6HO rdd.aggregate ((0, 0)) | (9, 4)
(seqOp, combOp) reduce (), HO UCNONbL3Y- ((x, y) =
eTcs, 4TO6bl BEepHYTb (x. 14y, x.2+41),
3HaveHve gpyrorotuna | (x, y) =>
(x._ 1+y. 1, x._2 +
y. 2))
foreach (func) MNpyMeHseT ykasaHHyIo rdd. foreach (func) Huyero

PYHKLUMIO K Kaxaomy
anemeHTy B RDD

Npeo6pa3osanue Tunos RDD

Hekoropsie dyHKINH 40CTYHBI TOBKO A48 RDD onpezneneHHbIX TUIIOB.
Hanpymep, mean () u variance () ZOCTYIHSBI JIMIUB AJIS1 YMCTOBBIX HAGOPOB,
a join() — mnst HabopoB map kioy/3Havenue, [TogpobHee crennatbHbe
¢byHKUMY, NOCTYNHBIE AJSI YUCJIOBHIX HAbOPOB, OyAyT paccMaTpUBaTh-
cs1 B rraBe 6, a GyHKUMH 111 HABOPOB Map KJI04/3HaueHue — B IyaBe 4.
B Scala u Java atu Metozbl He ompeesieHbl B CTAHAAPTHOM KJiacce RDD,
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103TOMY, 4TOObI MOJYYUTH JOCTYI K CMELUATU3UPOBAHHBIM (DYHKIMSIM,
Heo6X0MMO 1103a60TUTHCS O BIGOPE MPABUJIBHOTO CIENUATU3UPOBAHHO-
ro KJjacca.

Scala

B Scala mpeo6pasosanue tuno RDD (nampumep, yToObl MOJY-
YUTh AOCTYN K YHUCIOBbIM ¢yHKuuMsM B RDD[Double]) BbImosHsieTcst
aBTOMATHYECKU C TIOMOLIBIO CllelMaNbHbIX (YHKIUH, B PaMKaXx HesiB-
Horo mpuBezneHusi TunoB. Kak oTMmevanoch B pasnene «VHunuannsa-
uust SparkContext» B rnaBe 2, 4To6b! 3TH npeobpa3oBanus paGoTtany,
HYXHO 106aBUTbh MHCTPYKLMIO import org.apache.spark.SparkContext. .
[TepeueHb HesBHBIX MPeoOPa30BaHUl MOXKHO HAUTH B JOKYMEHTAIMH
ScalaDoc ¢ omucannem ob6bekta SparkContext mo aapecy http://bit.
ly/1Bc4fNt. T HesiBHble TpeobpasoBanusi HabopoB RDD B pasnbie
KJ1acchl-00epTKH, Takue Kak DoubleRDDFunctions (ansi HabopoB ¢ yuc-
JIOBBIMM AaHHBIMM) M PairRDDFunctions (asist map kJio4/3HayeHue), uc-
MOJIb3YIOTCA [J1s1 AOCTYNAa K AOMOJHUTENbHBIM (DYHKIIMSM, TAKUM KaK
mean () v variance().

HesiBHble npeobpa3oBaHusi, HECMOTPs Ha CBOE yn06CTBO, MHOT/A MO-
ryT BBOAUTH B 3abiyxnenne. Cobupasch BbI3BaTh (PYHKIMIO, HATIPUMED
mean (), BBl MOXKETE 3arJAHYTh B JOKYMEHTALMIO C OMMMCAHUEM KJacca Ha-
6opa RDD u 3aMeTUTb, 4TO B ITOM KJacce HeT pyHKiuu mean (). Tem He
MeHee BbI30B Gy/eT BbIMOJHATLCA BIIOJHE 61aronosy4Ho 6aronaps He-
sIBHOMY npeobpa3oBaHuio Mexay RDD[Double] u DoubleRDDFunctions. Io-
3TOMY, MBITAsACh HAHTH OMUCAHME TOM WM MHOM (PYHKUHUHU [Jisi CBOETO
Ha6opa RDD B Scaladoc, 06s13aTe/ibHO 3arJISHUTE B ONMCAHKE ITHX KJac-
COB-06€pTOK.

Java

B Java npeo6pa3oBaHue MeX1y ClieliMaJn3upoBaHHbIMU THIaMu RDD
BBINOJIHsieTCs1 6oJiee IBHO. B yacTHOCTH, CYIIECTBYIOT ClieLMaIbHbIE KJIac-
cbl JavaDoubleRDD u JavaPairRDD asist HabopoB RDD aTuX TUIOB, € A0OMOJ-
HUTEIbHBIMU MeTOAaMHU. VX nmpuMeHeHHe [eaeT MPorpaMMHbIN Kox 6o-
Jiee TIOHSITHBIM, XOTSI 1 HECKOJIbKO TPOMO3KHUM.

Yrobbl ckoHcTpynpoBaTh Habop RDD cnennanin3vpoBaHHOTO THIIA,
BMeCTO kJjiacca Function cjemyeT MCIOJBb30BaTh CHEIMATU3UPOBAHHYIO
Bepcuio. Hanpumep, uto6b1 nonyunth DoubleRDD u3 Habopa RDD Tuma
T, BMecTo Function<T, Double> cieayeT ucmosb3oBaTh DoubleFunction<T>.
Crnennanu3upoBaHHble (PYHKIMHM U MOPSJOK MX HCIIOJb30BAHUS Iepe-
yucaeHsl B Tabu. 3.5.
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Kpome toro, ass BeinosiHenust onepanuiit ¢ RDD Heo6x011MO BbI3bI-
BaTh pa3Hble (pyHKIUU (TO €CTh HeJb3sI MPOCTO co3aaTh DoubleFunction
v nepeaats ee B map () ). YTobbl BepHyThCA K TUMY DoubleRDD, BMecTo map ()
HY>XHO BbI3BaTh mapToDouble (). DToMy e mabI0Hy CIEeAYIOT BCE OCTab-
Hble (PYHKIIMH.

Tabnuya 3.5. UnTepgeiicbl Java ansa PyHKkumi cneunansbHbIX TUMOB

JKBMBanNeHT
DyHKumua function*<A, B, ...> Ucnonsayetcs
DoubleFlatMapFunction<T> | Function<T, Y1066 NOAY4UTE DoubleRDD
Iterable<Double>> 13 flatMapToDouble

DoubleFunction<T> Function<T, double> Y7061 NOAY4NTL DoubleRDD

13 mapToDouble
PairFlatMapFunction<T, Function<T, Y1066 NONY4NTL PairRDD<K, V>
K, V> Iterable<Tuple2<K, V>>> 13 flatMapToPair
PairFunction<T, K, V> Function<T, Tuple2<K, V>> |Y4T106bI NONY4UTL PairRDD<K, V>

n3 mapToPair

Mpsl MoxxeM U3MeHUTDb npuMep 3.28, rae BO3BOAUIM B KBaApaT YUCJIA
B Habope RDD, uto6s1 npousBectu JavaDoubleRDD, Kak MOKa3aHO B IIpHMe-
pe 3.38. AT0 AACT HOCTYN K CHELMAJIU3UPOBAHHBIM yHKIUAM DoubleRDD,
TaKUM Kak mean () ¥ variance().

Mpumep 3.38 < Cospanue DoubleRDD B Java

JavaDoubleRDD result = rdd.mapToDouble (
new DoubleFunction<Integer>() {
public double call(Integer x) {
return (double) x * x;
}
b
System.out.println(result.mean());

Python

[IpuknagHoii mporpaMMHbIil nHTEpdeiic aist Python ctpykrypuposan
uHaue, yeM 151 Java u Scala. B Python Bce pyHkuuu peasnsoBansl Ha
ocHoBe kyiacca RDD, Ho TepnsT Heynauy BO BpeMsl BBINOJIHEHUS, €CJIU
tun gaHHbIx B RDD He cooTBeTcTByeT 0XXugaeMoMy QYyHKIUSIMHU.

CoxpaHeHune (K3wunposaHue)

Kak o6cyxnanocs Beiie, Habopst RDD B Spark BBIUMCIAIOTCS B OTJIO-
JKEHHOM peXXHMe, U MHOT/IA OIUH U TOT e Hahop MOXeT HUCII0/Ib30BAThCS
MHOrokpaTHo. Eciii He mpeanpuHATb HUKAKUX [OMOJHHUTENBHBIX Mep,
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Spark xaxzpiii pa3 3aHoBo OyzmeT BbluMCIATh Habop RDD u Bce ero 3a-
BUCHUMOCTH. DTO MOXXET OKa3aThCSl CJIHUIIKOM JOPOTHM YAOBOJIbCTBUEM,
0COGEHHO B UTEPATUBHBIX AJITOPUTMAX, BBIMNOJIHSIOINX MOUCK AAHHBIX
HECKOJIbKO pa3. [[pyroii TpUBUAJIbHBIA MPUMEP MHOTOKPATHOTO UCIOJIb-
30BaHUs OMHOrO U TOro ke Habopa RDD nokasaun B npumepe 3.39: 31ech
CHayaJia BHIYUCJISIETCS YUCJIO DJIEMEHTOB, 8 3aT€M BBIBOIUTCS COAEPIKH-
Moe Habopa.

Mpumep 3.39 « [BykpaTHoe Bbluncnenve Habopa RDD B Scala
val result = input.map(x => x*x)

println(result.count())

println(result.collect().mkString(","))

Yro6b! n36€XaTh MHOTOKPATHOTO BhiyucieHuss Habopa RDD, MoxHo
notpeboBathb oT Spark coxpanume nanusie. B aToM ciyyae y3sbl B KJac-
Tepe, BbIYMCJISIOLIME 3j1eMeHThl Habopa RDD, GynyT coxpaHsTh CBOM
paszensbl. Eciy kakoli-To y3es, XpaHsLIMI JaHHbIE, TOTEPIUT aBapHIo,
Spark NOBTOPHO BBIYMCIUT yTpayeHHBIN pa3iesl AaHHBIX, KOrJa OH I10-
tpebyeTcsi. iMeeTcst Takke BO3MOXKHOCTb CKOMMPOBATh TaHHbIE HA MHO-
XKECTBO Y3JIOB, HAa TOT CJIy4ail, Korra Heo6X0AUMO UMETh BO3MOXXHOCTh
He3aMe/JIUTeJIbHOrO BOCCTAHOBJIEHUSI JaHHBIX IPY aBapUITHOM 3aBeplie-
HUMY y3Ja.

DpeiiMBopk Spark nogmepXuBaeT HECKOJBKO yPOBHEH COXpaHEHUs
IUIsl pa3HbIX 1ieJied, KOTopble mepeyncensl B Taba. 3.6. B s3bikax Scala
(npumep 3.40) u Java ¢dyHKUMS persist() MO yMOJIYaHHUIO COXpaHsieT
naHHble B kyde JVM B Buze Hecepuanu3oBaHHbIXx 06bekToB. B Python,
HaNpOTHUB, COXpaHsieMble AaHHble Bceraa cepuanusyiorcsi. Korma man-
Hble 3aMUCBIBAIOTCA Ha JUCK MJIM B XPaHWIMIIE, HaXOfsieecss BHe Ky4u
(heap), oHu Bceraa cepuaau3yroTCsi.

KsuinpoBaHue 3a npeesiaMu Ky4u oka MMeeT CTaTyC 3KCIepPUMEHTaTbHOM
ocobenHocTH U ucnosbayet Tachyon (http://tachyon-project.org/). Ecain Bac
3aMHTCpecoBasa uiaes KauuposaHus B Spark 3a npenesaMu Kyuu, 3arjisiHu-
Te B pykoBoacTBo «Running Spark on Tachyon» (http://tachyon-project.org/
Running-Spark-on-Tachyon.html).

NMpumep 3.40 < Ncnonb3osaHue persist() B Scala
val result = input.map(x => x * x)
result.persist(StorageLevel.DISK_ONLY)
println(result.count())
println(result.collect().mkString(","))
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Tabnuya 3.6. YposHuu coxpaHeHuns n3 org.apache.spark.storage.
StoragelLevel u pyspark.StoragelLevel; npu »xenaHun MOXHo opra-
HU30BaTb KONUPOBaHUe AaHHbIX Ha ABa koMnbloTepa, gobasus _2
B KOHeL UMEeHU YPOBHS XpaHEeHNs!

YpoBeHb KommenTapum

Ucnonb3yetcsa
NPOCTpPaHCTBa
3artpartbl
BpemeHn CPU
Ha coXpaHeHue
B namaTu

Ha auck

MEMORY ONLY MHoro | Manuie Da He
MEMORY_ONLY_SER Mano |Bonbwwue | a Het

MEMORY_AND_DISK MHoro | Cpeaxue | He Bce | He Bce | 3anuch Ha anck Bbinon-
HSAIETCA, TONLKO €CNU BCE
AaHHbIE He yMewaTcs
B NamsaTn

MEMORY_AND_DISK SER | Mano |Bonblwwue |He Bce |He Bce | 3anuch Ha anck Bbinon-
HSAETCA, TONLKO eCNK BCE
[aHHbLIE HEe yMeLaloTca

B NaMaTW. [laHHble coxpa-
HSIOTCA Ha AWCK B cepua-
NN30BaHHOM NpeacTas-
neHn

-

DISK ONLY Mano |Bonblue |Het Oa

O6paruTe BHUMaHKe, YTO (PYHKIMS persist () BoI3bIBAETCS Mepen mep-
BbIM feiictBueM ¢ RDD. Cam BbI30B persist () He MpHBOAUT K HEMEIJI€H-
HOMY BBIYMCJIEHHIO Habopa.

Ec/n nonbITaThesl KAMMPOBATH CAUIIKOM 6016110 00beM JaHHBIX, He
yMellaoumiics B naMsiTH, Spark aBTOMaTHYECKH BBITECHUT CTapble pa3-
JieJIbl B COOTBETCTBMH C NMOJMTHKOM kamupoBanusa LRU (Least Recently
Used — HanGosnee naBHO ucrosib3oBaBiumecst ). [list ypoBHeit MEMORY ONLY*
BBITECHEHHbIE pa3/iesibl Oy IyT NOBTOPHO BHIYMCJIEHBI ITPH CIIEAYIOLIEM 06-
pallleHHH K HUM, a I ypoBHe# MEMORY AND DISK* BbITeCHsieMbl€ pa3/ieJibl
OyayT coxpaHeHbI Ha [¥cKe. B 1060M cityyae 3TO 03Ha4YaeT, 4TO HET IIPH-
4nH GECITOKOMTBCS O MOTEPe AaHHbIX, eCJIU MoTpe6GoBath OT Spark Kaumu-
poBaTh CAULIKOM 60J1b110# HX 06beM. OHAKO K3LIMPOBAaHHE HEHYIKHBIX
JAHHBIX MOXET MPUBECTH K BBITECHEHUIO HYXXHBIX U K MTOTEPSIM BpeMeHH
Ha UX MIOBTOPHOE BbIYHCJIEHHE.,

Haxonen, Ha6opst RDD moanepxuBaioT Metos unpersist (), mosso-
JISIOIIMI BDYYHYIO yIadSTh UX U3 K3lla.
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B 3aknio4eHne

B aToii r;maBe Mbl OXBaTHUJIM MOEb BbinmoHeHUss RDD u mo3HakoMuau
Bac ¢ GOJIBIIMM YHCJIOM YaCTO UCIOJIb3yeMbIx onepauuit Han RDD. Eciu
BbI JOYMTAJIU IO 3TOTO MECTA, NI03/IpaBJisieM — Bbl TO3HAKOMUJIUCD CO BCe-
MU OCHOBHBIMM acniekTaMu pabotsl Spark. B cienyrolieii rinase Mbl npes-
CTaBMM BallleMy BHUMaHHIO Habop crienuanbHbiX onepauuii 1y RDD nap
KJII0Y/3HaYeHHe, KOTOPbIE YaCTO NMPUMEHSIOTCS AJA 0ObeANHEHUS WM
IPYIIIMPOBKU JaHHBIX. 3aT€M MbI 0OCYIMM BBO/I,/BbIBOJ AJIS1 Pa3HBIX UC-
TOYHHMKOB JIaHHbIX U JOTOJHUTENbHbBIE TEMbI, Kacaouuecs paboThl ¢ 06b-
exToM SparkContext.
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PaboTa c napamu
KAKO4Y/3Ha4eHne

B aToli raBe pacckasbiBaercs, kak pabortath ¢ Habopamu RDD, comep-
XaLMMHU Napbl KJ0Y/3HayeHe, — UIMPOKO PACcIpPOCTPAHEHHBIM THIIOM
JaHHBIX, UCIIOJIb3yeMbIM BO MHOTHX onepauusax B Spark. Habopst RDD
Tnap KJ1i04/3HayeHue 0ObIMHO IPUMEHSIIOTCS [JIsl TPYNITUPOBKH, U [JIs1 UX
TNIOJIy4eHUsI 4acTO NMPUXOAUTCS BBIMOJHSITDH MOCJIeN0BAaTENbHOCTD Olle-
pauuii u3BjeveHus:, npeobpazoBanusi u 3arpysku (Extract, Transform,
Load — ETL). Habopb! nap k/104/3HadeHue MOAAEPKUBAIOT HOBbIE IS
Hac orepauuy (HanpuUMep, MOJCYET OT3bIBOB JJIsI KAXA0T0 TOBapa, rpyn-
MMPOBKA AaHHBIX C OZAMHAKOBBIMU KJII0YaMHU U IPYNINHUPOBKaA ABYX Pa3HbIX
HaGopos RDD).

Mb! Takxke 06CYyAUM AOMOJHUTENBHYIO OCOOEHHOCTD, NMO3BOJISIOLLYIO
T0JI30BATEJISIM YIIPABJISATH pacnpesesnenreM (partitioning) Habopos nap
10 y3JlaM B KJlacTepe. YIpaBisis paclnipejie/leHHeM, TPUI0KeHUsT MOTYT
MHOI/Ja 3HaYUTEJbHO YMEHBIIUTh PAcXO/bl Ha B3aUMOAEHCTBUE MEXAY
y3JlaMH, IPelyCMOTPEB XpaHeHHe Ha OJHOM y3Jjle JaHHBIX, UCIIOJIb3ye-
MBIX COBMeCTHO. VIHOrza aTto JaeT CyuleCTBEHHBIN IPUPOCT CKOPOCTH
obpaborku nHdopmanuu. Mbl MoKaxxeM, KaK yIpaBJisiTh Paclpe/ieieHu-
eM c npuMeHeHHeM aiaroputMa PageRank (peiitunr ctpanuust). Beibop
QJITOPUTMA pacripefieJieHs JAHHBIX CPOIHH BbIOOPY CTPYKTYPHI JAHHBIX
IUIS1 XpaHeHUs1 HHGOPMALMH Ha JIOKAJIbHOM KOMIIBIOTEPE — B 000X CJIy-
Yasx MOPSAJOK pa3MellleHHs AAHHBIX MOXeT CyLeCTBEHHO BJIUATD Ha IIPO-
U3BOIUTEIbHOCTD.

BcTynneHve

OpeiiMBopk Spark noaziepxuBaeT crienuaibHble ONepaLuu IJ1s1 HA60POB
RDD c napamu kiio4/3Hayenue. Takue Ha6opst RDD HasbiBatoT Ha6o-
pamu nap. Habope! nap siBAsiioTCst yAOOHBIMH CTPOMTENBHBIMU G10KaMu
BO MHOTHMX IIPOrPaMMax, MOJIJIEPKIBasI ONEPALUH, IT03BOJISIIOLIHE BBIITOJI-
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HATb MapaJljieibHble OMEepalyy C KJIYaMU WIM NeperpynmnupoBbIBaTh
naHHble 110 cetn. Hanpumep, HaGopbi map uMeroT Meton reduceByKey (), st
rpyNIMPOBKH JAHHBIX M0 KAXAOMY KJIOYy, U MeTOA join(), criocoGHBIi
o6benuHUTD ABa Habopa RDD, myTeM rpynnupoBKH 3JIEMEHTOB C OfIMHA-
KOBBIMH KJlouamu. Ha npakTike yacTo NpUXOAUTCS U3BJIEKATh MOJIS U3
Habopa RDD (npencrasisiionye, HampuMep, BpeMs COObITUSL, ueHTHUdhH-
KaTop KJIMEHTa WU KaKON-TO APYroil uaeHTU(HUKATOP) U UCII0JIb30BaTh
3TH NOJIS1 B POJIM KJIIOYEH B onepauusx ¢ Habopamu map.

Co3aaHne Habopos nap

B Spark nopmepxnBaeTcsi MHOXeCTBO CIOCO60B MOJY4YHUTh Habop map.
Muorue ¢popmatsl 3arpy3Ku, KOTOpble Mbl UCCJENYEM B TJiaBe d, HEMo-
CPENCTBEHHO BO3BpalIalOT HAbOpBI Map KIo4y/3HaveHue. Takke 4yacto
y Hac MMeeTCsl HEKOTOpbIit 06bruHbIl Habop RDD, koTopbiit Tpebyercs
npeobpa3oBath B Habop map. CaesaTb 3TO MOXKHO C IIOMOLIbIO GYHKLIUN
map (), Bo3BpalIaloLieil mapsl K04 /3HayeHue. sl MTIoCTpaluy MBI 110-
Ka)XkKeM KOJI, M3HayanbHO uMeroiuiit Habop RDD TeKCTOBBIX CTPOK, B KO-
TOPBIX POJIb KJIIOYA A0JKHO UTPATh MEPBOE CJIOBO.

B pasHbix s13bIkax HaGOPbI Map KOHCTPYUPYIOTCA o-pasHomy. B Python
(yHkuMs1, reHepupylouasi napy KJio4y/3HaueHue, JOJKHA BO3BpallaTh
pe3yJIbTaT B BUZe KopTexa (cM. npuMep 4.1).

Mpumep 4.1 % Co3pnaHue B Python HaBopa nap u3 CTpok, rae ponb kKnya
urpaeT nepsoe CNoBO

pairs = lines.map(lambda x: (x.split(" ")[0], x))

B Scala ¢byHkius, renepupyiolast napy Kjioy/3HayeHue, TAKKe JOJIXK-
Ha BO3BpalllaTh pe3yJbTaT B BUAe KopTexa (cM. npumep 4.2). [lns noctyna
K JIOTNIOJTHUTEIbHBIM (PYHKUMSIM C TapaMH KJII0Y/3HayeHHe MOoALepXK1Ba-
eTcs1 HesiBHOe npeoOpa3oBanue B Habopbl RDD kopresxei.

Mpumep 4.2 < Co3pnaHue B Scala Habopa nap 13 CTPOK, rae ponb KNtoya
vrpaet nepsoe CNoBO

val pairs = lines.map(x => (x.split(" ")(0), x))

B sa3bike Java OTCYTCTBYeT BCTPOEHHBIH THIT JAHHBIX «KOPTEX», IMO-
atomy Spark Java API tpebyert, 4To6BI MOJIB30BATENHN CO3aBaU KOPTe-
KU C UCIOJIb30BaHueM KJacca scala.Tuple2. JlaHHBIHN KJ1acC OYeHb NPOCT:
CKOHCTPYHMPOBATbh HOBBIM KOPTEX C €ro MOMOIIbI0O MOXXHO MHCTPYKIUen
new Tuple2 (eleml, elem2) u 3aTeM 06paIIATHCS K €TO 3JIEMEHTAM C IPUMe-
HeHHeM MEeTONOB . 1() u. 2().
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[Monb3oBarenisAiM Java TakKe HEOOXOAMMO BbI3BIBATH CIIELMAJIbHbBIE
Bepcur GyHKuMit Spark mis cosmanus HaGopa nmap. Hanpumep, BMecto
npoctoif GyHKUUYU map() ciexyer BbI3bIBaTH mapToPair (). ToT Bompoc
6osiee moapobHO 06cyxaacs B paszaene «IIpeo6pasosanue Tunos RDD»
B [JIaBe 3, a Teneph JaBaliTe PACCMOTPUM MPOCTOH CJIyyaid, KaK MOKa3aHo
B puMepe 4.3, mapsl KJ1104/3HayeHue:

Npumep 4.3 < CospnanHue B Java Habopa nap n3 CTpok, rae ponb Knioya
urpaet nepsoe cnoso
PairFunction<String, String, String> keyData =

new PairFunction<String, String, String>() {

public Tuple2<String, String> call(String x) {

return new Tuple2(x.split(" ") (0], x);

}
H
JavaPairRDD<String, String> pairs = lines.mapToPair (keyData);

Korana nabop map cosmaercst U3 KOJUJIEKIIMM, HAXOASALIENCS] B MaMsi-
™, B Scala u Python mocratouno Bbi3BaTh SparkContext.parallelize().
Yrto6bl TO K€ caMoe peasn30BaTh B Java, Hy»HO BbI3BaTh SparkContext.
parallelizePairs().

Mpeobpa3osaHnn Habopos nap

K Habopam map MOryT pUMEHSIThCS T€ JKe TPeoOpa30BaHMsl, YTO U K 0ObIY-
HbIM Habopam RDD. [1pu sToM neiiCTBYIOT Te e MpaBuJIa, YTO ObLIH OIH-
canb! B paszene «[lepenaua ¢byHnkuuit 8 Spark» B riase 3. Tak kak Habo-
PBI 11ap COCTOAT U3 KOPTEXeil, Ipeo6bpa30BaHUSIM JOJIXKHBI [IEPEABAThCS
¢dbyHKUMY, omepUpyOle KOPTEXKAMH, a He OTAeJbHbIMH 3HAYEHUSIMH.
B tab6a. 4.1 u 4.2 nepeunciensl npeobpa3oBaHus 17151 HAGOPOB Map, KOTO-
pble oIpoOHee paCCMATPUBAIOTCSI IAJIEe B 3TOM TJIaBe.

O6a cemeiictBa dyHkuuil 1151 paboTsl ¢ Habopamu map Mbl 06Cy UM
B OTZEJIbHBIX pa3fesiax.

Ha6ops! nap ocratorcst o6bruHbiMu Habopamu RDD (o6bextoB Tuple?
B Java/Scala unu xoprexeii B Python), 1, COOTBETCTBEHHO, /11 HUX TOA-
IEPXKUBAIOTCS Te XK€ omepanuy, 4to u st o6braHbix RDD. Hanpumep,
MOXHO B35Tb HabOp Map U3 NpeIbIAYLIEro pasjesia U OTGUIBTPOBATH
CTpOKM JuHHee 20 CUMBOJIOB, KaK TOKa3aHO B puMepax ¢ 4.4 1o 4.6 v Ha
puc. 4.1.

Mpumep 4.4 < MNpocToit GUNLTP NO BTOPOMY 3aneMeHTy B Python
result = pairs.filter (lambda keyValue: len(keyValue[l]) < 20)
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Tabnuya 4. 1. NpeobpazoBanums gns Habopa nap
(wanpumep: {(1, 2), (3, 4), (3, 6)})

DyHkuua Ha3HnaueHue NMpumep Pesynbrar
reduceByKey(func) 0O6beanHNTL 3HaYeHna rdd.reduceByKey( (1, 2),
C OANHAKOBbLIMU KNloYaMun (X, y) =>x+ty) (3, 10)}
groupByKey () CrpynnuposaTtb 3HaYeHus ¢ oam- | rdd.groupByKey () {1, 21,
HaKOBbLIMW KNlOYaMmn (3, [4, 6]))
combineByKey ( O6beaAnHUTL 3HAYEHUS C AN~ CM. NpuMeps!
createCombiner, HAKOBbIMU KNIOYaMW U NoNyunTb | 4.12-4.14
mergeValue, pes3ynbTar Apyroro tTuna
mergeCombiners,
partitioner)
mapValues (func) NpuMeHnTL PYHKUMIO K KaxaoMmy | rdd.mapValues (x => {1, 3),
3HayeHuio B Habope nap 6e3 n3- | x+1) (3,5),
MEHEeHMA Knoya (3,1}
flatMapValues (func) | NpumMeHnTL ByHKUMIO, BO3BpPA- rdd.flatMapvalues (x {(1,2),
watoulyio uTepaTop ANS Kaxaoro | => (x to5) (1, 3),
3HaveHun B Habope (1, 4),
nap ¥ CO3AaloLLyio ANA Kaxaoro (1,5,
BO3BPALLAEMOro 3NeMEHTa (3, 4),
napy knio4/3HayeHune co CTapbiMm (3, 5)}
KNIOYOM. HYacTo ncnonb3yetcsa
Ans BbiaeneHns 6a30BbIx ane-
MEHTOB (Nnekcem)
keys () NonyunTs Habop RDD rdd. keys() (1, 3, 3}
C OAHUMMU KNIOYaMU
values () MNony4nTs Habop RDD rdd.values () {2, 4, 6}
C OAHUMU 3HAYEHUAMN
sortByKey () Nonyuunts RDD, oTcopTuposaH- | rdd.sortByKey () {(1,2),
HbI NO KN4y (3, 4),
(3, 6)}

Tabsmya 4.2. NMpeobpaszosauns gns 4Byx Habopos nap (Hanpumep:

rdd ={(1, 2), (3, 4), (3, 6)} other ={(3, 9)})

DyHKUMA Ha3xnauyeHue NMpumep Pesynbrart

subtractByKey | Ypanuth anemenThl C k04OM, | rdd.subtractByKey( 1§ {(1, 2)}
npeacTasnNeHHbIM B APYrom other)
Habope RDD

join BbINONHUTL BHYTPEHHee coeaum- | rdd.join(other) {13, (4,9),
HeHue asyx Habopos RDD (3, (6, 9))})

rightOuterJoin | BeinonHuTb coeaunHeHne rdd.rightOuterJoin( | { (3, (Some(4),9)),
nsyx Habopos RDD, rae knoy | other) (3, (Some (6),9)) }
[omxeH 6bITb NpeacTaBneH
B8 nepsomM RDD

leftOuterJoin | BbinonHUTL coeavHeHne rdd. leftOuterJoin ( {(1,(2,None)),
nsyx Habopos RDD, rae knoy | other) (3, (4,Some(9))),
AONXeH 6bITb NPEACTaBNEH BO (3, (6,Some(9)))}
sTopoM RDD

cogroup CrpynnupoBaThb No Knouy rdd.cogroup (other) | ((1, ((2],(])),
NaHHbIX M3 ABYX HA60pOB (3, (14, 6], [9]))}
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Mpumep 4.5 < MpocToit GUnbTP NO BTOPOMY 3NeMeHTy B Scala

pairs.filter{case (key, value) => value.length < 20}

Mpumep 4.6 <+ MNpocTon GuNbLTP N0 BTOPOMY 3NEMEHTY B Java

Function<Tuple2<String, String>, Boolean> longWordFilter =
new Function<Tuple2<String, String>, Boolean>() {
public Boolean call(Tuple2<String, String> keyValue) {
return (keyValue. 2().length() < 20);
}
b
JavaPairRDD<String, String> result = pairs.filter(longWordFilter);

Knioy | 3HaveHue

Kniou | 3Havenue

holden | likes coffee | dunutp
1 holden | likes coffee

panda | likes long
strings and
coffee

Puc. 4.1 < dunbTpaums No 3HaYeHUIO

WHorpa npu pabote ¢ HaGopaMu Map BO3HUKAIOT 3aTPyJHEHUsI, KOT-
na TpebyeTcst 0OpaTUTHCA TOJNBKO K 3HaUeHUAM B mMapax. I1ockobKy Ta-
Kasi NoTpe6HOCTh BO3HMKAET JOCTaTOYHO 4YacTo, B Spark mpeaycMorpeHa
¢ynkuusimapValues (func), koropasi AeliCTByeT TOYHO TaK >Ke, Kak map{case
(X, y): (x, func(y))}. MbI1 GyzeM uCnoIb30BaTh 3Ty (GYHKIUIO BO MHOTHX
npUMepax.

A Ternepb pacCMOTPUM Kaxk[oe ceMeiicTBo GbyHKIMit 17151 Habopos map
Y HayHeM C arperupoBaHus.

ArperupoBaHue

Korza MHOXeCTBO JaHHBIX OMUCBHIBAETCS] B TEPMUHAX Map KJi04/3Haye-
HMeE, 4acTo ObIBAaeT )KeJIaTeJbHO peajiu30BaTh cOOP CTATUCTHUK MO BCEM
3JIEeMEHTaM C OJJMHAKOBBIMU KJII0YaMU. MbI y>Ke 3HAKOMBI C TeHCTBUSMU
fold(), combine () u reduce() Ham mpocTbiMu HaGopamMu RDD. Anamoruy-
Hble IPeobPa30BaHMUs C IPYIINUPOBKON MO KJIIOYY MOAAEPKUBAIOTCS U 1151
HabopoB 1nap. TH onepanyy Bo3BpamaioTt Habopsl RDD u, cooTBeTCTBEH-
HO, SIBJISIIOTCS IPe0OPa30BaHUAMM, a He IeHCTBUSIMHU.

ITpeo6pasoBanue reduceByKey() oueHb HamomuHaeT reduce(): oba
OPUHUMAIOT GYHKUMIO U MCIONB3YIOT ee 1151 00bequHeHNs] 3HaYeHU .
reduceByKey () 3amyckaeT HECKOJIbKO MapaJljleJIbHBIX ONepanuii CBepPTKU
(reduce), no ogHOM A KaXAOro KJI04a B Habope, Tle Kaxaas onepa-
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uust 06beUHsIET 3HAYEHUsI C OJMHAKOBBIMU KJouamu. Tak Kak Habo-
Dbl IaHHBIX MOTYT UMETh OY€Hb (OJIbIIOE YUCIO KI0Yel, reduceByKey ()
peain30BaHa He KaK JelCTBUe, BO3BpAIlaollee 3HAYEHNE, & KaK Mpeob-
pa3oBaHue, Pe3yJIbTaTOM KOTOPOIo sABjseTcs HOBbIM Habop RDD, rae
KaXX/IOMY KJIIOUY COOTBETCTBYET Pe3yJIbTaT CBEePTKM 3HAUeHUH 1151 3TO-
ro KJIoya.

[Ipeo6pasosanue foldByKey() oueHb HanmomuHaeT fold(): o6a mpuHU-
MalOT HyJleBOe 3HaueHHe TOTO Ke THIA, YTo U JaHHble B RDD, a takxe
dyHkuMIO, peanusyouryio Joruky obbenunenust. Kak u B ciyyae ¢ byHk-
uueii fold(), HyneBoe 3HaueHue mist foldByKey () MOMKHO OBITH HEUTPAIb-
HBbIM U1t GYHKIMM 0O beANHEHUSI.

Kak noka3ano B npumepax 4.7 u 4.8, dyHnkuuio reduceByKey () MOXHO
MCIMOJIb30BaTh B KOMILIEKce C mapValues() [T BBIYMCJIEHMS] CPEIHETO
3HAYeHMsl Uit KaXKIOro KJi04a, ToA0OHO TOMY, KaK MBI [ieJIajii 3TO C Io-
Motubio fold () nmap () mast o6bryHoro Habopa RDD (cm. puc. 4.2). [t BbI-
YKCJIEHUsI CpeJHEro0 MOXKHO TaK>ke MCII0/Ib30BaTh CIELNATIU3MPOBAHHYIO
(byHK1M10, 0 KOTOPOIi pacCKa3bIBAETCST HUXKE.

Mpumep 4.7 <+ BbluncneHue cpegHnx 3HAYEHUIA NO KNKOYAM C MOMOLLbIO
reduceByKey() u mapValues() 8 Python
rdd.mapValues (lambda x: (x, 1)).reduceByKey (

lambda x, y: (x[0] + y[0], x([1] + y[1]))

Mpumep 4.8 < BbluncneHne cpegHUx 3Ha4YEHWU NO KI0YaM C NOMOLLLIO
reduceByKey() u mapValues() B Scala
rdd.mapValues (x => (x, 1)).reduceByKey(

(X, y) = (x. 1 +y. 1, x. 2+y.2)

Yuraresn, 3HaKOMbIe C TIOHATHEM KoMOHHaTopa n3 MapReduce, HaBepHsi-
.,/ Ka 3aMeTHJIH, YyTo Bbi3oB reduceByKey() u foldByKey() aBTOMaTHuecku Oy-
JIeT BLIIOJHATb KOMOMHMPOBaHME JIOKAJIBHO, Ha KaXAO0# MalllMHe, Nepea
BbIUMCJIEHHEM OOUIMX MTOrOB /i Kaxaoro kiao4a. OT mosb3oBaTessi He
TpebyeTcsi yka3biBaTh KoMOMHaTop. OfHAKO MPU XKeJaHUM CTeUHaTu3H-
poBaTh MoBeJeHNe KOMOMHATOPa MOXHO BOCIIOJIb30BaTbhCsl MHTEPGERCOM
combineByKey ().

AnanornyHbIi MOAX0/, KaK MOKa3aHo B mpuMepax ¢ 4.9 mo 4.11, MoxxHO
UCIIOJIb30BATh [IJ1S1 peLlIeHUsT KIacCUYEeCcKOi 3a1auyl BBIYUCIIEHUS pacrpe-
ZeJieHust cJioB. Mbl Bocnosib3oBaauch ¢yHkiuei flatMap () u3 mpeabiay-
el rasbl, 4TOOBI CO34aTh HAGOP Map, re PoJib KJIoUYeil UTrpaloT CJIOBA,
a poJib 3HaYEHMIT — YyucIo 1, ¥ 3aTeM MOACYUTATN CYMMBI JJIs1 BCEX CJIOB
¢ nomolpsio reduceByKey (), kak B npuMepax 4.7 u 4.8.
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Kniou | 3navenue Kniou | 3navenue

panda | 0 panda | (0,1)

pink 3 mapValues o pink (3,1)

pirate | 3 - pirate {(3,1)

panda | 1 panda | (1,1)

pink 4 pink (4,1)
reducebyKey

Koy | 3navenune

panda | (1,2)

pink (7,2)

pirate | (3,1)

Puc. 4.2. MoTok AaHHbIX NPY BbIMUCIEHUN

cpeaHnxX 3Ha4YeHU No KNyYam

Mpumep 4.9 < Moacuet cnos B Python

rdd = sc.textFile("s3://...")
words = rdd.flatMap (lambda x: x.split(" "))

result = words.map(lambda x: (x, 1)).reduceByKey(lambda x, y: x +y)

NMpumep 4.10 < MopcueT cnos B Scala

val input = sc.textFile("s3://...")
val words = input.flatMap(x => x.split(" "))

val result = words.map(x => (x, 1)).reduceByKey((x, y) => x +y)

Mpumep 4.11 % lMopcueT cnos. B Java

JavaRDD<String> input = sc.textFile("s3://...")
JavaRDD<String> words = input.flatMap (
new FlatMapFunction<String, String>() {
public Iterable<String> call(String x) {
return Arrays.asList(x.split(" ")); }

b

JavaPairRDD<String, Integer> result = words.mapToPair (

new PairFunction<String, String, Integer>() {
public Tuple2<String, Integer> call(String x) {

return ne

}).reduceByKey (
new Function2<Integer, Integer, Integer>() {

N

public Integer call(Integer a, Integer b) { return a + b; }

w Tuple2(x, 1); }
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{7 Tlopcuer clOB MOXHO YCKOPUTb, €CIM 3alefCTBOBaTh (YHKIMIO Count-
ByValue() amns nmepsoro Habopa RDD: input.flatMap(x => x.split(" ")).
countByValue().

[ns o6beavHeHUsl JaHHBIX MO KJIOYY yalle APYTMX HCIOJb3YeTCs
¢dynkumst combineByKey (). BosmbiumucTBO Apyrux ¢dyHkuuii o6bearHeHns
peanin3oBaHo Ha ee ocHOBe. ITogo6HO hyHKIMY aggregate (), combineByKey ()
M03BOJIsSIET BO3BPAIllaTh 3HAYEHHUsI IPYTOrO THIA, HE COBMAIAONIETO C TH-
TIOM MCXOJIHBIX JaHHBIX.

st nonumanust ocobeHHocTeit combineByKey () BaKHO 3HATh, KAK OHA
obpabaTrbiBaeT KaXablil a;1eMeHT. B npouecce 06xo/1a 3/1eMEHTOB B pa3jie-
Jie aJis1 combineByKey () Kadkablil CJeLyIOIINI 3/IEMEHT UMEET KJI0Y, NGO
He BCTPeYaBLIMHCS TPesx e, MO0 COBNAaAAIMT C KIIOYOM MPEAbIAYIIETO
3JIEMEHTA.

ITpu BcTpeye 3eMeHTa C HOBBIM KJItouoM combineByKey () Mcmosb3yer
M0JIb30BATEIbCKY10 GYHKIMIO, IepeJaHHYI0 B apryMeHTe createCombiner,
4TOObl CO3JaTh HAYyaJbHOE 3HAYEHME [JISl aKKyMyJsiTopa. BaxkHo oTMme-
THTb, YTO 3TO IPOUCXOUT NPH NIEPBOIi BCTPEUE KJII0YA 6 KANCOOM PA3/IETE.

Ecnan kimou yxe BcTpeuasncss B xoze 06paGOTKM JAHHOTO pasfela,
BBI3BIBA€TCS TMOJIb30BaTENbCKash (PYHKLHMs, TepelaHHass B apryMeHTe
mergeValue, ¢ TEKyIMM 3HAaYEHHEM AKKyMYJIATOpA AJs JAaHHOTO KJI0Ya
Y HOBBIM 3HaUY€HHEM.

Taxk kak Kax/blit paszges 06pabaTbIBaeTCs HE3aBUCHMO, [1J1s1 HEKOTOPBIX
KJIIOYeil MOXKET MOJIyYUThCSI HECKOJIbKO 3HaUEHMIt akkyMmyJsatopa. Eciu
npu 06beIMHEHUM Pe3yJbTaTOB 00paGOTKM pas3HBIX pa3fesoB OOHapy-
JKUTCSI HECKOJIBKO 3HAYEHMI aKKyMYJISITOPA /JIs1 OTHOTO M TOTO XK€ KJIIO-
4a, BBI3BIBAETCSI MOJIb30BATEIbCKAsi (QYHKIMS, NTEPeaHHasl B apIyMeHTe
mergeCombiners.

MMeeTcsi BO3MOXKHOCTb OTKJIIOYMTH arperMpoBaHWe TMPU OTOOpaXKeHUH
(map-side aggregation) B combineByKey (), eciu U3BECTHO, YTO 3TO He AACT
HUKaKUX npeumyiiects. Hanpumep, groupByKey() oTkiouaeT noao6Hoe
arpcrupoBanue, eciau (GYHKLUMs arperupoBaHusi (ao6aBiisieMast B KOHeL|
CIIMCKa) HC 1acT 9KOHOMUM NaMsTu. Eciin noTpebyercs oTK104uTb 00beau-
HeHue npu otrobpaxenuu (map-side combines), cienyer onpeaenanTs cBoi
00bCKT yrpaBieHusi pacipeiesienneM (partitioner); HO Ha JaHHBI MOMEHT
MO>KHO MPOCTO MCTOIb30BaTh rdd.partitioner.

Tax kak byHkuus combineByKey() nMeeT MHOXeCTBO pa3HOOOPa3HBIX
[1apaMeTPOB, OHA SIBJISIETCS] OTJIMYHBIM 006pa3uoM s npumMepa. Utobol
HarJIsiIHee NOKa3aTh, Kak JelcTByeT combineByKey(), paccMOTpHM BBIUMC-
JIeH1e CPeIHero 3Ha4eHus AJIs1 KaX/IO0ro KJII04a, KaK I0Ka3aHo B IpUMe-
pax ¢ 4.12 no 4.14 u Ha puc. 4.3.
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Mpumep 4.12 <+ BoluncneHue cpeaHero 3HavYeHnsa AN Kaxaoro kioya
c nomoubio combineByKey() 8 Python

sumCount = nums.combineByKey (

(lambda x: (x,1)),

(lambda x, y: (x[0] +y, x[1] + 1)),

(lambda x, y: (x[0] + y([0], x[1] + y[1])))
sumCount .map (lambda key, xy: (key, xy[0]/xy[l])).collectAsMap()

Mpumep 4.13 <+ BbluncneHue cpeaHero 3Ha4YeHnsa AN Kaxaoro Knoya
c nomoLbio combineByKey() B Scala

val result = input.combineByKey (
(v) => (v, 1),
(acc: (Int, Int), v) => (acc. 1 + v, acc._2 + 1),
(accl: (Int, Int), acc2: (Int, Int)) =>
(accl._1 + acc2._1, accl. 2 + acc2. 2)
) .map{ case (key, value) => (key, value. 1 / value._ 2.toFloat) |}
result.collectAsMap () .map (println(_))

Mpumep 4.14 < BblunucneHne cpeaHero 3HavyeHns AN Kaxaoro Knoya
¢ nomoubio combineByKey() B Java

public static class AvgCount implements Serializable ({
public AvgCount (int total, int num) { total = total; num_ = num; }
public int total ;
public int num ;
public float avg() { return total_ / (float) num_; }
}

Function<Integer, AvgCount> createAcc =
new Function<Integer, AvgCount>() {
public AvgCount call(Integer x) {
return new AvgCount (x, 1);
}
}i

Function2<AvgCount, Integer, AvgCount> addAndCount =
new Function2<AvgCount, Integer, AvgCount>() {
public AvgCount call (AvgCount a, Integer x) {
a.total += x;
a.num_ += 1;
return a;
}
Vi

Function2<AvgCount, AvgCount, AvgCount> combine =
new Function2<AvgCount, AvgCount, AvgCount>() ({
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public AvgCount call (AvgCount a, AvgCount b) {
a.total_ += b.total ;
a.num_ += b.num_;
return a;
}
bi

AvgCount initial = new AvgCount (0,0);

JavaPairRDD<String, AvgCount> avgCounts =
nums.combineByKey (createAcc, addAndCount, combine);

Map<String, AvgCount> countMap = avgCounts.collectAsMap();

for (Entry<String, AvgCount> entry : countMap.entrySet()) {

System.out.println(entry.getKey() + ":" + entry.getValue().avg());
}
Paspen 1 Tpaccuposka pa3pena 1:
ﬁ 1 (coffee, 1) -> HOBbIN KNIOY
Coftee accumulators[coffee] = createCombiner(1)
coffee 1 (coffee, 2) -> cywecTaylowmii koY
panda 1 accumulators[coffee] = mergeValue(accumulators[coffee],2)
(panda, 3) -> HoBbIi KJlOY
Paspen 2 accumulators[panda] = createCombiner(3)
Tpaccuposka pasgena 2:
def createCombiner(value): (coffee, 9) -> HobIiA KoY
(value, 1) accumulators[coffee] = createCombiner(9)
dea mergeValue(acc, value): ObueavHenue paapenos:
(acc[0]+value, acc[1]+1) mergeCombiner(partition1.accumulators[coffee],

partition2.accumulators[coffee])
def mergeCombiners(acc1, acc2):
(acc1[0]+acc2[0], acc[1]+acc2[1])

Puc. 4.3 < Mopsnok paboTtbl combineByKey ()

CyliecTByeT MHOXECTBO JIPYrMX BapMaHTOB TPYIMIHUPOBKU JAaHHBIX
10 KJIIOUY, 60JIbIIMHCTBO U3 HUX PeajiM30BaHO Ha OCHOBE combineByKey (),
HO mpezocTanJsieT 6oJiee mpocToit uHTepdeiic. B o6oM ciydae, npume-
HEHUE CIelUATN3UPOBAHHBIX (QYHKIUHA arperipoBaHUs U3 UMEIOLINXCS
B Spark MoXeT 0Ka3aTbCsi HAMHOTO G0Jiee GBICTPBIM PEIIEHUEM, YEM TIPsi-
Masl peajinu3alysi rpynInupOBKH JaHHBIX C MOCJIEYIOIIEN CBEPTKOM.

Hacmpoiixa ypoens napanneausma

[Ipexze ysxe rOBOPUIIOCH, YTO BCe NTPe0OPa30BaHMsl BBIMOIHSIOTCS Na-
paJLIeIbHO HECKOJIbKMMHU y3J1aMHU B KJIACTEDPE, HO MBI [IOKA HE BUJEJIH, KaK
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Spark B meiicTBuTenbHOCTH pacnpenenser pabory. Kaxapiit Habop RDD
nuMeeT PUKCUPOBAHHOE YHCJIO Pa3/lesiOB, ONpPeEIIolee YPOBEHb Mapal-
JieJIM3Ma OlepalHii, BBHINIOJHSIEMbIX C 3THM HaGOpOM.

[Ipu BbINOIHEHUH OMepalyii arperHpoOBaHUs WM IPYTITUPOBKHA MOX-
Ho noTpeboBatb ot Spark ucnosb30BaTh ONpeeIeHHOE YHUCIO PA3/IEIOB.
Spark Bcerma mbiTaeTcsi UCMOMB30BaTh PasyMHOE 3HAYEHUE MO yMOJIYa-
HUIO, ONMPAsCh HAa Pa3Mep KJacTepa, HO B HEKOTOPBIX Ciy4asix GbpiBaer
JKeJlaTeJIbHO BPYYHYI0 HACTPOMTh YPOBEHb Mapauieu3Ma, YTOOBI MOJTy-
4uTh 60JIEE BHICOKYIO TPOU3BOAUTEBHOCTb.

BosblnHcTBO omepanuii, o6cykaaeMbix B 3TOi [JlaBe, IPUHUMAIOT
BTOpOH NapaMeTp, ONpeessONUi, CKOJIbKO Pa3fieJioB CJeLyeT UCIOJb-
30BaTh IpH co3faHuu HaGopoB RDD, noxaBeprawmuxcsi rpynmupoBKe
WJIM arperMpoBaHuIo, KaK MOKa3aHo B npuMepax 4.15 u 4.16.

Mpumep 4.15 % reduceByKey() c napaMeTpom ypoBHa Napannenvama
8 Python

data = [("a", 3), ("b", 4), ("a", 1)]

# C ypoBHeM napamienusMa Mo yMOJ4YaHMO
sc.parallelize(data).reduceByKey(lambda x, y: x + y)

# C HacTpPOEHHHM YpOBHEM Mapaulenu3ma
sc.parallelize(data) .reduceByKey(lambda x, y: x + y, 10)

NMpumep 4.16 <+ reduceByKey() c napameTpom ypoBHs napannennama
B Scala

val data = Seq(("a", 3), ("b", 4), ("a", 1)

// C ypoBHeM napamnenuaMa MO yMOJNYAHUO
sc.parallelize(data).reduceByKey((x, y) => x + y)

// C HacTpOeHH:HM YpOBHEM MapaienusMa
sc.parallelize(data).reduceByKey((x, y) => x + y)

WHorna 6siBaeT KeaTeJbHO H3MEHUTH IMOPSAOK paclpeesieHust
Habopa RDD BHe KOHTEKCTa Omnepanuii rPyNMUPOBKU WM arperupo-
BaHusl. ns takux ciydyaeB B Spark umeercss pyHkuus repartition(),
KOTOpasi NlepepacIpe/iesisieT JaHHbIE U CO3aeT HOBBIN HabOp pa3/esios.
WMeiite B BUY, YTO NepepacnpeeieHie JaHHBIX — BECbMa JOPOrOCTOS -
mwasi onepauusi. B Spark nmeercs Takxe ONTMMU3UPOBAHHAS BEPCHUS
repartition(), koropast Ha3piBaeTcsl coalesce () M mo3BosisieT u3bexatb
nepeMeleHUs] JaHHBIX MO CETH, HO TOJIBKO B CIy4ae yMeHbLIEHHUS YHC-
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na pasnenoB RDD. Urto6bl y3HaTh, HAacKoJIbKO 6e3omacHbM (B CMBbIC-
Jie IPOM3BOAUTENIBHOCTH) GyleT BbI30B coalesce (), MOKHO NPOBEPUTH
paamep RDD Bbi3oBom rdd.partitions.size() B Java/Scala u rdd.
getNumPartitions() B Python u cpaBHuTb nosyyeHHoe akTHyecKoe
YHCJIO Pa3/EeJIOB C XKeJaeMbIM.

FpynnupoBKa AaHHbIX

[Ipu ncrmosb30BaHMM AAHHBIX, COCTOSIMX M3 Tap KJII04,/3HauyeHHe, 4acTo
ObIBaeT HEOOXOAMMO CTPYTIMUPOBATh AaHHBIE 110 KJII0UY, HATPUMED YTOObI
YBUIETH CIIMCOK 3aKa30B, C€JaHHbIX OJHUM KJIHEHTOM.

Ecin naHHbIE yoKe XpaHSTCs B BUE NTAp KJII0Y/3HaYeHHUe, KaK HaM Tpe-
OyeTcsi, MbI JIETKO MOKEM CTPYTITHPOBATh AaHHbIE BHI30BOM groupByKey ().
Ecau Ha6op RDD comepxuT k/iouyu Tuna K ¥ 3HaueHust Tumna V, Mbl TOJIy-
uyuM o6patHo Habop RDD Ttuna (K, Iterable(V]].

Yro6bl CrpyNnMpoBaTh NMPOCThie AaHHble (6e3 KIIouYei) UIN JaHHbIE
C KJIIOYaMHM, HO MO0 KaKOMY-TO MHOMY KPUTEPHIO, HE YUUTHIBAIOLIEMY Te-
KYIMX KJII0Y€eH, MOXKHO BOCII0JIb30BaThCst PyHKIMeE# groupBy (). OHa mpu-
HUMaeT QYHKLMIO U MPUMEHSIET ee K KAKAOMY 3JIEMEHTY B MICXOIHOM Ha-
6ope RDD, a nmosiyuyeHHbIN pe3yibTaT UCIOJb3YeT KaK KoY.

¢, Ecaun obHapyxuTcs, 4TO BCeA 3a BbI30BOM groupByKey() Bam TpebyeTcs
“... TIpUMCHHUTb reduce () nau fold () k 3HaUeHUsIM, 3HaliTe, YTO TOT Ke pe3yIbTaT
4acTO MOXHO MOJYy4uTh 6osee 3pPeKTUBHBIM CIOCOOOM, C MOMOLIBIO Ofi-
Hoit u3 pyHkuuii arpernpoBanus no Kio4dy. Bmecto ceeptki Habopa RDD
B 3HAY€HHE MOXKHO BBIMOJIHUTD CBEPTKY JAHHBIX M0 KJIIOYY U MOJYYUTb 06-
patiio nabop RDD ¢ pe3ysisTaTaMyu CBEPTKM 3HAYEHHIA U151 KOXKIOTO KJII0Ya.
Hanpumep, rdd. reduceByKey (func) BepheT ToT e Ha6op RDD, uto u rdd.
groupByKey () .mapValues (value => value.reduce (func) ), HO cipaBUTCS CO CBO-
eit paboToii ropasao apeKTUBHEE, TaK Kak el He moTpebyeTcs co3naBaTh
CITUCOK [UIS1 KaX/0T0 KJoYa.

[ToMuMO rpynnMpoOBKY JaHHBIX U3 eAMHCTBEHHOTO Habopa RDD, Mox-
HO TaK»e CIrpyNNHUPOBaTh AaHHbIE C OJMHAKOBBIMU KJII0YaMH U3 Pa3HbIX
Ha6opos RDD, ucnons3sys ¢pyukuuio cogroup (). Koraa ata onepauus Bbi-
NOJIHsIETCST Haz AByMst HaGopamu RDD c kioyamu ogHoro tvna K u 3Ha-
YyeHUsIMM THMa V ¥ W, oHa Bo3BpalaeT Habop Tuma RDD( (K, (Iterable(V],
Iterable(W]))]. Eciu ogun u3 HaGopoB RDD He uMeeT 371eMEHTOB C KJTIO-
4OM, MPUCYTCTBYIOLUIMM B JAPYroM HaGope, COOTBETCTBYIOIIMHA 3JIEMEHT
Iterable 6ymer myct. DyHkums cogroup() maeT HaM MOLIHYIO BO3MOX-
HOCTb PYIINHUPOBKHU AaHHBIX U3 HECKOJIbKMX HabopoB RDD.

DyHKuMsE cogroup () MCMOIb3YETCs KaK OCHOBA 115l CO3IaHHsI COeMHE-
HMI1 (joins), 0 KOTOPBIX PAacCKa3bIBAETCs B CEAYIOLIEM pa3fieie.
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’ DyHKUHKIO cOgroup () MOXKHO MCIIOJIb30BaTh HE TOJIBKO [JISl Pealu3aluu Co-
o/ EIMHEHMIi, HO TaKKe 1Sl BBIYMCIIEHHs TlepecedenHii 1o kiouy. Kpome toro,
cogroup () MoxeT paboTatb ¢ TpeMst u 60s1ee Habopamu RDD oHOBpeMeHHO.

CoeauHeHuns

OaHMMM U3 CaMbIX 10JIE3HBIX OMeparuii ¢ HabopaMu U3 map KJ1i04/3Have-
HHE SIBJISIOTCS Onepany o6beIMHEHHST UX C IPYTHMH TAKMMH Habopamu.
HauGoJiee TUIINYHBIM TpENCTaBUTENEM TOAOOHBIX ONEpaluil SIBJISETCS
BbIYKCJIEHKE coequHeHus (join) anas mapsl RDD, u ans atoro B Spark
MMEIOTCsI BCE BO3MOXKHOCTH, HEOOXOMMBIE [IJIsl TOJIyYEHHsI IIPABOTO U Jie-
BOTO BHelIHMX coenvHenuil (right and left outer joins), mepexkpectHoro
COeAMHEHHUs (Cross join) U BHYTPEHHEro coeJuHeHus (inner joins).

ITpocroii onepaTop join BeIYUCAsIET BHyTPeHHee coenuHeHue'. OH BO3-
BpalllaeT TOJBKO KJIIOUH, IPUCYTCTBYOLIME B 060ux Habopax RDD. Korzna
OHOMY KJIIOYY COOTBETCTBYET HECKOJIbKO 3HaYyeHUH B JI0OOM U3 UCXOZ-
HbIX HabopOB, B Bo3BpamaeMsliit Habop RDD 6yznet 106aBieHO HECKOJIBKO
3JIEMEHTOB C OJJMHAKOBBIMHU KJi04aMu. UTo6bI mpouie 6510 HOHSTD CYTh
3TOM orepanuy, B3TJISTHUTE Ha ipuMep 4.17.

Mpumep 4.17 < BHyTpeHHee coeanHeHne B komaHaHow obonoyke Scala
storeAddress = {

(Store ("Ritual"), "1026 Valencia St"),

(Store("Philz"), "748 Van Ness Ave"),

(Store("Philz"), "3101 24th St"),

(Store("Starbucks"), "Seattle")}

storeRating = {
(Store("Ritual"), 4.9), (Store("Philz"), 4.8))}

storeAddress.join(storeRating) ==

(Store("Ritual"), ("1026 Valencia St", 4.9)),
(Store("Philz"), ("748 Van Ness Ave", 4.8)),
(Store("Philz"), ("3101 24th St", 4.8))}

WNHorna He tpebyercs, 4ToOBI K04 IPUCYTCTBOBAJ B 060ux Habopax
RDD pnst BrtoueHusi ero B pe3ysbrat. Hanmpumep, BbINOJIHSS COeAMHE-
HMe MH(OPMALIMU O KJIMEHTE C PEKOMEHIALUSMH, MOXKeT ObITb HexXeJla-
TEJIbHO OCTaBJISITh B CTOPOHE KJIMEHTOB, KOTOPBIM He GbLJIO BBIAAHO HU-
KaKUX pekoMeHAanuii. Kesaemsplil pe3ysbTaT B 3TOM CjIy4yae IOMOTYT
nonyyutsb leftOuterJoin(other) m rightOuterJoin (other), BrimosnHsAIOIME

' TepMHH «coeanHenue» (join) npuies u3 Mupa 6a3 JaHHbIX 1 0603HaYaET one-
pauuio obbeqHEHUs oJIed U3 ABYX TabJINIL HA OCHOBE O01LUKX 3HAaYEeHUH.
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coenuHeHue napbl Ha60opoB RDD 1o K104y, B OTHOM M3 KOTOPBIX MOXET
OTCYTCTBOBATh HEKOTOPBII KJIIOY.

Oynkuust leftOuterdoin() Bosspamaer Habop RDD c anemeHTamu st
Ka)K/I0ro KJI104a B ucxoqHoM Habope RDD (0THOCHUTENBHO KOTOPOTO BbI-
3bIBAETCSI 3TOT MeTON ). B KauecTBe 3HaYeHMIT B BO3BpalliaeMoM Habope uc-
T0JIb3YIOTCSI KOPTEXKH CO 3HAYEHUSIMH U3 HCX0aHOro Habopa RDD u 06b-
extamu Option (usm Optional B Java) msis 3HayeHHMH M3 BTOpOro Habopa
RDD. B Python BmecTo oTCcyTCTBYMOIIEr0 3HaYeHUs Bo3Bpaliaetcs None,
a MPUCYTCTBYIONINE 3HAaUeHUs NpeACTaBJIeHbl CAMUMU 3TUMHU 3HAYEHUSI-
M, 6e3 MpuMeHeHUs Kakux-1u60 obeptok. Kak u B ciyyae ¢ join(), mist
Ka)K/IOTO KJII0Ya B BO3BpAIlaeMOM Habope MOXeT ObITb CO31aHO HECKOJIb-
KO 3JIEMEHTOB JIJIsl KQXKIOTO KJII0Ya — B 3TOM CJIy4yae MbI II0JIy4aeM JeKap-
TOBO ITPOU3Be/IeHHe IBYX CIMCKOB 3HaYeHH.

¢ TunOptional onpenensiercsi B 6ubnmorexe Google Guava (https://github.com/
.+ google/guava) ¥ UCNIOJIb3YETCA i NPEACTABIEHUS BO3MOXHO OTCYTCTBYIO-
IMX 3HaYeHUH. Y3HaTb, MPUCYTCTBYET JH (pakTHYecKoe 3HaYeHHe, MOXKHO
BBI30BOM MeToJa isPresent (), a MOy4yHTb €ro — BBI30BOM MeToza get ().

Dyukuus rightOuterJoin() meHCTBYeT IMOYTH MAEHTHUYHO (YHKIMH
leftOuterdJoin(), c TOH UL pa3HULIEH, UTO KJIIOUYU JOJKHBI TPUCYTCTBO-
BaThb B ApyroM Habope RDD (mepenaercst B BuIe apryMeHTa), a KOPTEXH
BKJIIOYAIOT HeoOsi3aTesibHble 3HAYEHMsI U3 MCXOAHOro Habopa (OTHOCH-
TEJIbHO KOTOPOTO BBI3bIBAETCSI 3TOT METON).

[laBaiite npomomkum mnpuMmep 4.17 u BbI3oBem leftOuterJoin()
u rightOuterdJoin() ans HaGopos RDD, HCNOIb30BABIINXCS [JIST UILTIOCT-
pauuu ¢pyHkuuu join() (cm. mpumep 4.18).

Mpumep 4.18 < leftOuterdoin() v rightOuterJoin()

storeAddress.leftOuterJoin(storeRating) ==
{ (Store("Ritual"), ("1026 Valencia St",Some(4.9))),
(Store("Starbucks"), ("Seattle",None)),
(Store("Philz"), ("748 Van Ness Ave",Some(4.8))),
(Store("Philz"), ("3101 24th St",Some(4.8)))}

storeAddress.rightOuterJoin(storeRating) ==
{ (Store("Ritual"), (Some("1026 Valencia St"),4.9)),
(Store("Philz"), (Some("748 Van Ness Ave"),4.8)),
(Store("Philz"), (Some("3101 24th St"),4.8))}

CopTtupogka

BoamoxxHOCTD COPTHUPOBKH JaHHbIX MOXXET NPUTrOAUTDHCS B CaMbIX Pa3HbIX
CUTyalluAX, 0COOEHHO Korja nNpou3BOAUTCA BbIBOA PE3YyJIbTAaTOB. OTCOp-
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tupoBath Habop RDD mnap kiou/3HaueHHe MOXXHO TPH YCJIOBHH, YTO
KJIIOYM MTOIEPXKUBAIOT MIOHATHE yriopsintoyeHus. [locie COpTUPOBKH faH-
HBIX JI00bIE TIOC/IEAYIONIME BbI30BbI collect () uiu save () 6yayT pabotaTsb
C yNopsiZI0YEeHHBIMH TAHHBIMU.

[Tockonbky Hepeako ObIBaeT HEOOXOAMMO OTCOPTHUPOBAaTh Habop
RDD B o6paTHoM nopsake, GyHKIUs sortByKey () MpUHUMAaET MapaMeTp
ascending, ompeaesAOMUNA MOPSAOK COPTUPOBKHU (MO YMOJYAHUIO MMe-
€T 3HayeHue true, TO €CTh COPTUPOBKA BBIMOJHSETCS 10 BO3PACTAHUIO).
WHorna GbiBaeTr KejiaTeJbHO B KOPHE U3MEHUTH NOPSIAOK COPTUPOBKH.
C 3TOil 1eNBI0 MOXHO TepefaTh COOGCTBEHHYIO (YHKIMIO CPAaBHEHMS.
B npumepax ¢ 4.19 mo 4.21 BuimostHseTcs coprupoBka Ha6opa RDD c¢ mpe-
06pa3OBaHI/IeM HeJbIX 4Yuces B CTPOKHM U C HUCIIOJIb3OBAHUEM (I)yHKL[PII/I
CpaBHEHUSI CTPOK.

Mpumep 4.19 < CopTUpoBKa LENOYNCNEHHbIX 3HAYEHNI KaK CTPOK
B Python
rdd.sortByKey (ascending=True, numPartitions=None,

keyfunc = lambda x: str(x))

Mpumep 4.20 « CopTnpoBKa LENOYUCNEHHbIX 3HAYEHUI KaK CTPOK
B Scala
val input: RDD[(Int, Venue)] = ...
implicit val sortIntegersByString = new Ordering[Int] {

override def compare(a: Int, b: Int) = a.toString.compare (b.toString)
}
rdd. sortByKey/()

Mpumep 4.21 < CopTUpoBKa LENOYNCNEHHbIX 3HAYEHNI KaK CTPOK B Java
class IntegerComparator implements Comparator<Integer> {
public int compare(Integer a, Integer b) {
return String.valueOf (a).compareTo (String.valueOf (b))
}

}
rdd. sortByKey (comp)

AeiicTBuS HaA Habopamn Nap KAOY/3Ha4eHue

ITo aHasmoruu ¢ npeo6pa3oBaHUsAMU sl HAGOPOB Map KJII0Y/3HaYyeHue J0-
CTYIIHBI BCe CTaHAapTHbIE AeiicTBusA. KpoMe Toro, ass HabopoB nap K4,/
3HayeHue JOCTYIHBI TAKKe HEKOTOPBIE NOMOJHUTEIbHbIE AEHCTBUS, UC-
noJib3youye crenubuyecke oco6eHHOCTH TaKUX JaHHBIX. Bce oHu me-
peuucieHsl B Tab. 4.3.
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Tabnuya 4.3. fevicrensa c Habopamu RDD nap kniovy/3HaveHne
(Hanpumep: ({(1, 2), (3, 4), (3, 6)}))
dyHkuua Hasnauenune Npumep Pesynbrar

countByKey() | MopcueT yncna anemeHToB rdd.countByKey () | {(1, 1), (3, 2)}
NS KaXA0ro KNo4a

collectAsMap() | U3BneyeHne AaHHLIX B BUAE rdd.collectAsMap() | Map( (1, 2),

accoumaTMBHOro Maccuea Map (3, 4), (3, 6)}
ONs NPOCTOTLI Noucka

lookup (key) W3sneyeHne Bcex aHadennin, | rdd. lookup (3) 14, 6
CBA3aHHbIX C YKa3aHHbIM
KMIIOYOM

Cy1ecTByeT TakKe MHOXKeCTBO e cTBHii c Habopamu RDD nap kiou/
3HauYeHuH, KoTopble coxpaHsaioT RDD, HO 0 HUX MBI pacCcKaXkeM B TJIaBe 5.

YnpasAeHve pacnpeAeAeHVUeM AaHHbIX

IMocnenusisi ocobennoctp Spark, koTOpyio Mbl 06CYIUM B 3TOH rJIaBe, —
BO3MOJXXHOCTb YIIPABJIEHHsI paclpefieJleHMeM [aHHBIX MEXAY Y3JaMH.
B pacnpeneneHHbIX cucTeMaX B3aUMOIENHCTBUS MEXAY UX KOMIIOHEH-
TaMu TpPeGYyIOT CYIIECTBEHHBIX 3aTPaT BBIYMCIUTENbHBIX MOIIHOCTEH,
MO3TOMY pa3MellleHHe NaHHBIX TaK, YTOObI MaKCMMaJbHO YMEHbIIUTb
ceTeBoii TpauK, CrOCOOCTBYET YBeIMYEHHIO pousBoauTeabHocTH. [lo-
N0OHO TOMY, KaK MPOrpaMMa, BBIMOJIHAIOIIASCS Ha eIUHCTBEHHOM Yy3Jie,
[OJDKHA BBIOpATh MpPaBUJIbHYIO CTPYKTYPY MUl KOJUIEKUMH 3alucei,
Spark-nporpaMmsl OJKHBI yIIPABJIATh pacnpenesieHneM CBOMX HabopoB
RDD nns ymeHblleHus1 onepauuii B3auMoeiicTBUi Mexay y3aamu. Pac-
npeJiesieHre JaHHBIX [10JIE3HO He U151 Bcex npuyioxenuit. Hanpumep, eciu
Ha6op RDD ckaHMpyeTcsi TONBKO OJMH pa3, HET HUKAKOrO CMbICJIA pa3-
OuBaTh €ro Ha pasfesibl, — TaKOe pa3bueHUe NaeT BbITObI, TOJBKO KOTr/a
Habop JaHHBIX UCIIOJB3YETCS MHOZOKPAMHO B TAKMX OMEPALUSX, KAK Bbl-
yucJeHue coeHeHit. YyTb HM)Ke MBI NPEJCTaBUM HECKOJIbKO IpHMe-
POB, I0Ka3bIBAIOLINX BEPHOCTb JAHHOTO YTBEPKIAEHMUSI.

MexaHu3M pacnipe/ieieHus JaHHbIX B Spark moanepxxusaercs /s Bcex
Ha6opoB RDD nap kJ04/3HayeHue U MO3BOJISIET CUCTEME TPYNIUPOBATDH
3JIEMEHTBI, OUPasich Ha (pyHKLHUIO OT Ktoya. HecMoTpst Ha To uTO dpeiim-
BOpK Spark He 1aeT BO3MOXXHOCTH SIBHOTO YNpPaBJIEHUSI paclpeeeHus
KOHKDPETHBIX KJIIoUell Mex 1y pabounmu y3iamu (OTYACTH TIOTOMY, YTO CH-
CTeMa CIIPOeKTHPOBaHa C yYeTOM BO3MOXKHOCTH BBIXO/Ia U3 CTPOsI KAaKOro-
TO y3Ja), TEM HE MEHee OH TapaHTUPYET, YTO 3a KaXCOuvM y3J0M Gyner
3aKpeIIeHO OIpeliesieHHOe MHOXKeCTBO Kioueil. Hanpumep, Bol MoxeTe
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pa3butb Habop RDD Ha 100 pa3smesioB 1o XauI-3HaYeHHUIO KJi04a, YTOObI
3JIEMEHTBI C KJTI0YaMH, UMEIOIMMHU OJIMHAKOBBI OCTATOK OT JeJIEHUS X31II-
3HayeHus Ha 100, oka3aMCh Ha OHOM y3J1e. AHAJIOTMYHO MOXKHO pa3bUTh
Ha6op RDD Ha copTHpOBaHHbIE JUaNa3OHbl KIJIOYEi, YTOOBI 2JIEMEHTHI,
HMeIolIYe KJII0YHM U3 OJHOTO IMAaNa30Ha, OKa3aliCh HA OJHOM y3JIe.

B kauecTBe mpocToro npuMepa pacCMOTPUM NPHJIOXKEHUE, XpaHslilee
B aMsITH 601blIyI0 Tabauny ¢ HH@OpMaLKel 0 M0Ib30BaTENAX, HATIPH-
Mep Habop nap (UserID, UserInfo), rae UserInfo comepsKUT CIIMCOK TeM, Ha
KOTOpble MOAMUCAJICS JaHHBIM NoJib30oBaTe b, [IpunoxeHue nmepuoanye-
CKH COTIOCTABJISIET 3Ty TabJIUIY C KOPOTKUM (paiijioM coObITHI 3a mocies-
HHeE [SITh MUHYT, HATPUMeEP cofiepKaliuM Tabuny nap (UserID, LinkInfo)
¢ nH(opMarvei o Moyb30BaTeAX, MIETKHYBIIMX MO CCHUIKE Ha Be6-caiiTe
B T€YEHHE ITUX MATH MUHYT. B TaKOM NMpUIOXKEeHHH MbI MOTJIU Obl TIOA-
CYUTATh, CKOJIBKO MOJIb30BaTeJeil BBHIMOJHUIIO MEPEXO MO CChLIKaM, He
BKJTIOYEHHBIM B MX NMOAMHCKH, Clies1aTh 3TO MOXHO C MTOMOIIBIO ONePaLH
join(), crpynnupoBaB napst UserInfo u LinkInfo mnsa xaxaoro UserID mo
KJIIOYY, KaK II0Ka3aHo B puMepe 4.22.

Mpumep 4.22 < MpocToe npunoxeHue Ha Scala

// WHmumanm3aums; uHbOpMauUMA O MOJIb30OBATENAX 3arpyxaeTcs
// n3 Hadoop SequenceFile B HDFS.
// B pesynbrare 3nemeHTH userData pacrnpemensorca no GnokaM HDFS,
// rme oHu HaxomaTcs, M Spark He MMeeT HMKAKOM BO3MOKHOCTM Y3HAThb,
// B xakoM pa3zene HaxOmMTCH KOHKpeTHEHf UserID.
val sc = new SparkContext(...)
val userData =
sc.sequenceFile[UserID, UserInfo] ("hdfs://...").persist()

// Cnenmywwas QyHKuMs BH3HBAEeTCA NepMOIMYecKM LN 0OpaboTku daitna
// xypHama c COOGHTMAMM 3a MOCNeIHME 5 MMHYT; npemnonaraercs, 4YrTo
// 3ro - SequenceFile, comepxaumit mapu (UserID, LinkInfo).
def processNewLogs (logFileName: String) {
val events = sc.sequenceFile[UserID, LinkInfo] (logFileName)
val joined =
userData.join(events) // RDD nap (UserID, (UserInfo, LinkInfo))
val offTopicVisits = joined.filter {
case (userld, (userInfo, linkInfo)) => // Pa3BepHyTb KOpTex
'userInfo.topics.contains(linkInfo.topic)
} .count ()
println("Number of visits to non-subscribed topics: " +
offTopicVisits)
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ITOT KOA MpeKpacHo OyleT CIpaBisTbCS C IOCTAaBJIEHHOH 3amayeit
M B TAaKOM BU/e, HO JesaTh 3TO OH Oyzaer kpaiiHe HeaddexTusHo. [leno
B TOM, YTO Orepanus join (), KOTopasi BbI3bIBAETCS MPU KaXA0M obpaliie-
HMH K processNewLogs (), HIUEro He 3HaeT O TOM, KaK pacrnpeeieHbl KJII0YH
Mexnay y3namiu. I1o yMosuaHMIo 3Ta onepanust BbIYUCJISET X31I-3HaYeHUs
IUIst BCeX KJoueil B 0601x Habopax JaHHBIX, MOCHLUIAET 3JIEMEHTHI C OfIU-
HAaKOBBIMM X3ILI-3HAYEHHMSIMU HA OMH U TOT JXKe y3eJ U 3aTeM BbIUNCIISET
COeIMHEHME 2JIEMEHTOB Ha 3TOM y3Jie (cM. puc. 4.4). Tak kak mpeamnoJa-
raetcs, yto Tabauua userData HaMHoro 6osblie, yeM daii xKypHama ¢ co-
ObITHSIMH, Macca paGOTBhI BBIMOJIHSETCS BIyCTYIO: Tabinua userData xaiu-
pYeTCst M pacnpesiesisieTCst MeXY y3/1aMH PH KaskK0M BbI30Be, JaXKe eCJIu
OHa He U3MEHSIETCSI.

Peaynbrat
userData coeauHeHna CobbiTus

55000

Nepenaua aaHHbIX MEXAY y3naMn

\)

Puc. 4.4 < Kaxpas onepauusa coeguHeHus userData
1 cnucka cobbiTnin 6e3 ncnonb3oBaHus partitionBy ()

WcnpaBuTh 3Ty pobiieMy COBCEM He CJIOXKHO: JOCTATOYHO MPUMEHUTD
npeobpa3oBaHue partitionBy() k userData ¢ pacmpeneseHMEM IO X3Il-
3HAYEHUIO B Hayajie nporpamMsl. JIjist aTOrO criexyer mepeaaTb 06bEKT
spark.HashPartitioner B partitionBy (), kak moka3aHo B mpumepe 4.23.

Mpumep 4.23 < HecTtanpapTHOe pacnpeaeneHue B Scala

val sc = new SparkContext(...)

val userData = sc.sequenceFile(UserID, UserInfo] ("hdfs://...")
.partitionBy(new HashPartitioner(100)) // Cospats 100 pa3nenos
.persist()
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Oynkuuio processNewlogs () MOXHO OCTaBUTh 6e3 H3MeHEHHt: Habop
events ¢ COOBITUSIMHU SIBJISIETCA JIOKAJbHBIM IS processNewlogs() u uc-
NOJIb3YeTCst B 3TOH (QYHKLUUHM TOJBKO OAMH Pa3, IO3TOMY €ro pacrpeze-
JleHHe MeXZy y3JaMH He JacT HUKakKux npeumyiectB. [Tockosbky Te-
nepb KOHCTpyHpOBaHHe Habopa userData BBIMOJIHSETCSA C MPUMEHEHHEM
partitionBy(), Spark 6ymer 3HaTh, YTO pacrpe/ejieHHe BBINOJHEHO Ha
OCHOBaHMHM X3UI-3HAYEHUs KJIIOYeH, U HUCIOJIb30BaTh 3Ty WHGOPMALUIO
npH BbI3oBe join(). B wactHocTH, Korma nmporpamma Bbi3oBeT userData.
join (events), Spark nepepacrnpenenuT TosbKO HaboOP events ¢ COGBITUAMU
M OTIIPAaBUT COOBITHS C KaXIbIM KOHKPETHBbIM UserID TOJBKO Ha y3el, co-
JepXKalluii COOTBETCTBYIOMININ X3uI-pa3zaesn userData (cM. puc. 4.5). B pe-
3yJsibTaTe ceTeBOM TpahMK YMEHBIIUTCs, U nporpamMa Oyner paboTaThb
3aMeTHO 6bICTpee.

Peaynerar
userData coeauHeHus CobbiTus

Mepenava aaHHbIX MeXAY y3namu

Y

JlokanbHble cebinku

Puc. 4.5 + Kaxpas onepauust coeguHeHuns userData
1 cnucka cobbITUii C CNoNb30BaHWEM partitionBy ()

O6parute BHMMaHue, YTO partitionBy() siBisieTcst mpeobpa3oBaHueM,
TO ecTh 3Ta (YHKILHUs Bceraa Bo3BpallaeT #oguiti Habop RDD — ona ne
uaMensiet ucxonnoro Habopa RDD. Ha6oper RDD He MoryT uameHsIThCst
nocsie ux cosfanus. CooTBeTCTBEHHO, HMEET CMBICJI COXPAHUTh Pe3yJib-
TaT BbI30Ba partitionBy () kak userData. Kpome Toro, uucso 100, nepenau-
Hoe B BbI30B partitionBy (), mpeacTaBJisieT YMCJIO Pa3/iesioB U ONpeesserT,
CKOJIBKO TMapajuleibHbIX 3aJaHuil OyaeT CO34aBaThbCsl MPH BbIMOJTHEHUH
onepauuit Hag atuM Habopom RDD (Takux xak BbIMHCJIEHUE COeIMHe-
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Hus1). B obuieM ciiyyae aTo YMCI0 PEKOMEHIYETCS BHIOUPATh HE MEHBbIIE
4KCJIa SIiEp B KJIacTepe.

/. Owmubka coxpanenuss RDD nocie npeobGpa3oBaHusi ¢ MOMOLIbIO parti-

/l\3 tionBy() mpuBeaeT K TOMY, YTO B MOCJAEAYIOLIMX ONMEpalMsiXx Haa Habopom
RDD nepepacnpezesienie JaHHbIX OydeT BBINOJHSATHCS MOBTOPHO, YTO,
B CBOIO OYepeib, OyzaeT BbI3bIBaTh MOBTOPHOE Bhiyncienne RDD oT Hayana
JI0 KOHLIa. DTO MOXET CBECTH Ha HEeT BCe NMPeHMYLIECTBa, YTO JaeT Npume-
Heliue partitionBy(), u3-3a MOBTOPSIOLIErOCs nepepacnpenejeHns AaHHbIX
MEXAY Y371aMH, KaK ecjii Obl HCIOIb30BATOCh PACNPEEIeHHe N0 yMOI4a-
HHIO.

DakTUYeCKH MHOTHE ApyTrHe ornepanuu Spark aBToMaTHYeCKU Co3/ia-
1oT RDD c u3BectHO#1 nHdopMainueil o pacrnpeneseHuy, 1 MHOTHeE oOrie-
pauuy, kpome join(), ucnosb3yoT 3Ty MHGOPMALMIO AJS yBeIUYEHUs
npousBoautenbHocty. Hanpumep, sortByKey() u groupByKey() cosmaior
Ha6opsl RDD c pacnipeznesneHyeM No quana3oHam U Xalli-3Ha4eHUsIM COOT-
BeTcTBeHHO. C Ipyroii CTOpOHbI, HEKOTOPBIE OMepaliy, Takue Kak map (),
co3maloT HoBble HaGopsl RDD, xoTopsie #e Hacredyiom vHGOPMALUIO
0 pacrnpenesieHuy OT POAUTENBCKOr0 Habopa, TOTOMY YTO TaKHe OlepaLvy
TEOpeTHYeCKH MOTYT U3MEHATDb 3HaUeHUs KJII04el.

B cnenyrooumx HeckonbKMX pa3zeiax ONKMChIBAETCS], KaK Y3HATh, KaKOH
TMOPSIIOK pacrnpenesieHus npuMeHeH K Habopy RDD u kak 3TOT NOpsAA0K
B/IMSIET Ha pa3Hble onepauuu Spark.

¢ . Pacnpenenenne B Java u Python. Ilpuknanuoit uurepdeiic Spark mns
Java u Python Tak e nossoJisieT ynpaBasiThb pacrpenesieHHeM, KaK MpH-
kaaaHoi untepdeiic s Scala. OnHako B Python Henb3s nepenatb 06bekT
HashPartitioner B BbI30B partitionBy; BMeCTO 3aTOro cieiayeT MpocTo nepe-
JIaTh YMUCJIO XKelaeMbIxX pa3fesoB (HanpuMep, rdd.partitionBy(100)).

OnpepeneHue ob6bekTa ynpasnieHUs pacnpepeneHvem
RDD

Onpenenutb nopsifiok pacnpezaenerus Habopa RDD B Scala u Java mox-
HO C TOMOII[bIO CBOMCTBa partitioner (uan Metoma partitioner () B Java)'.
[Tpu obpaiieHuu K 3TOMy CBONCTBY Bo3BpauiaeTcsi 00beKT scala.Option,
urpaouui B Scala posib K1acca KoHTeiHepa, KOTOPbI MOXET COAEPXKaTh
WM He colepXaTh OAUH 3jeMeHT. [IpoBeputh Hamuuue HPakTUUECKOTO
3HaueHUsa B oObekTe Option MOXKHO ¢ moMolIbio ero Metoaa isDefined(),
a c noMolubio Metoaa get () — monyuuTh ato 3HayeHue. Eciu 3HaueHue

! IlpuknagHoil unHTepdeiic anst Python noka He npemocraBisieT BO3MOXHOCTH

onpenenutb 06BEKT, yNpaBAsOLIMKi pacnpeneneHneM Habopa RDD, xoTst o
UCIMOJIb3YeTCs] BHYyTPEHHUMH MEXaHMU3MaMH.
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NpUCYTCTBYET, UM 6y neT oObeKT spark.Partitioner. B meficTBuTenbHOCTH
3THM 00BEKTOM siBJIsieTCsl GyHKIMS, coobaomast RDD, k kakoMy pasje-
JIy OTHOCHTCSI KaXIblii KJTto4. [Toxpo6Hee 06 3TOM MbI IIOTOBOPUM HHUXKE.

CaoiicTBo partitioner — oTjMyHbIA COCO6 MPOBEPUTH B KOMaHIHOI
obosiouke Spark, kakoe BiHsIHME HA pa3Hble ONEpalMi OKA3bIBAET MOPSI-
JOK pacrpe/ieieHusi, U yOequTbCsl B MPaBUJIbHOCTH PE3YJIBTATOB, BO3BPA-
IAaeMBIX 3TUMH ornepanusiMu (cM. mpumep 4.24).

MNpumep 4.24 < OnpepeneHvie 06beKTa, ynpaBnsaiowero
pacnpenenenuem RDD

scala> val pairs = sc.parallelize(List((1, 1), (2, 2), (3, 3)))

pairs: spark.RDD[ (Int, Int)] = ParallelCollectionRDD[0] at parallelize at
<console>:12

scala> pairs.partitioner
resO: Option[spark.Partitioner] = None

scala> val partitioned = pairs.partitionBy(new spark.HashPartitioner(2))
partitioned: spark.RDD[(Int, Int)] = ShuffledRDD[1] at partitionBy at
<console>:14

scala> partitioned.partitioner
resl: Option[spark.Partitioner] = Some(spark.HashPartitioner@5147788d)

B atom kopotkom ceance Mbl co3panu Ha6op RDD c mapamu Tuna
(Int, Int), KOTOPBI M3HAYANIBHO He UMeeT UHGOPMALIMU O pacnpenese-
HuH (o6bexT Option co 3HaueHneM None). 3aTeM MbI cO31aJIM BTOPOil HAGOP
RDD c pacnpeznenenueM 1o xaui-sHaueHUsM Kitodeil. Ecay HaM Hy>kHO
ObLJIO MCMOJIB30BaTh WHGOPMALMIO O paClpefieIeHUH B MOCJIeYIOLINX
orepanusix, Mbl OJDKHBI 6611H Obl 106aBUTH BBI3OB persist () B TpeTbeit
KOMaH/le, e onpezessercs Habop partitioned. ImeHHo mo 3Toit mpuyu-
He Mbl BbI3bIBAJIM METOJ persist () mpu co3aanuy userData B npeablayIeM
npumepe: 6e3 BbI30Ba 3TOTO METO/IA BCE IMOCIIEAYIOIME ONEPALIUHN BbIYUC-
Jis111 Gbl pacnipesenienHblit Habop RDD nennkoMm cHOBa U CHOBa.

Onepauvm, nony4yawowue Bbirogbl oT HaNU4YUA
nHpopmauuu o pacnpepeneHum

MHuorue omnepauun Spark BHIMONHAIOT 0OOMEH NAHHBIMM MEXIY Y3Ja-
Mu. Bce oHM mosyyaoT BeIrOAb! OT HAJIMYUS UHGPOPMAIMKU O paclpene-
nenun. B Bepcun Spark 1.0 k TakuM omnepaunusiM OTHOCSTCS: Cogroup(),
groupWith(), join(), leftOuterJoin(), rightOuterJoin(), groupByKey(),
reduceByKey (), combineByKey () u lookup().
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Onepaiuuy, BO3AeHCTBYIOIME Ha eqMHCTBeHHbIH Habop RDD, Takue
Kak reduceByKey (), mpu IpUMeHEHUH K pacrpeneneHHomy Habopy RDD
BBIYMCJISIIOT BCe 3HAUEHHUS [JIs1 KQXK/IOT0 KJII0Ya J0KAIbHO, HA KaXKIOM pa-
6oueM y3Jie, MIOJIyYalOT OKOHYATEIbHOE JIOKAJIbHOE 3HaueHue (pe3yJibrar
CBEPTKH) U MOCHLIAIOT €ro BenyieMy y3ny. Onepaiuu, BO3IEiiCTBYIOIIME
Ha nBa Habopa, TakKe Kak cogroup () u join(), U3 KOTOPHIX XOTs 6bI OAMH
vMeeT MHGOPMAIMIO O paclpeleseHud, He MepechlIaloT Takue Habo-
pbl Mexay yanaamu. Ecau o6a Habopa RDD 6binn pacnipenesienbl 00Hum
u mem e cnocoGOM U K3UIMPOBAHbI HA OMHUX U TEX XKe y3j1ax (Harmpumep,
ecJi¥ OA1H Habop ObLI CO3aH C IIOMOILbIO MapValues () Ha OCHOBE APYroro)
WJIY eCJIM OJIH U3 HUX ellle He ObLT BHIYMCJIEH, TEPECHLIKA JAaHHBIX 110 CETH
TOX€ He TPOU3BOAUTCS.

Onepauuu, Ha KOTOpble BNAUSET NOPSAOK
pacnpepaenexus

DpeiimBopk Spark 3HaeT, Kakoe BJIMSHME OKa3bIBAeT MOPSIOK pacIpe-
JleJIEHUs] Ha KaXKAYI0 ero Onepalyio, 1 aBTOMAaTHYECKY Ha3HayaeT OO beKT
ynpasJiienust pacnpezneienneM nabopam RDD, coznaBaembiM omepansi-
mu. Hanpumep, npeacraBbTe, YTO Mbl BBIYUCIISIEM COEUHEHHE ABYX Ha-
60opoB RDD. Tak Kak 3JIeMEHTHI C OIMHAKOBBIMH KJIIOYAMHU X3IIUPYIOTCS]
Ha ofiHOH MariuuHe, Spark 3Haer, yTo pe3yJbraT GyneT pacrpeieseH 10
X3Il-3HaYEHHUsIM KJIIOUeil U onepauuu, Takue kak reduceByKey(), Han pe-
3yJIbTATOM COeIVHEHHsI OYAYT BBIIOJHATHCS 3HAYUTENBHO ObICTPEE, eCIu
MOJIy4YaT BO3MOXKHOCTD I10JIb30BaThCsl HH(pOpMallueil 0 pacrnpeneseHuu.

[Ipo6aeMa, omHaKO, B TOM, YTO peobpa3oBaHUsA He 6Cez0a MOTYT BOC-
IIPOM3BECTH U3BECTHBII MOPSLOK pacnpezaeenus. B atom ciyyae Bo3Bpa-
waembie MU Habopbl RDD uMeroT He3anoJiHeHHOe CBOMCTBO partitioner.
Hanpumep, eciu Bri3BaTh npeobpasoBatue map () 1jist Habopa, pacnpezne-
JIEHHOTO TI0 X3II-3HAaUYeHUsIM KJloyell, (pyHKuus, nepeqaBaeMasi B map (),
TEOPETUYECKH CNIOCOOHA U3BMEHUTD KJIIOUM Y BCEX 3JIEMEHTOB, U3-3a YErO
pe3yJsibTat He Oy/IeT MOAYMHSTHCS [IEPBOHAYAILHOMY MOPSIAKY pacipene-
JIEHMsI M €r0 CBOWCTBO partitioner He 6yner ycraHosieHo. DpeiiMBOpK
Spark He aHanu3upyeT nosib3oBaTebCKKE (YHKLUUH, YTOOBI OTPENETUTD,
U3MEHSIOT OHU KJIIOYM UJIH HeT. BMecTo 3TOro OH npeaocTaBJisieT ABE 1pY-
rve onepauuu, mapValues() u flatMapValues (), KOTOpble rapaHTUPYIOT He-
M3MEHHOCTb KJII0Yell BO BCEX KOPTEXaX.

Wtak, BOT Bce omepaluu, KOTopble Bo3BpamawT Habop RDD c ycra-
HOBJIEHHBIM CBOMCTBOM partitioner: cogroup(), groupWith(), join(),
leftOuterJoin(), rightOuterJoin(),.groupByKey (), reduceByKey(), combine-
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ByKey (), partitionBy(), sort (), mapValues() (ecau st ucxomHoro Habopa
RDD 6bi1 3anan nopsaok pacnpenesenus), flatMapvalues() (eciau mist
ucxoaHoro Ha6opa RDD 6bint 3aaH nopsiiok pacnpenesienusi) u filter ()
(ecnu st ucxoaroro Habopa RDD 611 3a1aH MOPSIIOK pacrpeesieHust ).
Bce ocmanvrbie onepanyy BO3BpalIaOT Habophl 63 YCTAHOBJIEHHOTO MO~
psiiKa pacripe/iesIeHUsl.

HakoHeln, onepauuu Hajp AByMsi HaGOpaMH BO3BPAIIAIOT Pe3YJIbTAT,
pacrpezesieHe KOTOPOro 3aBUCHT OT pacrpe/ieieHHst HCXOAHbIX HabOpOB.
ITo ymMo/IYaHUIO UCTIONB3YETCST paclpesiesieHHe Ha OCHOBE X3ll-3HAYEeHU I
KJIIOYeH ¢ YUCJIOM pa3fiesioB, COOTBETCTBYIOIIUM YPOBHIO NMapajlieIu3Ma,
yCTaHOBJIEHHOMY JU1s1 onepauud. OQHAKO ecld OJUH M3 UCXOIHBIX Ha-
6OpOB MMeeT YCTaHOBJIEHHOE CBOMCTBO partitioner, ero 3Hauenue 6yner
ONpenesIsiTh MOPSZOK pacrpee/ieH!s] pe3yJIbTaTa; a eciu 06a UCXOAHBIX
Ha6opa MMEIOT YCTAaHOBJIEHHOE CBOMCTBO partitioner, mopsaok pacmnpesne-
JieHus1 peaysisrata Gyner BbIOpaH Mo epBOMYy UCXOAHOMY HabopY.

Mpumep: PageRank

B kauectBe npumMepa GoJjiee CI0KHOTO aIrOPUTMA, KOTOPBI MOXET U3-
BJIeYb BBIFOAY OT YIOPSIIOYEHHOr0 pacnpenesenust Habopa RDD, msl pac-
cmotpuM anroput™m PageRank. 3tor anroputm nonyuusn csoe HazBaHue
B yects Jlapu Ileitmxa (Larry Page), oqHoro u3 ocHoBareseil mpoekTa
Google', mpeAnpUHSBIIETO MOMBITKY BHIPAGOTATh AJITOPUTM, C TIOMOIL[bIO
KOTOPOTO MOXHO ObLIO 6Bl OLEHUTb BaXKHOCTb («PaHr») KaXIOro [0-
KyMeHTa BO MHOXECTBe, OIIMPasiCb Ha YUCJIO CCBUIOK Ha 3TOT AOKYMEHT
B IPYTUX JOKyMeHTaX. JTOT aJITOPUTM MOKHO MCIOJIb30BaTh He TOJbKO
IUUIs1 OTIpe/ieJIEHUs] PaHTa BeO-CTPAHUIL, HO TAKIKE IS HAYYHBIX CTATEMN UIH
BJIMSITEIBHOCTH T10/1b30BaTe el B COL[MANbHBIX CETAX.

PageRank — 310 uTEpaTUBHBIN aJrOPUTM, BBIMOJHSIOLINIT MHOXECTBO
COeVIHEHU 1, TO3TOMY OH, KaK HUKAaKOH APYToii, MOXXET U3BJIeYb BbITOIY
13 ucnosp3oBanusi HabopoB RDD ¢ ynopsizoueHHbIM pacrpeesieHHeM.
AsropuT™ omnepupyer ABYyMsl HabopaMH [aHHBIX: OJMH — C 3JIEMEHTa-
MU Tuna (pagelID, linkList), comepskamuMy CIMCKU COCETHUX CTPAHMII,
U IpYyroy — c ajeMeHTaMu TMNa (pagelD, rank), comepxauuMy TEKYIUI
PaHT COOTBETCTBYIOLIMX cTpaHuLl. JleficTByeT OH cienyionM 06pa3om:

1. M3navanbpHO Kaxa0ii cTpaHulle IpucBanBaeTrcs paHr 1.0.

2. B kaxznoi utepauuu sl KaXKAOH CTPAHHUIIBI P BBIUUCISIETCS ee

BKJIaz (contribution) B paHr coceqHUX CTpaHUIl (Ha KOTOPbIE €CTb
CCBUJIKH B TeKylLeit crpanuie) Kak (p) /numNeighbors (p).

' Toraa eute BackRub. — ITpum. nepes.
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3. Kaxmoit crpanuue npucsauBaercst panr 0.15 + 0.85 * contribu-

tionsReceived.

[TocnenHue nBa 1iara MOBTOPSIIOTCST HECKOJIBKO Pa3, B Pe3yJIbTaTe Yero
QJITOPUTM CXOIOUTCS K NMPaBUJIbHOMY 3HaueHMio PageRank mns xaxmoit
crpanuisl. Ha npakTike 06bIYHO IOCTATOYHO JECSATH UTEPALIUIL.

B npumepe 4.25 NpuUBOANTCS TPOrPAMMHBII KO/ PeU3alMU aJITOPUT-
ma PageRank ¢ npumenenuem ¢peitmBopka Spark.

Mpumep 4.25 < Peanusauuna anropntma PageRank Ha Scala

// DlonycTum, UTO CNMCOK COCEHHMX CTpaHuMLl XpaHurca B objectFile
val links = sc.objectFile[(String, Seq([String])]("links")
.partitionBy(new HashPartitioner(100))
.persist()

// VHMUManM3MpOBATh PAHI Kaxmoi CTpaHMuUH 3HaueHueM 1.0;

// nockonbky ucnonb3yerca mapValues, nomyumeumitca HaGop RDD
// GymeT uMeTb TO Xe pacnpefeneHue, uTo M Habop links

var ranks = links.mapValues(v => 1.0)

// Bunonuuts 10 uTepaumit
for (i <- 0 until 10) {
val contributions = links.join(ranks) .flatMap {
case (pageld, (links, rank)) =>
links.map (dest => (dest, rank / links.size))
}

ranks = contributions.reduceByKey((x, y) => x + y)
.mapValues (v => 0.15 + 0.85*v)

// 3amucaTe pesynbTaTH B Qaitn
ranks.saveAsTextFile ("ranks")

Bort u Bce! Peanu3auus anroputMa HauMHAETCsI C MHULMATU3ALMH KaXK-
noro 31eMenTa B Habope RDD HauanbHbIM 3HaueHueM panra 1.0, mocie
4ero 3JeMeHThl B Habope ranks OGHOBJISIIOTCS B KaX10it utepauuu. Teno
peanunsanuu anroputma PageRank ouenb npocto BeipaXkaeTcs ¢ npumeHe-
HueM Spark: cHayasia BbIMOJIHSIETCS COeqMHEHHUe join () TeKymux HabopoB
ranks u 1inks, 4TOGBI MOJYYUTD CIIUCOK CCHIIOK M PAHT KAXKAOU CTPAHUILBI,
3areM BbI3bIBaeTcs {latMap AJst onpenesieHyst «BKJIaZlas B PAHT KaXJ0M co-
cenHeii crpaHuupl. [ToTom 3TH 3HaueHust ckiaaabiBalorcs: o 1D crpanuibl
(mousryuymBILeit BKJIa), U BBIYMCISIETCS HOBBIM PaHT cTpaHULbI Kak 0.15 +
0.85 * contributionsReceived.
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Xorsi Koz caM 110 cebe MpOocCT, B TPUMepE NPEANPHHUMAIOTCS JOMOTHH-
TeJIbHbIE YCUJINS, FapaHTUPYIOILMe ONpe/ieIeHHbIi NOPSII0K pacnpeseie-
Hust Habopos RDD pist Gosbuieit 3 dexTUBHOCTH:

1. O6parute BHUMaHHUe, YTO B KAXKIOH UTEPALUM BBHIYUCISETCS CO-
envHeHue Habopa links ¢ HaGopom ranks. Tak kak links — 3rto
craTuyeckuil Habop JAHHBIX, [JISI HETO BHAYaJle YCTAHABJIWBAETCS
TNOPSIIOK pacrpeesieHns: BbI30BOM partitionBy (), 4To6sl MOTOM U3-
6exxaTh U3JMIIHUX ONepaudil mepegayu AaHHbBIX 1o cetu. Kpome
TOr0, 0ObIYHO Habop links UMeeT HaMHOTO 6osbIIMIT pa3Mep (B Gaii-
Tax), YeM ranks, HOTOMY YTO COZEPXKUT CIIUCOK COCelel IJIs Kax-
JIO1 CTPAHUIIBI, @ He IPOCTO 3HaYeHue Tuna Double, moaToMy JaHHas
OINTMMM3ALIMS TIOMOTaeT CYIeCTBEHHO YMEHBIIUTh CeTeBOi TpaduK
B CpaBHeHUH ¢ pocToii peanu3sauueit PageRank (sanpumep, ¢ npu-
MeHeHueM mexanuama MapReduce).

2. Ilo TeM e MpUYMHAM, UTO U PaHblIe, Mbl BbI3bIBaeM persist () ais
HaGopa links u coxpaHsieM ero B NaMsiTH MeXAY UTEPALMSIMHU.

3. Korma Habop ranks cosmaercsi B NepBbI pa3, Mbl HCIOJIb3yeM
mapValues () BMecTo map(), 4TOOBI COXPaHUTH MOPSAOK pacIpese-
JIEHUsI, YHACJIeJOBAaHHBIN OT poauTeabckoro Habopa RDD (links).
Bnaronapss aromy omnepauus coefMHeHMs! OKa3bIBaeTCs OTHOCH-
TeJIbHO HeIopOroii.

4. B rtene uukia Mol cienyem ma6aoHy mpuMeHeHUs! Tpeobpa3oBaHus
reduceByKey () ¢ mociexyomum npeobpazoBaHuem mapValues (); Tak
Kak pe3yJbTaT reduceByKey () yxe uMeeT yrnopsiio4eHHOe pacrpeze-
JIeHHE, 3TO 06eCIIeYUT BBICOKYIO 3 (EKTUBHOCTD BHIYMCIEHUS CO-
eMHEHHUsI pe3yJIbTaTa 0ToOpaXkeHust ¢ Habopom links B ciexymomei
UTepaLuy.

£y Yrobbl MOIYYNTh MAaKCHUMAIBHYIO BBITOJy OT YNMOPSI04EHHOTO pacrpese-
./ JIeHus, Bceraa ucnonn3yiite mapValues() wan flatMapValues (), ecau Kiouu
“  3J1IeMEHTOB He U3MEHSIOTCS.

CobOcTBeHHble 00beKTbl ynpaBieHus pacnpegefieHuemM

OO6vbexTnl HashPartitioner u RangePartitioner B Spark xopomo mozaxo-
ISt 1451 GONIBIIMHCTBA CIy4YaeB, TeM He MeHee Spark mo3BosisieT Takxke
co3/1aBaTh COOCTBEHHbIE OOBEKTHI YIpaBJeHUs pacrpeeseHueM Habo-
pos RDD, npenocrabisis 6a30Bbiii kiacc Partitioner. C ero momMorupto
MOJKHO ellle 60Jiblile yMEHBUIMTD YKUCJIO CETEBBIX B3aMMOAENUCTBHIL, BOC-
M0JIb30BaBUIMCh 3HAHUEM CIIeNU(PUYECKUX OCOOEHHOCTEH IpeaMeTHOM
obyactu.
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Hanpumep, npeacrasbTe, 4To Ham TpebyeTCss MPUMEHUTH AJITOPUTM
PageRank u3 npenpiayiero pasaesa Ko MHOXeCTBY BeG-cTpaHull. B naH-
HOM CJIy4ae posib uaeHTudMKaTopa cTpaHulbl (Kawo4a B Habope RDD)
6yner urpatb agpec URL crpanuibl. Eciv npuMeHUTh CTaHAAPTHY IO X31LI-
byHKIUMIO 17151 pacnpenesieHust Habopa CTPaHUL MEXY y3J1aMH, CTPaHULIbI
C NOXOXHUMHU agpecamu (Hanpumep, http://www.cnn.com/WORLD u http://
www.cnn.com/US) MOTYT OKa3aThCsl Ha Pa3HbIX y3yax. OTHAKO MbI 3HaeM,
4TO Be6-CTPaHMIBI B OHOM JIOMeHe OOBIYHO COAEPIKAT MHOXKECTBO CChI-
JIOK pyT Ha apyra. ITockosnbky anroputm PageRank moskeH B kaxmoii
UTEpalMK BBIYMCATH BKJAA KaXION CTPaHWMIBI B COCeAHHe, ObLIO Obl
Pa3yMHO paclpeesuTh CTPAHUIIBI C MOX0XKUMHU aZipecamMy B OUH Pa3esl.
Peann3oBaTh 3TO MOKHO C MOMOILBIO COOCTBEHHOTO 0ObekTa Partitioner,
KOTOpBIi GyeT NpUHUMATh BO BHMMaHUE TOJBKO MMeHA JIOMEHOB, a He
aapeca URL uenukom.

s peanusanuu co6CTBEHHOrO 06BEKTa YNPaBIEHUs! paclpeieeHu-
eM HY>XHO OIpeZe]MUTb NMOAKJIAcC KJjacca org.apache.spark.Partitioner
Yl peajin30BaTh B HEM TPY METO/a:

O numPartitions: Int, Bo3Bpallaer YUCJIO Pa3aesioB, KOTOpbie Tpeby-

€TCsl CO3[aTh;

O getPartition(key: Any): Int, Bo3BpamaeT uaeHTUdUKATOp pa3zaeia

(ot 0 no numPartitions-1) mus 3agaHHOro Kiioya key;

O equals(), cTaHmapTHBIN Java-MeTOA NMPOBEPKU HA PABEHCTBO; 3TOT
MeTo/ 06513aTeJIbHO HAI0 Peajn30BaTh, IOTOMY 4TO (ppeldMBOPKY
Spark Hy>xeH UHCTPYMEHT /i cpaBHeHMsi oObekTa Partitioner
C IPYTMMH 9K3eMILISAPaMM 3TOTO Xe KJjacca, YTOObl ONpeNesuTh,
NOAAEPKUBAIOT JiK ABa Bamux Ha6opa RDD oauH u TOT e nops-
JIOK pacnpezeseHus!

OnHa u3 npo6JieM 3aKJII04a€eTCsi B TOM, YTO CTAHAAPTHBIN Java-meTon
hashCode () MoXeT BO3BpallaTh OTPUIIATEbHbIE 3HAYEHUS, TOTAA KAaK BaM
HY>KHO TapaHTUPOBATh BO3BpaT MeTOAOM getPartition() Tosnbko HeOTpU-
L[aTeJbHBIX 3HAUYEHUH.

B npumepe 4.26 nokasaHo, Kak MorJia Obl BHIIJISAETh peain3anus 00b-
€KTa YIPaBJIeHUs] pacnpe/ieleHHeM Ha OCHOBE JOMEHHBIX UMEH, KOTOPBII
X3LIMPYeT TOJIbKO UMeHa noMeHOB B anpecax URL.

Mpumep 4.26 < Peannsauma co6cTBEHHOro 06bLEKTa ynpaBneHns
pacnpepeneHmem B Scala

class DomainNamePartitioner (numParts: Int) extends Partitioner {
override def numPartitions: Int = numParts
override def getPartition(key: Any): Int = {
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val domain = new Java.net.URL(key.toString) .getHost ()
val code = (domain.hashCode % numPartitions)
if (code < 0) {
code + numPartitions // ChnemaTb HeOTpMLATEINbHLM
} else {
code

// Java-meron equals nna cpaBHehus ob6bekToB Partitioner
override def equals(other: Any): Boolean = other match {
case dnp: DomainNamePartitioner =>
dnp.numPartitions == numPartitions
case =
false

OG6parute BHUMaHUe, 4TO JJis NPOBEPKU OOBEKTa other Ha mpuHaz-
JIEXKHOCTD kjaccy DomainNamePartitioner B MeToze equals () ucrnonb3yer-
Csl OIEPATOp COMOCTABJIEHUS C MAGJIOHOM (match) M BBIMOIHAETCS MPH-
BelleHHe TUIIOB, €CJIM 3TO TaK. DTOT KOJA JAEeHCTBYeT MOA00HO (GYHKIMH
instanceof () B Java.

[Tonb3oBaThcst HOBBIM OGBEKTOM Partitioner coBceM He CJIOXKHO: 10-
CTaTOYHO INPOCTO TNepenaTh ero MeToay partitionBy(). MHorue merons
B Spark, cmocoGHble reHepUpOBaTh 3HAYUTEIbHBII CeTeBOM TpadUK, TaKKe
Kak join() u groupByKey (), Tak)ke NMPUHUMAIOT HEOOSI3aTENbHBIH OOBEKT
Partitioner njist yrpaBjieHUs pacipezieieH1eM BO3BpaIaeMoro Habopa.

B Java co6cTBeHHbII 06beKT Partitioner co3aaeTcst aHaJIOTMYHBIM 06-
Pa30M: onpefiesisieTcst MOJKJIacC Kyacca spark.Partitioner, u B HeM peanu-
3y10TCsI HEOOXOAUMBIE METOJIBL.

B Python ne TpeGyercs HacenoBats kiacc Partitioner — BMeCTO 3TOr0o
cienyer nepeaatb GYHKIMIO X3MIMPOBAHUS B JOTIOJTHUTEJIBHOM apryMeH-
Te MeToxmy RDD.partitionBy (), kak moka3aHo B mpumepe 4.27.

Mpumep 4.27 < Peanunzaums cob6CTBEHHOro o6bvEKTa ynpasneHus
pacnpeneneHnem B Python

import urlparse

def hash_domain(url):
return hash(urlparse.urlparse (url).netloc)

rdd.partitionBy (20, hash domain) # Cosmars 20 pasnenos
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OG6paruTe BHUMaHUE, YTO [JIs1 BbISICHEHHSI COOTBETCTBUSI TOPSIAKA Pac-
npejeeHust JaHHOro u Apyrux Habopos RDD 6yneT BhINMOMHATHCS CpaB-
HeHue udenmuunocmu (identity) dyuxuuu. Ecau norpebyercs MCIONb-
30BaTh OJIMH U TOT XK€ MOPSJAOK pacrpe/iesieHns BO MHOXXeCTBE HabOpOB
RDD, onpezenute rnobaibHy0 GyHKIMIO X3MMPOBAHUS U NepefaBaiTe
OJIUH U TOT e 06beKT PpyHKuUu!

B 3aknio4HeHue

B 3T0i1 raBe Mbl y3Ha/IM, Kak paboTaTh C MapaMu KJIIOY/3HauyeHue, UC-
noJsb3ysi crieuaiu3upoBannbie GbyHkiuu Spark. ITpuemsl, omucaHHbie
B JiaBe 3, TaKXKe MOTyT MPUMEHsAThCsI K HaGopam RDD map kiou/3Ha-
yeHue. B cienyroueii rinaBe Mbl TOCMOTPUM, KaK 3arpy>arth U COXPaHSTb
JaHHBbIE.
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3arpy3Ka
N CcOXpaHeHune AaHHbIX

W nporpamMMuCTBI, M UCCIEOBATETN AAHHBIX MIOYEPITHYT HEMAJIO MoJe3-
HOTO M3 3TOM rJ1aBbl. [IporpaMMHCTaM MOXET MOHan06UThCS moapobHee
uccenoBath GOpMaThl BHIBOA JAHHBIX, YTOOBI y3HATh, HACKOJBKO XOPO-
110 OHU COOTBETCTBYIOT TpeGOBaHUsM 3aka3uuka. VccienoBaTeseil Ha-
BEpHsIKa 3aMHTEPeCyIOT POPMaThl, B KOTOPIX XPAHSITCS YK€ UMEIOIHeCs
y HUX JaHHBIE.

BcTynaeHue

MBI MO3HAaKOMHUJIMCh CO MHOXKECTBOM OIlepaliyii, KOTOpble MOXHO BBI-
TOJIHSITh HAJl pacnpe/le/leHHbIMU HabopaMK JaHHBIX MOCJIEe UX CO3JaHUSL.
Mo cux nop Bo Bcex HaIIMX MPUMePaX MbI 3arPy’Kalnd U COXPaHSIM HaIlU
[aHHBIE, UCT0JIb3Y s 0ObIYHBIE KOJIJIEKLMH U (ailJIbl, HO €CTh BEPOSITHOCTD,
4TO HA6OP JaHHBIX HE YMECTUTCS HA OJHOM KOMIIbIOTEPE, [I03TOMY IpHU-
IO BPeMsI UCCJIeI0BATh OCTYITHbIE BO3MOXHOCTH, Kacalolluecs 3arpys-
KU M COXPaHEeHHUs JaHHBIX.

OpeiimBopk Spark moanepxuBaeT WKMPOKUN IMANA30H MEXAHU3MOB
BBOJa/BbIBOJIa OTYACTH TIOTOMY, YTO co3aaBajicsi B 3kocucteme Hadoop.
B vactHocty, nist moctyna k paHHbiM Spark ucnosbdyer unTepdeiich
InputFormat u OutputFormat us Hadoop MapReduce, koTopsie nonaepsxu-
BAIOT MHOXeCTBO (popMaToB ailioB U cUCTeM XpaHeHus (Hanpumep, S3,
HDFS, Cassandra, HBase u 1. 1.)'. B pasnene «®opmatei Hadoop nnst
BBOZA M BBIBOJA» MBI MMOKa)KeM, KaK HCII0Jb30BaTh 3TH (hopMaThl Hero-
CPeICTBEHHO.

OpHako 6osbluit MHTEpeC AJis1 pa3paboTYMKOB MPEACTABJSIIOT BBICO-
koypoBHeBble AP, ocHoBaHHbIe Ha 3TuX HHTepdeiicax. K cyacTbio, Spark
U ero aKocucTeMa o6ecneynBaT MacCy BO3MOXKHOCTE B 3TOM Harnpas-

' InputFormat u OutputFormat — ato Java API, koTopblit HcrOJIb3yeTCs MeXaHU3-
MoM MapReduce 115 MOAKII0YEHUS K MCTOYHUKAM JaHHBIX.
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JeHud. B naHHOIi r71aBe MBI pACCMOTPUM TPU OCHOBHBIX MHOXECTBA HC-
TOYHUKOB JaHHBIX:

O  aiinvt u paiinosvie cucmemvr — TaHHBIE B JIOKAJIbHBIX M PacIipese-
JIeHHBIX (aitnoBbix cucteMax, Takux kak NFS, HDFS unn Amazon
S3, Spark mMoxeT xpaHUTh B pa3HbIX (hOpMaTax, BKJIIOYAsi TEKCT,
JSON, SequenceFiles u Protocol Buffers'. Mbl nokaxem, kak uc-
MOJIb30BaTh HEKOTOPbIE U3 PACTIPOCTPAHEHHbIX (OPMATOB, a TAKXKe
paccKaXkeM, KaK BKJIIOYMTH B Spark moanepxky pasHbix ¢aitnoBbix
CUCTEM U HaCTPOMUTD COKATHE;

O ucmounuku cmpykmypuposannvix danioix, docmyntbvie uepes Spark
SQL — monynb Spark SQL, 0 KOTOpPOM paccka3sbiBaeTcs B Iyase 9,
[PEe0CTaBJIsIET OTIMYHBIA U YyacTo 6oee apdexruBubiil API mist
JIOCTyMa K MCTOYHUKAM CTPYKTYPUPOBAHHBIX JaHHBIX, BKJIIOYAs
JSON u Apache Hive. B 310ii riiaBe Mbl JIMIlIb KPaTKO KOCHEMCS
ucnoab3oBanust Spark SQL, oT/105xuB onucanue noapobHocTeit 10
rjaBbl 9;

O 6a3v dannvix u Xpanuruwa nap Kioy/3HaueHue — Mbl IO3HAKO-
MHMCsI B OOIIHX YePTaX CO BCTPOEHHbIMU M CTOPOHHUMU 6UGIHO-
TeKaMM 7151 B3auMozeiicTBuii ¢ 6azamu ganHbix Cassandra, HBase,
Elasticsearch u JDBC.

B ocHoBHOM MbI 6y1€M 06CY K AaTh METO/IbI, JOCTYITHBIE BO BCEX ITOAAED-

)KMBaeMbIX SI3bIKaX, OJHAKO HEKOTOpble 6MOIUOTEKH BCe ellle AOCTYIIHbI
TONIbKO 151 Java u Scala. Takue 6ubanorexu Mbl 6yaeM oTMe4aTb 0c060.

MopmaThl hanose

Spark noazmepxuBaer 3arpy3Ky U coxpaHeHHe JaHHbBIX U3 ¢GailjioB CaMbIX
pa3HbIx OpPMATOB, OT HECTPYKTYPUPOBAHHBIX U MOJYCTPYKTYPUPOBAH-
HBIX, TaKUX KaK TekcT U JSON, 10 MOJHOCThIO CTPYKTYPUPOBAHHBIX, Ta-
kux kak SequenceFiles (cm. Tabu. 5.1). KpoMe Toro, 17151 BCEX AOMYCTUMBIX
dbopmaToB Spark npo3payHo MoAAEPKUBAET CKATHE, OMUPASICh HA PACIIH-
peHUst B MMeHax ¢daiiyoB.

IToMHMO MeXaHU3MOB BbIBO/a, IIOAAEPKUBaeMbIX (ppeiiMBOpKOM Spark
HETOCPEACTBEHHO, MOXKHO TaK)Ke MCII0JIb30BaTh HOBbII U cTaphiit Hadoop
API nnst pabotsl ¢ daitaMy, XpaHSIIIUMU IaHHbIE B BUIE Map KJOY/
3HaueHue. OQHAKO 3TH NMpOrpaMMHble HUHTePGENHChl MOXXHO HCIIOJIb30-
BaTh TOJILKO JJisi pabOThI C AJaHHBIMM B BH/E Nap KJIOY/3HayeHHe u3-3a

! 5I3pIk onMcaHUs AaHHBIX, NpeaoxeHHblit Google kak ansrepHatuBa XML. —

IIpum. nepes.
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Tabsmya 5. 1. Hanbosiee yacro ucnonbsyemsie popmartsi ¢paiinos

CTpykTy-
dopmar Py

pupoBaH
Tekct Het MpocTble TekcToBble ¢darinbl. Mpeanonaraercs,
4TO KaXAas 3anucb 3aHUMaeT OTAENbHYIO CTPOKY

JSON HanonosuHy | PacnpocTpaHeHHbIA, NONYCTPYKTYPUPOBAHHbIN
TekcToBbI popmaT; 60nbLIMHCTBO BUbnnoTex
TpebyloT, 4TOObI KaXxaas 3anucb 3aHMMana
OTAENbHYIO CTPOKY

Ccsv la PacnpocTpaHeHHbli TeKCTOBbIN popmart, HacTo
MUCNONL3YEMbI B NPUNOXEHUNAX ANEKTPOHHBIX
Tabnuu

SequenceFiles Ha PacnpocTpaHeHHbiit popmart daiinos 8 Hadoop,
npeaHasHa4YeHHblil AN XpaHEHUN AaHHbIX
B BUAE Nap KNo4Y/3HaveHne

Protocol Buffers Ha KoMnakTHbI, MHOros3bl4HbIN popmar, obecne-
4MBalOLLMIA BbICOKYIO CKOPOCTb 06paboTku

O6bexTHbIe dainbl | fa Yno6Hblh dopmaT C Lenblo COXpaHeHNs AaHHbIX
B 3apaHuax Spark ans panoHenwen nepenayin
pa3gensieMoMmy koay. Jlerko «nomaercs»

npu N3MeHeHUn KNaccos, Tak kak onupaeTcs
Ha MexaHW3M cepuannaaumm

OnucaHue

tpebosanuit Hadoop, axxe mpy ToM, 4TO B HEKOTOPBIX popMaTax KJIouu
UrHopupylotcsi. B ciyvasx, korga popMaT UTHOPUPYET KJTI0Y, OGBIYHO HC-
MOJIb3YETCS JIOXKHBII K104 (Hanpumep, null).

TekctoBblie ¢dainbi

TekcroBble (haiiibl 04eHb MpocThl B o6pauennu. Koraa TekctoBbii dain
UCIIOJIb3YyeTCs KaK MCTOYHMK AAHHBIX, KaXkJasl ero CTPOKa UHTepIpeTH-
pyeTcsi Kak OTAesbHBINA 3j1eMeHT HaGopa RDD. CymiecTByeT BO3MOX-
HOCTb OPraHM30BaTh 3arpy3Ky TEKCTOBBIX (ailyioB LeJTHKOM B HaGOp nmap
KJII04/3HayeHue, Iie KJII0YOM CIIYXKHUT UM (paiiia, a 3HaueHHeM — ero co-
JepxKUMoe.

3azpysxa u3 mexcmosvlx ¢paiinos

3arpy3ka M3 eIMHCTBEHHOIO TeKCTOBOTrO aiisa BBIMOJIHSIETCS IPOC-
ThIM BbI30BOM (GyHKIMH textFile () obGbekra SparkContext, Kak rmokasaHo
B ipumepax ¢ 5.1 no 5.3. Ecsin norpebyeTcst onpenesnuTs Y1CJI0 pas/esios,
MOJKHO TaKxe IlepeiaTh 3HaYeHMe NapaMmerpa minPartitions.

Mpumep 5.1 < 3arpyska na tekctoBoro davna s Python
input = sc.textFile("file:///home/holden/repos/spark/README.md")
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Mpumep 5.2 < 3arpyska u3 TekcToBoro ¢aiina B Scala
val input = sc.textFile("file:///home/holden/repos/spark/README.md")

Mpumep 5.3 « 3arpyska 13 TekcToBoro ¢aiina B Java

JavaRDD<String> input =
sc.textFile("file:///home/holden/repos/spark/README.md")

3arpy3ka U3 MHOXecTBa (aiijioB, HAXOASIIUXCS B KaTajiore, MOXeT
ObITh BBINOJHEHA ABYMs criocobaMu. MoXHO MPOCTO BbI3BAaTh TOT XKe ca-
Mblit MeTon textFile() u mepenath eMy IMyTh K KaTaJOTy, B 3TOM CJiydae
OH 3arpys3uT colepxumoe Bcex (aitnos B Habop RDD. Ho uHorza BaxHo
3HaTh, KaKoi ¢aiiyl KaKO! YacTH JaHHBIX COOTBETCTBYeT (HalpUMep, AaH-
Hble 3a [IepHOo/ BpEMEHH C KJII0YOM B (paitie), uau tpebyercsa o6paboTaTh
Bech (aitn nenukoM. Eciu daiisnibl 10CTaTOYHO MasieHbKHeE, MOXKHO BOC-
T0JIb30BaThCst MeTOAOM SparkContext .wholeTextFiles () u moayyuts HaGop
RDD c napamu Kj1i04/3Ha4eHue, poJib KJIo4eil B KOTOPOM OyayT Urpathb
nMeHa aitios.

Meton wholeTextFiles() MOXeT O4eHb NMPUTOAUTHCA, KOTAA KaXAbId
¢aiin nmpeacTapisieT JaHHbIE 32 ONpeaeieHHbIN epuoa Bpemenu. Hanpu-
Mep, uMest ¢aibl ¢ “HGOpPMaLMeH O MpoJaXkax 3a pa3Hble EPUO/bI, JIET-
KO MO>XHO BBIYMCJIUTb CPeJHee 3a KaX<blil TIepro/l, KaK MOKa3aHO B NpH-
Mepe 5.4.

Mpumep 5.4 < CpenHee 3Ha4YeHne No AaHHLIM B daline (Scala)
val input = sc.wholeTextFiles("file://home/holden/salesFiles")
val result = input.mapValues{y =>

val nums = y.split(" ").map(x => x.toDouble)

nums.sum / nums.size.toDouble

" Spark ronnepxuBaer BO3MOXHOCTb YTEHHUs BCex (aiiioB B 3alaHHOM KaTa-
JIOTe U MCNOJIb30BaHMe IAbJOHHBIX CHMBOJIOB B UMeHax (aiisioB (Hanpu-
Mep, part-*.txt). ITo ymnobHO A 3arpy3ku 60JbIIMX HAGOPOB NAHHDIX,
4acTo pa3bpOCaHHbIX M0 MHOXeCTBY (HaiiioB, 0COOGEHHO €CIN B TOM XKe Ka-
TaJIore MOTYT NPUCYTCTBOBATh Apyrue ¢ailibl (HanpuMep, UrpaKoILHe POJib
¢naros).

Coxpanenue 6 mexcmogoie ¢paiinwt

BriBon B TekcTOBBIE (haiiJibl OCYIIECTBIISIETCS TaK e npocto. Meton
saveAsTextFile(), 4TO JEMOHCTPUPYETCS B IPUMeEpE 5.5, IPUHUMAET MyTh
K (aitny nnst coxpanenusi cogepxxumoro RDD. I1yTb unTepnperupyercs
KaK MMs Kartajora, i Spark coxpaHsieT B HeM MHOXeCTBO ¢aitsioB. ITO
JIaeT BO3MOXKHOCTb COXPAHSITh JaHHbIE C MHOXECTBA y3710B. [laHHbII Me-
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TOA HE IMTO3BOJIAET YIIPABJISATb COXpPAHEHUEM Pa3€JIOB B KOHKDPETHBIX cbaﬁ-
JlaX, HO €CTb Apyrue ME€TOoAbl, KOTOPbI€ AAIOT TAKYy10 BO3SMO>XXHOCTb.

Mpumep 5.5 < CoxpaHeHune B TekCTOBbIN daiin Ha Python
result.saveAsTextFile (outputFile)

JSON

JSON - nonynsipHblii nonycTpyKTYpHUPOBaHHBII (hOpMAT MpeACTaBIeHUS
nanHbix. CaMblil IpocToii crocob 3arpy3uTh AaHHbie B popmare JSON —
NPOYMTATD X KAK TEKCTOBBIN (paiiy 1 3aTeM 0TOOPA3UTh B 3HAYEHMSI C I1O-
Mouibio mapcepa JSON. AHalOrMyHO C MOMOIIBIO MpeANOYTUTENbHOM
6ubanorexn noamepxku ¢opmata JSON MOXKHO OCYLIECTBJISITh MPeo6-
pa3oBaHUe 3HAYEHUI B CTPOKU U BBIBOAUTH UX B aiin. B Java u Scala
paboratb ¢ naHHbIMM B opMaTe JSON MOXHO TakxKe, peau30BaB I10/-
nepxky coberBenHoro ¢opmara B Hadoop. B pasaene «JSON» (riaBa 9)
N0Ka3aHo, Kak 3arpy3uTb JSON-manHbie ¢ nomouibio Spark SQL.

3azpy3ka JSON

3arpyska naHHbix B ¢popmare JSON u3 TekcroBoro daiisa ¢ nocienyo-
II[IM TTApDCHHTOM BO3MOJXKHA BO BCEX NMOAEPXKMBaeMbIX si3bikax. [Ipu atom
npeanoJaraeTcs, yto kaxaas JSON-3anuch HaXOAUTCsI B OTAEBHOM CTPO-
ke. Ecoim B Bammx daiiax oqHa 3anuch MOXeT 3aHUMaTh MHOXECTBO CTPOK,
BaM NPUIETCs 3arpyKaThb Takue (ailibl LEeJUKOM U BBIIOJIHSITH MApCHHT
KaxJ0ro Takoro ¢aiina. Ecniu co3nanue u nHuimanusanus napcepa JSON
Ha BallleM sI3bIKe SIBJISTIOTCSI CJIMLIKOM TPYAOEMKOH onepaiyei, 3a1eiicTByii-
temapPartitions() A/t MOBTOPHOrO MCMOJIb30BaHHS TAPCEPa; MOAPOOHOCTH
cM. B paszesie «Pabora ¢ pasjenaMu 1o OTeIbHOCTH» B rJ1aBe 6.

CyuiectByet 60sbli0e pazHoo6pasue 6M6IMOTEK MOANEPKKY (hopMaTa
JSON nnst Bcex Tpex sI3bIKOB, paCCMaTPUBAeMBIX HaMH, HO /IS IPOCTO-
ThI MbI [IPEICTABUM II0 OAHOM 6ubInoTeKe A5 KaxaA0ro A3bika. B Python
Mbl Gy/IEM UCIIOIB30BaTh BCTPOEeHHYI0 6ubuoreky (npumep 5.6), a B Java
u Scala — 6u6aunorexy Jackson' (npumepst 5.7 u 5.8). MblI BbIGpanu 3TH
6ubMOTEKH, TOTOMY YTO OHM AEHCTBYIOT AOCTATOYHO OBICTPO U UMe-
IOT OTHOCHUTEJIBHO NPOCTOit MHTepdelic. Ecau Bamm nporpaMmsl TpaTsT
CJIMIIKOM MHOTO BPEMEHM Ha NApCHUHT [aHHBIX, NOMPOOyiiTe MOABICKATD
npyrue 6ubmorexu noanepxku JSON ans Scala nnu Java.

Mpumep 5.6 < 3arpyska gaHHbix B popmaTe JSON B Python
import json
data = input.map(lambda x: json.loads(x))

! http://jackson.codehaus.org/.
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B Scala u Java 06bI4HO IPUHATO 3arpy’aTh 3alMCH B KJIACCHI, NIPe-
craBisiolMe ux crpykrypy. Ha naHHOM 3atane HaM MOXKeT Take IoTpe-
60BaTbhCsl OPraHU30BaTh MPOMYCK HEAEHCTBUTENbHBIX 3amuceil. Mbl mo-
KakeM IIpUMeD 3arpy3KH 3anuceii ¢ mpeobpa3oBaHNEM MX B 9K3EMILISAPbI
KJ1acca Person.

Mpumep 5.7 < 3arpy3ka aaHHbix B popmaTte JSON B Scala

import com.fasterxml.jackson.module.scala.DefaultScalaModule

import com.fasterxml.jackson.module.scala.experimental.ScalaObjectMapper
import com.fasterxml.jackson.databind.ObjectMapper

import com.fasterxml.jackson.databind.DeserializationFeature

case class Person(name: String, // DlomxeH OuTbL Iio6anbHEM KIAaCCOM
lovesPandas: Boolean)

// TlapcuHr 3amucu B 3Kk3eMmisp knacca. Ina o6paboTkyu owmbok

// ucnonb3yercs flatMap: ecin oBHapyxuBaeTcs Kakasa-ymbo

// npoGnema, Bo3Bpawaercs nycroi cnucok (None), a ecim

// BCe B mopsmke - BO3BPAWAETCHA CMMCOK C EIMHCTBEHHEM 3JIEMEHTOM
/] (Some( )).

val result = input.flatMap(record => {

try {
Some (mapper.readValue (record, classOf[Person]))
} catch {

case e: Exception => None

)

NMpumep 5.8 < 3arpyaka naHHbix B popmate JSON B Java

class ParseJson implements FlatMapFunction<Iterator<String>, Person> {
public Iterable<Person> call(Iterator<String> lines) throws Exception
{
ArrayList<Person> people = new ArrayList<Person>();
ObjectMapper mapper = new ObjectMapper ();
while (lines.hasNext()) {
String line = lines.next();
try {
people.add (mapper.readvalue (line, Person.class));
} catch (Exception e) {
// npomycTMTL 3amMCh, BH3BABUWYH OWMOKY
}
}
return people;
}
}
JavaRDD<String> input = sc.textFile("file.json");
JavaRDD<Person> result = input.mapPartitions(new Parsedson());
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O6paboTka HenpaBWJIbHO CHOPMHUPOBAHHBIX 3aMUCEH MOXET MpeaCTaB-
JSTh 60JIbLIYI0 TPOGJIEMY, 0COGEHHO B MOJYCTPYKTYPHUPOBaHHBIX HopMa-
Tax, Takux Kak JSON. Korza HaGop JaHHBIX HEBEJHK, BIIOJHE AOMYCTHMO
«OCTaHOBUTb 3eMJI10» (TO eCTh 3aBEPIUUTD BbIMOJHEHHUE POrPAMMBI ) MPH
BCTpeye C HeJONMYyCTUMOM 3aMuChlo, HO JISi OrPOMHBIX HAaGOPOB AaHHBIX
noxo6Hble OIUMOOYHbIE 3AIMCH ABJISIOTCA BNOJHE 0ObIAeHHBIMU. Eciiu BbI
pelIMJIM MPONYyCKaTh OUIMOOYHbIE JaHHbIE, BO3MOXHO, BaM MOHPaBUTCS
ujesl UCMOJIb30BAHUSA CYeTYHMKA OWMOOK (CM. pasfien «AKKYMYJISITOPbI»
B rjaBe 6).

Coxpanenue JSON

3anuch gaHHbIX B ¢ailnbel B dopMate JSON peanusyercss HaMHOroO

TpOLLie, YeM 3arpy3Ka, [IOTOMY YTO He HYXXHO GecrokouThcst 06 ommnbkax
(hopMaTHpPOBaHUA U, K TOMY K€, MbI TOYHO 3Ha€M THII 3aMMChIBAEMBbIX JaH-
HbIX. C moMolpio Tex e GUOINOTEK, YTO UCIIOIb30BAIUCH AJIsA Tpeobpa-
3oBaHust cTpok JSON B Ha6op RDD, M0OXHO BBINOMHUTH 06paTHOE Ipe-
o6pa3oBaHue CTPYKTYPUPOBaHHBIX 1aHHbIX 13 RDD B cTpoku u 3anucartb
UX, IPUMEHUB NPUKJIAAHON nHTepdelic Spark a1 paboThl C TEKCTOBBIMU
daitnamu.

HpellCTaBbTe, 4YTO MbI IPOBOJAHM PEKJIAMHYIO KaMIIaHHW1O, HallpaBJIEH-

HYIO Ha Jiiofieii, KoTopbie JI06sT naHa. Mbl MOXeM B3SITh MCXOJHbIE JaH-
Hble, OJIy4YeHHbIe HA NpebIAyIleM iare, ¥ OTGUIBTPOBATh UX, OCTABUB
TOJIBKO TeX, KTO JIIOOUT MaH/I, KaK MI0Ka3aHo B puMepax ¢ 5.9 mo 5.11.

Mpumep 5.9 < CoxpaHeHue aaHHbIX B dopmarte JSON B Python

(data.filter (lambda x: x['lovesPandas'])
.map (lambda x: json.dumps (x))
.saveAsTextFile (outputFile))

Mpumep 5.10 < CoxpaHeHuwe aaHHbIx B dopmaTte JSON B Scala

result.filter (p => P.lovesPandas)
.map (mapper.writeValueAsString(_))
.saveAsTextFile (outputFile)

Mpumep 5.11 < CoxpaHeHue aaHHbIX B popmaTte JSON B Java

class WriteJson implements FlatMapFunction<Iterator<Person>, String> {
public Iterable<String> call(Iterator<Person> people) throws Exception

{

ArrayList<String> text = new ArrayList<String>();
ObjectMapper mapper = new ObjectMapper();
while (people.hasNext()) {

Person person = people.next();
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text.add (mapper.writeValueAsString (person));
}

return text;

}

JavaRDD<Person> result = input.mapPartitions(new ParseJson())
filter (new LikesPandas());

JavaRDD<String> formatted = result.mapPartitions(new WriteJson());

formatted.saveAsTextFile (outfile);

Mpbl Jierko MO>KeM 3arpy>kaThb U COXpaHsTh AaHHbie B (popmare JSON,
ucrnonb3yst Mexauuambl Spark auist paboTsl ¢ TekcToBbIMU (aitamu 1 1o-
nosHuTeabHble 6ubanorexy moanepxku JSON.

3HaueHus, pa3neneHHble 3ansaTbiMU, U 3HAYEHUS,
pa3peneHHble Tabynauuamm

Maiinel B popmate CSV (Comma-Separated Values — 3nauenusi, pas-
JeJIeHHbIe 3aMsAThIMM ), KaK MPEANOJaraeTcsi, CoaepxaT (puKCHPOBaHHOE
41 CJIO MOJIEN B KaXKI01 CTPOKe, U 3TH MO0JIs1 pa3/iesieHbl 3aNsIThIMU (UJIY Ta-
Gyssiuusimy, B popmare TSV (Tab-Separated Values — 3Hauenusi, pasne-
JieHHble TabyaauusamMu)). O6bIYHO KaXKaasi 3alIMCh XPAHUTCSA B OTAEIbHOI
CTPOKe, HO MHOTZIa MOXKHO BCTPETUTD 3aMTUCH, 3aHUMAIOLIHE I10 HECKOJIbKY
crpok. Daiinsl CSV u TSV uHoraa MoryT 6bITh HENOCIE10BATENbHBIMY,
0COOEHHO B OTHOIIEHUW CUMBOJIOB NIEPEBOJA CTPOK, 3KPAHMPOBAHUS U
otobpaxenust He-ASCII cumBoJ10B M Helebix yucesn. @opmart CSV ne
MpeAyCMaTPUBAET MOAAEPXKKY BIOXKEHHBIX ITOJIEH, TO3TOMY YIIAKOBBIBATD
Y PacHaKoBbIBATh TaKHe MOJISI MPUXOAUTCS BPYYHYIO.

B otsinuue ot moseit JSON, 3anucu B popmare CSV He UMEIOT MMeH
1noJieif; BMECTO 3TOrO MbI MoJiy4yaeM oOpaTHO HoMmepa cTpok. O6uenpu-
HATO B eAMHCTBeHHOM (aitsie CSV oTBOAUTH MEPBYIO CTPOKY MO/ 3aMUCh,
T0J151 KOTOPO# COepXKAT UMEHA COOTBETCTBYIOIIMX MOJIE.

3azpyska CSV

3arpy3ka nanubix CSV/TSV Hanomunaer 3arpysky aaHHbix JSON —
CHayaJia 3arpy>aeTcsi TEKCT, a 3aTeM NPOU3BOAUTCs ero obpaborka. OT-
CYTCTBME CTaHaapTu3anuu ¢opmara MPUBEJO K TMOSBJIEHUIO Pa3HBIX
Bepcuil GMOMMOTEK, MHOrAa 0OpabaThIBAOIIMX MCXOAHbIE AaHHbBIE IMO-
pasHOMY.

Kak u nns dopmara JSON, cyuiecTByer MHOXeECTBO GUOINOTEK TO1-
nepxku ¢popmata CSV, HO MbI IIpeACTaBUM JIMIIb 110 OZHOU OHOIMOTEKE
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AL KaXI0r0 si3bika. Y cHoBa B mpuMepax Ha Python Mbr GyzneM uCmosb3o-
BaTh BCTPOEHHY0 6ubinorexy csv',a B Scala u Java — 6ubimotexy opencsv?.

CQ CyuectByer Takxe peanusauusi Hadoop-unrtepdeiica InputFormat -
CSVInputFormat?3, — koTopast MOXeT UCMOJIL30BAThCS 4151 3arpy3KH IaHHBIX
CSV B Scala u Java, oHaKo OHa He MOAAEPIKUBAET 3aMUCEil, COAEPKAIMX

CHMBOJIbI NIEpEBO/Ia CTPOK.

Ecsu BaM moBe3sio u Bauu gaHHeie CSV He conepcaT CUMBOJIOB Iie-
peBozia CTPOK B IOJISIX, BbI MOXKETe 3arpy3UTh MX C MOMOIIbIO textFile()
Y peo6bpa3oBaTh, KaK MOKa3aHOo B mpuMepax ¢ 5.12 o 5.14.

Mpumep 5.12 < 3arpyska aaHHbIX B popmaTte CSV ¢ nomoubio textFile ()
B Python

import csv

import StringIO

def loadRecord(line):
"""llapcuHr cTpoku CSV"""
input = StringI0.StringIO(line)
reader = csv.DictReader (input,
fieldnames=["name", "favouriteAnimal"])
return reader.next ()
input = sc.textFile (inputFile) .map (loadRecord)

MNpumep 5.13 < 3arpyska AaHHbIX B popmaTe CSV ¢ nomowbio textFile ()
B Scala

import Java.io.StringReader

import au.com.bytecode.opencsv.CSVReader

val input = sc.textFile(inputFile)

val result = input.map{ line =>
val reader = new CSVReader (new StringReader(line));
reader.readNext ();

}
Mpumep 5.14 < 3arpyska AaHHbIx B popmarte CSV ¢ nomoupio textFile ()
B Java

import au.com.bytecode.opencsv.CSVReader;
import Java.io.StringReader;

public static class ParseLine implements Function<String, String(]> {

' https://docs.python.org/2/library/csv.html.
2 http://opencsv.sourceforge.net/.
3 http://bit.ly/1FigUkQq.
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public String[] call(String line) throws Exception {
CSVReader reader = new CSVReader (new StringReader(line));
return reader.readNext ();
}
}
JavaRDD<String> csvFilel = sc.textFile(inputFile);
JavaPairRDD<String[]> csvData = csvFilel.map(new Parseline());

B ciyyae ecnu B HoJsIX NPUCYTCTBYIOT CHMBOJIBI NIEPEBONA CTPOKH,
KaXZIbli1 paityl npuaeTCs 3arpy’kaTh 1eJIMKOM U BBITOJHSTDH NAPCHUHT BCe-
ro CErMEHTa, KaK I0Ka3aHo B mpumMepax ¢ 5.15 mo 5.17. U ato mevasnbHo,
IIOTOMY YTO €CJIM KaXAbIH (pailn 6yneT uMeTh 60IBIION pa3Mep, 3arpy3ka
Y TIApCUHT MOT'YT CTaTh Y3KUM MECTOM B NpujioxeHny. OnucaHye pa3Hbix
c1oco60B 3arpy3Ku TEKCTOBBIX (PaiiIoB BbI HaiiieTe B pa3ielie «3arpy3ka
U3 TEKCTOBBIX (paiinoB» BhILIeE.

Mpumep 5.15 < 3arpyska ¢paninos CSV uenvkom B8 Python

def loadRecords (fileNameContents) :
"""3arpyxaeT BCe 3anMCu U3 3alaHHOrO Qaina"""
input = StringI0.StringlO(fileNameContents(1])
reader = csv.DictReader (input,
fieldnames=["name", "favoriteAnimal"])
return reader
fullFileData = sc.wholeTextFiles(inputFile) .flatMap (loadRecords)

Mpumep 5.16 <+ 3arpy3ska ¢pannos CSV uenvkom B Scala
case class Person(name: String, favoriteAnimal: String)

val input = sc.wholeTextFiles(inputFile)

val result = input.flatMap{ case (_, txt) =>
val reader = new CSVReader (new StringReader (txt));
reader.readAll () .map(x => Person(x(0), x(1)))

}

Mpumep 5.17 < 3arpy3ska ¢pannos CSV uenvkom B Java

public static class ParseLine
implements FlatMapFunction<Tuple2<String, String>, String[]> {
public Iterable<String[]> call (Tuple2<String, String> file)
throws Exception
{
CSVReader reader = new CSVReader (new StringReader (file. 2()));
return reader.readAll();
}
}
JavaPairRDD<String, String> csvData = sc.wholeTextFiles(inputFile);
JavaRDD<String[]> keyedRDD = csvData.flatMap (new ParseLine());
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Ecau uncno ¢aiinios HeBeaMKO M eCTb He0OO6XOAUMOCTb CIOIB30BaTh METO/

@ wholeFile (), MOXHO nonpo6oBaTh nepepacnpe/euTh BBO/ JaHHbIX, YTOObI
nomous ¢ppeitMBopKy Spark a¢pdexTHBHO pacnapajjieMTh MocaeayoLue
onepawLuH.

Coxpanenue CSV

3amnuchk B faHHbIX B popmate CSV/TSV, kak u 3anuch JaHHBIX B pop-
MaTe JSON, ocy1iecTBJisieTCs: HAMHOTO MPOILIE, K €CTh BO3MOXHOCTh BOC-
T0JIb30BATHCS BBIFOJAMH OT TOBTOPHOIO MCIOJIb30BaHUsI 0ObEKTa KOIM-
poBaHusl. Tak kak B CSV mMMeHa noJieii He BBIBOASITCS C KaXkKI0H 3aITHCHIO,
4yTOo6bl 00ECIEeYUTh COIrJIACOBAHHOCTb BBIBOAA, HEOOXOAMMO CO3[aTh
otobpaxeHue. JIJis1 3TOro JOCTATOYHO HamucaTth (GYHKIHIO, Mpeobpas3yo-
LLIYIO T10Jis B COOTBETCTBYIOLIME MO3ULIUHU B MaccuBe. B Python npu BeiBo-
e ciaoBapeit 06bekT 3anucu B popmate CSV aBTOMAaTHYECKH CAEIAET 3TO,
ONUPpAsCh Ha MOPAAOK CJIEJOBAHHS TOJIEM, KOTOPbIi ObLI ONpesesieH Mpu
KOHCTPYHPOBaHUHU 06bEKTA 3AMUCH.

Vcnonbayemble HaMu GUOIMOTEKU TOAAEPKUBAIOT BBIBOA B (haiijibl/
0OBEKTHI 3alUCH, TOITOMY MOXHO MCIOJIb30BaTh StringWriter/StringI0
1Uia coxpaHeHust HabopoB RDD, kak nmokasaHo B mpumMepax 5.18 u 5.19.

NMpumep 5.18 <+ 3anucb aaHHbIX B popmate CSV B Python

def writeRecords (records):
"""3anucuBaeT B (aitn cTpoku CSV"""
output = StringI0.StringIO()
writer = csv.DictWriter (output,
fieldnames=["name", "favoriteAnimal"])
for record in records:
writer.writerow(record)
return [output.getvalue()]

pandalovers.mapPartitions (writeRecords).saveAsTextFile (outputFile)

Mpumep 5.19 < 3anucb AaHHbIX B popmaTte CSV B Scala

pandalLovers.map (person => List (person.name,
person. favoriteAnimal) .toArray)

.mapPartitions{people =>

val stringWriter = new StringWriter();

val csvWriter = new CSVWriter(stringWriter);

csviiriter.writeAll (people.toList)

Iterator (stringWriter.toString)
} .saveAsTextFile (outFile)

Kak MO)XHO 3aMeTHUTD, IIpeAbIAYIIHE IPUMEDPDI PAGOTAIOT, TOJIBKO €CJIH
M3BECTHBI BCe MOJIsI, KOTOpble BRIBOAATCA. OMHAKO eciy MMeHa KaKHX-
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TO moJjieit ONpeAeATCA BO BPEMS BbIINIOJIHEHHA, U3 I10JIb30BATE/IbCKOTO
BBO/a, HEO6XOI[I/IMO HCIOJIb30BaTh MHOM moaxon. Camblit HpOCTOI‘/JI CIIO-
c006 — BBINOJHUTD O6XOJ.I BCE€X IJAaHHBIX, U3BJI€Yb YHUKAJIbHbIE KJIIOUH U 3a-
TEM BBIIIOJIHUTDb BTOpOI‘(JI IMpoxoAa AJisd BbIBOAA.

SequenceFiles

SequenceFiles — nonynsipusiit popmar ¢aitios, ucnosasayemsiii B Hadoop,
COCTOsIIIMX M3 nap kiod/3Havenne. Mopmar SequenceFiles nmeer MeTku
CHHXPOHM3ALMH, YTO MO3BOJIsIET PpeMBOPKY Spark HaXOAUTb HYXKHYIO
TOUKY B (ailjie ¥ MOBTOPHO CHHXPOHU3UPOBATh C IPAHMIIAMHU 3aMHUCEH.
Bnaropaps atomy obecneunBaercsi BbICOKas 3 PeKTUBHOCTD TMapaslieib-
Horo ureHus (aitoB B popmate SequenceFiles HeckosbKUMU y371aMH.
SequenceFiles Takxe mKMpoKo Mcnosb3yercsa Kak ¢popMaT BBoAa/BbIBOAA
B Mexanuame Hadoop MapReduce, To ecTb eciiu Bbl paGoTaere ¢ UMEIO-
meiics cucremoit Hadoop, Besnnka BEPOSITHOCTD, YTO MCXOAHBIE JaHHbIE
OyayT mocTynHbl MeHHO B ¢popmare SequenceFile.

IMonnepxka SequenceFiles cocTOUT U3 31eMEHTOB, peaiu3yIOUIMX UH-
tepdeiic Hadoop Writable, Tak kak Hadoop ucrnosb3yer co6cTBEHHYIO
MHGPACTPYKTYpy cepuaiusauuu. B Tabn. 5.2 mepeuucieHbl HauboJiee
YaCTO MCMOJIb3yeMbIE THUIBI M COOTBETCTBYIOLINE UM KJIACChI, PEAIU3YI0-
e uHTepdeiic Writable. O6bIYHO, YTOOBI ONMpPENEIUTh HAJIMYME TOTO
WM MHOTO KJlacca peaju3allvi, cjiefyeT 1o6aButh caoso Writable B ko-
Hell MMEHM THMA JAAHHBIX U MOCMOTPETb, CYIIECTBYET JIM TAKOU KJIACC,
HacJjenymoumuit org.apache.hadoop.io.Writable. Ecnu Bbl He HaiineTe pea-
Ju3anuio Writable mss TMA AAHHBIX, 3aNMCh KOTOPOTro TpebyeTcs: opra-
HM30BaTh (HampuMep, AJisi COOCTBEHHOTO KJIacca), MOXeTe CAeJaTh luar
BIlepe/l M HamucaTh COOCTBEHHYIO peanu3anuio Writable, nepeonpenenus
B Hell MeTozbl readFields u write, yHacieqoBaHHble OT org.apache. hadoop.
io.Writable.

/A Hadoop RecordRecader noBTOpHO MCHO/B3YET OANUH M TOT XK€ OOLEKT 1JIS
/ '\ YTEHUS KaX0i 3aMMCH, TI03TOMY HEMOCPeACTBEHHBIN BbI30B MeToza cache
npu yteHun Habopa RDD TakuM cnocobom MoXeT noTeprnets Heyaady. Yro-
6b1 U36exaTh 3TOro, 106aBbTE MPOCTYIO ONEPALHUIO Map () U KILIUpYiTe ee
pe3yJsTaThl. KpoMe Toro, MHorue kiaccol peaiusaunu uatepdeiica Hadoop
Writable He peanusytor unrtepdeiic java.io.Serializable, moatomy, 4ToObI
MMeTb BO3MOXKHOCTb MCIOJIb30BaTh MX ¢ Habopamu RDD, Bce paBHO npu-
netcst 1peoOpa3oBbIBATH UX C MOMOILBIO Map () .

B Bepcusx Spark 1.0 u Huxe noanepxka SequenceFiles Oblia goctynHa
TOJIbKO B Java u Scala. B Bepcuu Spark 1.1 6bia qo6aBjieHa noaaepxka
atoro ¢opmata u B Python. OnHako umeiite B BUfLy, YTO ONpENENITh CO6-
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Tabnuya 5.2. Knaccel, peanusyouwmne nHrepgeric Hadoop Writable

Twn B Scala Tun B Java Knacc peanusauun
Int Integer IntWritable unm VintWritable®
Long Long LongWritable unm VLongWritable!
Float Float FloatWritable
Double Double DoubleWritable
Boolean Boolean BooleanWritable
Array(Byte] byte[] BytesWritable
String String Text
Array(T] (] ArrayWritable<TW>2
List(T) List<T> ArrayWritable<TW>2
Map[A, B] Map<A, B> MapWritable<AW, BW>2

CTBEHHbIE KJIaCChl peanu3aluu uHtepdeiica Writable MOXHO TONBKO Ha
Java u Scala. lpuknanHoit uurepgeiic aus Python noanepxusaer muuib
peanusanuy Writable A/1s1 OCHOBHBIX THIOB, AocTynHble B Hadoop.

3aepysxa SequenceFiles

OpeiimBopk  Spark umeer cneuuanusupoBaHHblii APl ans ure-
HHs naHHBIX B popmaTe SequenceFiles: Mbl MOXeM HCNOJIb30BaTh Me-
Tox sequenceFile(path, keyClass, valueClass, minPartitions) o6bekTa
SparkContext. Kak otmeuanoch Bbie, ¢popmat SequenceFiles moanep-
JKUBAETCs KJIacCaMH, Peau3yoluMu nHTepdeiic Writable, moatoMy oba
aprymeHTa — keyClass u valueClass — IOJIKHBI OBITh KJIaCCAMHU, PEATU3YIO-
muMHU uHTepdeiic Writable. /laBaiiTe pacCMOTPUM IpUMep 3arpy3KH UH-
dopmauuu o MOAAX U yKcie naHa u3 ¢aitia B popmate SequenceFile.
B nanHom ciyyae 3HaueHneM keyClass mor Obl ObITh Kiacc Text, a 3Have-
HUeM apryMeHTa valueClass — kjacc IntWritable mau VIntWritable, Ho,
4TOOBbI He YCJIOKHSTH NpuMep, 6yaeM UCIOIb30BaTh Kiaacc IntWritable,
KaK Moka3aHo B npumMepax ¢ 5.20 mo 5.22.

Mpumep 5.20 < 3arpyska naHHbIx B popmarte SequenceFile B Python

val data = sc.sequenceFile(inFile,
"org.apache.hadoop.io.Text", "org.apache.hadoop.io.IntWritable")

! Ienble ¥ AJMHHbIE LieJIble YACTO COXPAHSIOTCS KaK 3HaYeHUs PHKCUPOBAHHO-
ro pa3mepa. IIpu coxpanenuu ynco 12 3aHMMaeT TaKoe >xe MPOCTPAHCTBO, YTO
u yucio 2**30. Ecnu y Bac MMeeTcsi MHOXECTBO MaJleHbKHUX 3HAYeHUH, UCNIOJIb-
3yiTe THNbI NepeMeHHOTo pa3Mepa, VIntWritable u VLongWritable, koTopbie npu
COXpaHeHMH 3aHUMAIOT MeHbllle MecTa ISl MaJIeHbKUX YHCell.

2 [I1abOHHBII THIT TAKXKe JOJKEH Peasn30BaTh HHTepdeiic Writeable.
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Mpumep 5.21 < 3arpyska aaHHbIx B dopmaTe SequenceFile B Scala

val data = sc.sequenceFile(inFile, classOf[Text], classOf[IntWritable])
.map{case (X, y) => (x.toString, y.get())}

Mpumep 5.22 < 3arpyska aaHHbix B dopmate SequenceFile B Java

public static class ConvertToNativeTypes implements
PairFunction<Tuple2<Text, IntWritable>, String, Integer>
{
public Tuple2<String, Integer> call (Tuple2<Text, IntWritable> record)
{
return new Tuple2(record. 1.toString(), record._2.get());
}
}

JavaPairRDD<Text, IntWritable> input = sc.sequenceFile (fileName,
Text.class, IntWritable.class);

JavaPairRDD<String, Integer> result = input.mapToPair (
new ConvertToNativeTypes());

7y B Scala numeercst ynobHast pyHkuust, criocobHast aBToMaTuyecku npeobpaso-

+; BbIBaTb 3HaueHUsi TMNa Writable B cooTBeTcTBYIOMe UM TuMbl Scala. Baa-

“  romaps 3TOMy BMECTO apryMeHTOB keyClass u valueClass MOXHO BbI3BaTb
sequenceFile[Key, Value] (path, minPartitions) u moayuuts Ha6op RDD co
311a4€HUSIMU COOTBETCTBYIOLIMX TUNOB Scala.

Coxpanenue SequenceFiles

Coxpanenue nanHbix B ¢hopmare SequenceFiles B Scala Boimosinsiercs
noxoxum o6pa3om. Bo-nepBhix, Tak Kak faHHble B popmaTte SequenceFiles
IpeACTaBJIeHbl MapaMHU KJIIOY/3HaueHue, HyxHo co3gath PairRDD c
TUNIAMM KJIIOYeil M 3HayeHWii, MOANEepKUBAIOMIMMHU 3anuch B ¢opmare
SequenceFiles. Muorue tunb! s3bika Scala nognepxuBaiT HESBHOE TIPU-
Be/leHue K TUNaM, peanusyiomum untepdeiic Hadoop Writable, moatomy
JUJIs1 3alTMCH 3HAYEeHUIT BCTPOEHHBIX TUIIOB MOXKHO IPOCTO BBI3BAaTh METOX
saveAsSequenceFile (path) Habopa PairRDD. Ecsin aBTOMaTHY€eCKO€e Mpeob-
Pa30BaHUE TUTIOB KJIIOYEH U 3HAUEHUI He TOePKUBAETCS Uiu Tpebyer-
€51 UCTIOJIb30BATh THUIIBI IepeMeHHOro pa3Mepa (Takue kak VIntWritable),
MO>KHO MPOCTO C IIOMOILbIO ONEepalu map () Npeo6pa3oBaTh JaHHbIE IEPEL]
coxpaHeHueM. /[aBaliTe pacCCMOTPHM COXPaHEHHUE JaHHBIX, 3arPY>KEHHBIX
B IPeIbIAYLIEM IPHMEDE, KaK II0Ka3aHO B TpuMepe 5.23.

Mpumep 5.23 < CoxpaHeHue aaHHbIX B dopmaTte SequenceFiles B Scala

val data = sc.parallelize(List(("Panda", 3), ("Kay", 6), ("Snail", 2)))
data.saveAsSequenceFile (outputFile)
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Coxpanenune naHubix B (popmare SequenceFiles B Java peanusyer-
Csl HEMHOTO CJIOXKHee M3-32 OTCYTCTBUSI MeToza saveAsSequenceFile()
BJavaPairRDD.Iloatomy aisi coxpaneHusi naHHbIX B(popmare SequenceFiles
HEoOXOIMMO UCIIOJIb30BaTh MEXaHM3M TMOIEPKKYU HECTAHAAPTHBIX Gop-
maros Hadoop B Spark. M bl nokasxeM, kak 3To fesaercs, B paszese «Dop-
marsl Hadoop a5 BBoza 1t BhiBOza» HUXE.

O6vexTHble daiinbl

O6bexTHble (aiiiibl — 3TO 0OMaHYKMBO MpOCTast 06epTKa BOKpYT dhopMa-
ta SequenceFiles, nosponsiomas coxpanars Habopsl RDD, conepxamue
npocTbie 3Hayenus. B oranune ot SequenceFiles, 3anuch 3HaueHu it B 06b-
eKTHbIe (alljIbl BBIMOJHAETCS C MOMOIIBI0 MEXaHM3Ma CEepHATH3alNU
B sI3bIKE Java.

IIpu M3MeHeHNH KJIAaCCOB — HANpPUMeP, NpH A00aBIEHNUH WM YAATEHUH 110-
!\ neit — crapbie o6bexTHbIE (hailbl MOTYT OKa3aThCsl HeYUTaeMbIMU. PaboTa
¢ 06beKTHBIMU (haiilaMU OCYILECTBIISIETCS C IOMOLIbIO MEXaHHU3Ma cepHa-
JIM3aLMK B Java, KOTOPbIii HMeeT PyAHMMEHTAPHYIO NOAAEPXKKY yNpaBJieHHs]
COBMECTHMOCTBIO KJIACCOB, HO TPeOyeT BMElIaTe IbCTBA IPOrPaMMHUCTA.

[IpuMeHeHe MeXaHU3Ma CepUaIU3alMi Java BieyeT 3a coboii onpese-
JIeHHbIe nocseacTBYsL. B oTiimume ot o6bsryHoro dhopmara SequenceFiles,
pe3yasraT OyIeT OTaMYaThCs OT TOro, yTo npoussoaut Hadoop ais tex
ke 06bekToB. B oTaiume ot apyrux ¢popmartos, 06beKTHBIE dailibl B OC-
HOBHOM IpeJIHa3HAYeHbI JJIsI UCTIOIb30BAHUS BO B3aUMOAEHCTBUSIX MeX-
ny 3amaHusimu Spark. Kpome Toro, MexaHusMm cepuaiusaliv B Java He
SIBJISIETCSI 0OPA31I0M BBICOKOI TPOU3BOUTENBHOCTH.

CoxpaHeHye JaHHBIX B 00beKTHBIE (ailyibl OCYLIECTBIISIETCS TPOCTHIM
BbI30BOM MeTo/a saveAsObjectFile () Habopa RDD. Urtenue u3 06beKTHO-
ro daiisa Tak)Xe He MPEACTaBJISET CI0XHOCTU: MeTol objectFile() oOb-
ekra SparkContext nmpuHHUMaeT myTh ¥ Bo3Bpamaer RDD.

YuuThiBasi Bce OroBOPKH, Kacauuecsi 06beKTHbIX (aityios, y 1060ro
MOJXET BO3HUKHYTb BOIPOC: 3a4eM BooO11e 110/1b30BaThcsi uMu? [1aBHast
MPUYKMHA UCTIOJIb30BAHUSI OOBEKTHBIX (hafiIOB: OHM MPAKTUYECKH HE Tpe-
6YIOT OT MPOrpaMMHUCTA HUKAKUX YCHJIMIA UIsI COXPAaHEHHsI TPOU3BOJIb-
HBIX 0OBEKTOB.

O6vbekTHble (aitlnbl He mnopaepxuBawoTcs B Python, Ho 3ato
B Python Ha6opst RDD u o6bexT SparkContext MOAAEPXHBAIOT METObI
saveAsPickleFile() upickleFile (). OHu ucnonb3yior 6U6IUOTEKY cepua-
snu3anuu pickle. Ho umeiite B Buny, uto k daitnam pickle oTHocsTes Te
JKe TIPEIOCTEPEXEHHUS, YTO U K 0ObeKTHbIM (haitam: 6ubamoreka pickle
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He OTJINYAeTCsI BBICOKOH NMPOU3BOANUTEJIBHOCTDIO, U CTApbIE (baflf[bl MOryT
OKa3aTbCsA HEYUTAEMBIMU NTPU U3MEHEHUHU KJIaCCOB.

®opmartbl Hadoop ana BBopga u BbiIBOAA

ITomumo popmaToB, HemocpeACTBEHHO NOAAEPKUBAaeMbIX PpeiiMBOPKOM
Spark, ©MeeTcst BO3MOXHOCTb MCIOJIb30BaTh JoObie dopmaThi Hadoop.
Spark moamepXuBaeT U «CTapblii», U «HOBBIN» NPUKIaAHON HHTepdeiic
Hadoop ans1 noctyna x ¢paiiiaMm, 4To AaeT HeMayio rHOKOCTD'.

3azpysxa dannvix 6 dpyeux popmamax Hadoop

Yrobsl npounTath ¢aiin ¢ ucnosb3oBaHueM Hosoro Hadoop API,
HYXHO nepenatb ¢peitmBopky Spark Hekotopyio nnbopmanmo. OyHk-
uust newAPIHadoopFile npuHuMaeT nyTh U TpH kjacca. [lepBslii kiacc —
Knacc «@dopmaTta», NpPEACTABIAAIOUIMNA BXOAHOH ¢oOpMaT HdaHHBIX.
B crapom API umeercst noxoxasi ¢yHkuus, hadoopFile (), nst pa6oTsl
¢ BxoaHbiM hopmatom Hadoop. Bropoii kiacc — knacc kiatoueii. U tpe-
THI KJIacc — KJacc 3HaveHuit. Eciu noTpebyeTcs onpeneanTb HEKOTO-
pble IOTOJIHUTENbHbIE CBOWCTBA A5 HacTpoiiku Hadoop, ux MoxHO
nepenaTh B Bujie obbekTa conf.

Onnum U3 npocteiux ¢popmaros, noagepkubaeMbix Hadoop, saBns-
etcs KeyValueText InputFormat. Ero MO’XXHO MCIIOJIB30BATh JIs1 YTEHUS JaH-
HbIX B BUJIE T1ap KJII0Y/3HayeH1e U3 TEKCTOBbIX (aitioB (cM. mpumep 5.24).
Kaxnas ctpoka Takoro ¢aiina 06pabaThiBaeTCss OTAENBHO U COAEPKUT
KJII0Y U 3HaueHue, pasaeneHHble Tabynsauueii. [lognepsxka atoro hopmara
BcTpoeHa HenocpeactsenHo B Hadoop, noatomy st ero ucrnosib3oBanus
HET HEOOXOAUMOCTH OGABJATH B TPOEKTHI JIMIIHKE 3aBUCUMOCTH.

Mpumep 5.24 < Ncnonb3oBaHue KeyValueTextInputFormat () co ctapeim API
B Scala
val input =
sc.hadoopFile[Text, Text, KeyValueTextInputFormat] (inputFile)
.map{
case (x, y) => (x.toString, y.toString)
}

MB&1 y>xe BUzeIM, KaK OpraHU30BaTh 3arPy3KY U TAaPCUHT JAHHBIX B op-
Mare JSON u3 TekcToBbIX (aiinoB, HO TOUHO Tak xe JSON-naHHbIe MOX-
HO 3arpy’ath, UCNOJIb3Ysl MexaHU3M noaaepxku ¢opmaros B Hadoop.
I[IpaBaa, asst 3TOro TpeOGYeTCs NPUIOKUTD YYTh OOJbIIE YCUINUH, YTOOBI

' C teuennem spemern B Hadoop nosiBusics Hosbiit MapReduce API, Ho HekoTO-
pble GUOIMOTEKH MO-TIPEXKHEMY HCTIOB3YIOT CTAPbIii.
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HACTPOUTDb MOJAEPHKKY CKATHSI, IIO3TOMY, ECJIM ITOT CNOCOO BaM He MH-
TepeceH, BBl MOXKeTe MPOMYCTUTh AasbHelilnee onucanue. [laker Twitter
Elephant Bird' noanepxuBaet orpoMHOe 41C10 GOPMATOB JAHHBIX, BKJIIO-
yast JSON, Lucene, Protocol Buffer u ap. Kpome Toro, 3ToT naker Moxet
pa6oratb ¢ o6oumu Hadoop API asis moctyna k ¢aiisiaM, HOBbIM U CTa-
pbiM. {15t wiutioctpauny npumenenus: Hooro Hadoop API u3 Spark mbi
paccMOTpuM npuMep 3arpy3ku 1aHHbIX B popmare JSON ¢ LZO-cxatuem
¢ momoubio LzoJsonInputFormat (cM. mpumep 5.235).

Mpumep 5.25 « 3arpyska JSON-aaHHbIX ¢ LZO-cxaTnem ¢ NOMOLLbIO
Elephant Bird B Scala

val input = sc.newAPIHadoopFile (inputFile, classOf[LzoJsonInputFormat],
classOf [LongWritable], classOf [MapWritable], conf)
// Kaxnent sk3emnnsp MapWritable B "input" mpencraBnser o6bekT JSON

u nepenatb Spark mytu k ero 6ubsnorekam. Hanmpumep, mocye ycTaHOB-
k1 nakera B Debian nobasbre --driver-library-path /usr/lib/hadoop/lib/
native/ --driver-class-path /usr/lib/hadoop/lib/ B BbI30B sparksubmit.

f [ns nopnepxku LZO-cxatnsi HeoOXOAMMO yCTaHOBUTb makeT hadoop-lzo

Urenue ¢aiinos ¢ npumenenueM craporo Hadoop API BeimonHsiercst
NPaKTUYeCKU TOYHO TakK >Ke, C TOH JIMIIb pa3HHULeH, YTO HYXHO Inepe-
naTh cTapblif kjacc InputFormat. MHorume BcroMoraresbHble QYHKLMH
BO (peiiMBopke Spark (Takue kak sequenceFile()) peasn3oBaHbl C MPU-
11eJIOM Ha KucnoJb3oBaHue craporo Hadoop API.

Coxpanenue oannvix 6 opyeux popmamax Hadoop

Mu1 yxe uccienoBanu noaaepxky ¢opmara SequenceFiles no ompe-
ZleJIEHHOH cTerneHy, HO 6ela B TOM, YTO B Java OTCYTCTBYIOT BCIIOMOTra-
TeJbHble (PYHKLIMH, YIpOoILALe coxpaneHue Habopos RDD ¢ mapamu
KJII0Y/3HaueHre. Mbl BOCIOJIb3yeMCsl 3TUM OOCTOSITEIbCTBOM, YTOGBI
NpPOJEMOHCTPUPOBaTh, KaK MOXHO MCMOJb30BaTh cTapblii Hadoop API
(cm. puMep 5.26); HoBbilt API (saveAsNewAPIHadoopFile) ucrnosbayeTcs
TIOX0XXHUM 00pa3oM.

Mpumep 5.26 < CoxpaHeHne aaHHbIX B popmaTte SequenceFile B Java
public static class ConvertToWritableTypes implements
PairFunction<Tuple2<String, Integer>, Text, IntWritable> {
public Tuple2<Text, IntWritable> call(Tuple2<String, Integer> record)
{
return new Tuple2(new Text(record. 1), new IntWritable(record. 2));

}

! https://github.com/twitter/elephant-bird.
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}
JavaPairRDD<String, Integer> rdd = sc.parallelizePairs(input);
JavaPairRDD<Text, IntWritable> result =
rdd.mapToPair (new ConvertToWritableTypes());
result.saveAsHadoopFile (fileName, Text.class, IntWritable.class,
SequenceFileOutputFormat.class);

Hcmounuxu dannvix, ne agaawouuecs gaiinosvimu
cucmemamu

ITomumo cemeiictBa ¢ynkuuii hadoopFile() u saveAsHadoopFile(),
CyLIeCTBYIOT Takxe ¢yHkuuu hadoopDataset/saveAsHadoopDataSet
u newAPIHadoopDataset/saveAsNewAPIHadoopDataset, oGecreyunBaroiye 10-
CTYN K ApPYruM XpaHuiuiiam naHHeix Hadoop, koropble He siBAsOTCS
daitnoseiMu cucremamu. HanpuMmep, MHOrHe XpaHuIMla JaHHBIX B BUZE
nap kJjioy/3Hayenue, Takue kak HBase u MongoDB, o6ecneunBaior Bo3-
MOXXHOCTb NPSIMOTO JIOCTYTIa K XPaHSIIMMCSI B HUX JaHHBIM. BBl j1erko Mo-
JKeTe OpraHu3oBaTh paboTy C TAKUMM XpaHuMinamu B Spark.

CemeiictBo ¢yHkumit hadoopDataset() mpocTo NpUHUMAaEeT OGBEKT
Configuration ¢ HacTpoiikamu cBoiicts Hadoop, Heo6XoauMbIMU 1151 10-
CTyna K UCTOYHUKY JAHHBIX. 3eCh ONPEIENSIOTCS Te J)Ke CBOMCTBA, YTO
u nipu Hactpoiike 3aganuss Hadoop MapReduce, mostoMy MOXHO cMesio
CJ1eioBaTh UHCTPYKLHMSIM IO HaCTPOHKe JOCTyNa K UCTOYHUKAM JaHHBIX,
4TO NpUBOAATCA B onucaHuu MapReduce, v 3ateM nepeaarts rotosbiii 06b-
ekt (ppeiimBopky Spark. Hanpumep, B paszaesne «HBase» Huxe nokasaHo,
KaK ucnoJib3oBath newAPIHadoopDataset must 3arpy3ku aaHHbix u3 HBase.

IIpumep: Protocol Buffers

®opmar Protocol Buffers' snepsbie 6b11 coznan B komnanuu Google
IUISL UCTIOJIb30BaHUsI B PEAIM3AlMU MEXaHU3MA BbI30Ba yIAJEHHbIX MPO-
uenyp (Remote Procedure Call, RPC), u 3aTem ero ucxoauslii ko 6s11
otkphoIT. Protocol Buffers (PBs) — 310 cTpykTypupoBaHHbBIN opMmaT
TNpeNCTaBJIEHUs JAHHBIX, C SIBHO OTpEe/SIEMbIMU MOJISIMU M UX TUIIAMHU.
ITO KOMMaKTHBII (hopMaT, ONTUMU3UPOBAHHBIN AJst ObICTPOl 06paboT-
ku. B cpaBHeHuu ¢ XML oxHu u Te xe nqaHHble B @opMate PBs 3aHumMaror
ot 3x 10 10x MeHbIMit 06beM U MOryT 0bpabartsiBaThest OT 20x q0 100x
6vicTpee. Xots popmat PB uMeeT onHo3HauHOE KOAMPOBaHUE, CYLIECTBY-
€T MHOX€ECTBO CoCO60B co3nanusi ¢aiiyioB, COCTOSIIUX U3 HECKOJIbKUX
PB-coob1ienuii.

! Miorza Takxke MOXHO BCTPETUTb Ha3BaHue pbs unu protobufs (https://github.
com/google/protobuf).
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Chavana HyxHo omnpeienutb Protocol Buffers ¢ ucnonbzoBanuem
npeaMeTHO-OpHEHTHPOBaHHOrO sa3bika (domain-specific language), a 3a-
TEM MOXXHO BOCHOJIb30BaThCs KOMIUAATOpoM Protocol Buffers, uro6ot
CreHepUpoBaTh METOAbI AOCTYNA HA Pa3HbIX SI3bIKAX MPOrpPaMMUPOBA-
HMs (BKJIOYas Bce, YTO MoaepxuBaioTcs (ppeiimBopkoM Spark). Tak
Kak rjaBHas ueib PBs — o6ecneynuTs MakCHMMajbHYI0 KOMIAKTHOCTb,
aToT (OpMAT He SIBJISIETCSI «CAMOOIMCHIBAEMBIM», TIOCKOJIBKY KOAUPO-
BaHHOE ONKMCaHKe 3aHUMAET JOMOJHUTENbHOE MECTO. DTO O3HAYAET, YTO
IUIs TIapCcuHra AaHHbIX B ¢opmare PB HyxHO onpeneneHue ¢opmara
Protocol Buffer.

@opmat PBs cocTouT 13 1noJiei, KOTOpbie MOTYT ObITh 06513aTeIbHBIMY,
HeO6ﬂ3aTeJIbeIMPI U NMOBTOPAIOIIMMHUCA. le/l NMapCHUHIre JaHHBIX OTCYT-
CTBHeE He0bA3aTeNbHOTO T0JIsl HE IPUBOAMT K OIIUOKe, HO OTCYTCTBUE 0651-
3aTeJIbHOTO I0JIsi BBI3bIBAET OCTAHOBKY Ipoleaypbl napcunra. Iloatomy
npu 106aBJEHUY HOBBIX TI0JIEl B CYIECTBYIOLIEE OnpeaeieHre Gpopmara
TMPUHSITO OTIPEEJISITh UX KaK HeoOsI3aTeIbHbIE, TAK KAaK He BCe OOHOBJISIOT
nporpamMMHoe obecriedeHrie OMHOBPEMEHHO (HO aaxe ecyiu Obl Bce feanu
3TO OZIHOBPEMEHHO, BCE PABHO KOMY-TO MOTJIO Obl MOTPE6OBATHCSA BBECTH
CBOM CTapble JaHHBIE).

[Tosre PB MoxeT uMeTs J11060i1 U3 nipeonpe/ie/IeHHbIX TUIOB WK ObITh
apyruMm coobuienreM PB. B uucio Takux THHOB BXomsT: string, int32,
nepeyucieHus ¥ MHorue apyrue. Bce Bbllecka3aHHOe HM B KOEH Mepe
He MpeTeHAyeT Ha UcYepIbiBalollee BBegeHue Protocol Buffers, moaromy
€CJIY BaC 3aMHTEPecoBasia IaHHas TeMa, 06513aTeJIbHO T0ceTUTe BeG-CcailT
Protocol Buffers (https://developers.google.com/protocol-buffers/).

B npumepe 5.27 neMoHCTpUpyeTCsl OompejesieHue npocToro ¢opmara
Protocol Buffer VenueResponse muist mpescraBieHust MHOXeCTBa OObEKTOB
Venue ¢ eAMHCTBEHHBIM IIOBTOPSIOIUMCS ITOJIEM, COZIEPKALIMM APYTOe CO-
obuienue ¢ 06s3aTebHBIMU, HE06s3aTeNbHBIMU U TIEPEYUCTUMBIMHU T10-
JISIMU.

NMpumep 5.27 < Mpumep onpenenexnsa ¢opmarta Protocol Buffer
message Venue {
required int32 id = 1;
required string name = 2;
required VenueType type
optional string address = 4;

n
w

enum VenueType {
COFFEESHOP = 0;
WORKPLACE = 1;
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CLUB = 2;
OMNOMNOM = 3;
OTHER = 4;

}

message VenueResponse {
repeated Venue results = 1;
}

Bu6auoreka Elephant Bird, koTopyio Mbl HCIIOIb30BATH B MPEAbIAY-
1leM pa3zesie AJist 3arpy3ku AaHHbix B popmare JSON, nognep>xuBaet Tak-
JKe 3arpy3Ky ¥ coXxpaHeHue JaHHbIX B ¢popmarte Protocol Buffers. Barasinu-
Te, KaK BBITIOJIHSIETCS 3AIIMCh HECKOJIbKUX 06beKTOB Venues (mpumep 5.28).

Npumep 5.28 < CoxpaHeHue aaHHbIX B popmaTe Protocol Buffer
¢ ncnonb3osaHvem Elephant Bird B Scala

val job = new Job()
val conf = job.getConfiguration
LzoProtobufBlockOutputFormat.setClassConf (classOf [Places.Venue],
conf);
val dnalounge = Places.Venue.newBuilder ()
dnaLounge.setId(1);
dnaLounge.setName ("DNA Lounge")
dnaLounge.setType (Places.Venue.VenueType.CLUB)
val data = sc.parallelize(List (dnaLounge.build()))
val outputData = data.map{ pb =>
val protoWritable = ProtobufWritable
.newInstance (classOf [Places.Venue]);
protoWritable.set (pb)
(null, protoWritable)
}
outputData.saveAsNewAPIHadoopFile (outputFile, classOf[Text],
classOf [ProtobufWritable[Places.Venue]],
classOf [LzoProtobufBlockOutputFormat [
ProtobufWritable[Places.Venue]]], conf)

IMonHas Bepcust 3TOro nMpUMepa AOCTYIHA B IAKETE 3arpy>KaeMoro Uc-
XOIHOTO KOZa /151 3TON KHUIH.

{™ Ilpu c6opke cBoero npoekra 06s13aTebHO yOeaNTECH, YTO MCMONb3YeTCs
.+ 6ubnroreka noaaepxku Protocol Buffer Toit xe Bepcuu, uto u Spark. Ha
MOMEHT HallMCaHUs IaHHbIX CTPOK 3TO Oblia Bepcust 2.5.
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Cxatue d¢aiinos

Yacro npu paboTte ¢ 60IbIMINMU JAHHBIMU ObIBAET XKEJTATENbHO UCIIOJb-
30BaTh CKATHE AAHHBIX JIJIS1 9KOHOMUU MECTa B XPaHUJIUILE U yMEHblIle-
Hust oObema cereBoro tpaduka. B GosblIMHCTBE BHIXOAHBIX (DOPMATOB
Hadoop ecTh BO3MOXHOCTb yKa3aTb KOJEK, KOTODbIH OYyaeT CKUMaTb
nannble. Kak Mbl yxe Bumenu, BCTpoeHHble ¢opMaThl BBoja B Spark
(textFile u sequenceFile) aBTOMaTHYeCKU NOAAEP>KMUBAIOT HEKOTOPbIE
BU/BI CkaTus. [Ipu YTEHUM CXKATBIX JAHHBIX MOXXHO TaKXXe UCIHOJIb30-
BaThb KOJEKU CXKATHs, KOTOpPbIE CIIOCOOHBI aBTOMAaTUYECKH OIPEAEISTh
THII CKaTHSL.

[Mommepxkka coxaTusi TpUMeHsieTCs ToJbKO K ¢opmaram Hadoop,
IpeAyCMaTpPUBAOLIMM TaKyl0 BO3MOXXHOCTb, @ UMEHHO — K JJaHHBIM, CO-
xpaHsieMbIM B (aitioBoii cucreme. @opmarsl Hadoop anis 6a3 naHHbIX
B O0IIEM Cliyyae He MOAJAEPKHUBAIOT CXKATHE, 32 UCKJIIOYEHHEM CJIYYaeB,
KOTZIa CXaTHe 3amucell IpeayCcMaTpUBaeTCsi cCaMoil 6a30i JaHHbIX.

Bri6op kozeka coxaTust AJ1s1 COXpaHEHUsI MOXET OKa3bIBaTh 3HAYUTEIb-
HOe BJIMSIHME Ha KpPYT OyayluX moJjb3oBareseil JaHHbIX. B pacnpenesen-
HBIX CHCTEMaX, TaKUX Kak Spark, HaM OObIYHO NIPUXOAUTCS YUTATh AaH-
Hble, pa3bpocaHHble MO0 HECKOJbKUM KoMIbloTepaM. UTo6bl Takoe 6bLI0
BO3MOJKHO, KX/l pabouuii y3es M0JKEH UMETb BO3MOXKHOCTb HAHWTH
HayaJio HOBOi1 3anucu. Hekoropsie (hopMaTshl cokaTHst 1€1a10T 3TO HEBO3-
MOJKHBIM, YTO BBIHY>K/IA€T KaXX/IbIi OTAEJIbHBIN y3es YUTATh BCE NAHHBIE,
4TO SIBHO HE CIIOCOOCTBYET BBICOKOI mpou3BoautesnbHocTH. Dopmarsl,
KOTOpbI€e JIETKO YUTAIOTCS1 Cpa3y C HECKOJbKUX MallWH, Ha3blBaIOT «pac-
wernsieMbiMu» (splittable). B ta6a. 5.3 mepeunciieHbl JOCTyTHbIE Cpef-
CTBa NOJJIEPKKH CXKATHUSI.

Meron textFile() B Spark moamepxuBaeT BO3MOXHOCTb YTEHUS CXKATBIX
JaHHBIX, OJIHAKO OH aBTOMaTHYeCKH 3aMpelllaeT pacllernjeHue, Aaxe ecau
dopmMar cxxatus siBasieTcs paculenisieMbiM. Eciu Bam notpebyeTcst npo-
yuTtaTh 60JbLIOH CKaTblit daili, A 3TON Leau Jyylle HCIOJb30BaTh
newAPIHadoopFile wsiu hadoopFile ¢ mpuMeHeHMeM TpeOyeMOro Kojaeka
cXaTHsl.

Hexoropnie popmatsi (Takue kak SequenceFiles) noanepxxusaior cxa-
THE TOJIbKO 3HAaYeHUi B 1apax KJI04/3HayeHue, 4TO MoXKeT ObITh yI06HO
1Uist moucka. JIpyrue ¢popmathl MMEIOT COGCTBEHHbIE MEXaHU3MbI YIIPaB-
JIEHUs1 C)KaTHEeM: Hanpumep, MHorue (opmartsl B nakere Twitter Elephant
Bird cioco6HbI paboTtats ¢ LZO-cxatueM.
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Tabnuua 5.3. Cpegcrea noggepxku cxaTtus
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gzip HeT | Boicokast | Beicokas | 0rg.apache.hadoop.io. | la |/[la
compress.GzipCodec
1zo DNa' {OueHb | Cpeamsis | com. hadoop. Na |[fa|Tpebyercn
BbICOKaS compression.lzo. ycTaHoBKa
LzoCodec noaaepxku
LZO Ha kaxabl
pabounin yaen
bzip2 |da |Hu3kaa |OueHb org.apache.hadoop.io. | la |/a | B kavectse
BbICOKaa | compress.BZip2Codec pacwennsemMon
BEpPCUM UCNoNb-
3yetcs Bepcusn,
BCTPOEHHAR
B Java
zlib Het |Huskas |CpenHss org.apache.hadoop. io. Na {[Oa |Ucnonbayercs
compress.DefaultCodec 8 Hadoop kak
KOAOEK No ymon-
4yaHuio
Snappy |HeT [Oyenb  |Huakas |org.apache.hadoop.io. |Het | Aa | Cywectsyer
BbICOKAs compress. SnappyCodec nonaoepxka,
BCTPOEHHan
8 Java, HO OHa
noka HeaoCTynHa
B Spark/Hadoop

Mannosblie cuctemsl

Spark noanepxusaer 60sbuIoe YKCAO DARIOBBIX CUCTEM, KOTOPbIE MBI
MOJKEM UCII0JIb30BATh [Isl YTEHUsI U 3anucH ¢Gaiios B 00bIx popMarax.

JlokanbHas/«00biyHaA» ¢ainosas cucrema

Hecmotpst Ha To uTo Spark noazepxusaer 3arpy3ky ¢aiioB U3 JoKajib-
HOi1 ¢aitoBoii cuctembl, OH TpebyeT, 4ToObI (aitibl ObLIN ZOCTYHHBI 110
OZIHOMY ¥ TOMY e IyTH Ha BCEX y3JaX KJacTepa.

! 3aBHCHT OT HCI10Jb3YyeMOii 61OIMOTEKH.
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Hexoropsie ceteBble daiinoBeie cuctemsl, Takue kak NFS, AFS u MapR
NFS, n1st nosip3oBatesist BBITJIAAAT Kak 0ObIYHbIe (haiinobblie cuctemsl. Ecu
JaHHBIE yXKe HAXOASTCS B OAHOI U3 TakuX (aiiIoOBbIX CUCTEM, BbI C JIETKO-
CTBIO CMOXKETE UCITIOJIb30BaTh UX, IPOCTO yKa3as myTh file;//; Spark cMoxeT
paboTath ¢ Takoii (ailI0BOIt CHCTEMOM MPH YCIOBUH, YTO OHA 6YIET CMOH-
THPOBaHa B OIMH U TOT Xe KaTaJIor Ha BceX y3iax (cM. mpumep 5.29).

Mpumep 5.29 < 3arpyska cxXaToro TeKCToBOro daina U3 nokanbHOM
dannosom cuctemol B Scala

val rdd = sc.textFile("file:///home/holden/happypandas.gz")

Ecnu daitn HegocTyneH BceM y3yiaM B KJIaCTepe, er0 MOXHO 3arpy3UTh
JIOKJIBHO, B IIpOrpamMme-zipaiiBepe, u 3aTeM BbI3BaTh parallelize, yTo6bI
PaCIIpeieIUTh CONEPKUMOe MeXy pabounmu y3namu. OmHAKO Takoe pe-
meHue paboTaeT MelJieHHee, TO3TOMY MBI PEKOMEHIYEM XDaHUTb CBOU
(aiinsl B pasnesnsiemoit daiinoBoii cucreme, Takoit kak HDFS, NFS nmu S3.

Amazon S3

Amazon S3 — BecbMa MMOMyYJISIPHOE peLIeHKe 1JIs1 XpaHeHUsT G0IbIINX 00'b-
eMOB JaHHbIX. S3 paboTaeT 0COGEHHO GBICTPO, KOTAA BHIYMCIUTEbHBIE
y3J1bl pacnoJiaratotcst BHyTpy Amazon EC2. Ho npousBoauTebHOCTb MO-
XKeT MalaTh BeChbMa CYIIECTBEHHO, €CJIU AOCTYI K XPaHWJIMIILY OCYLIeCTB-
nsietcs yepe3 VlHTepHer.

[na opranuzanuu goctyna K S3 ua Spark Heob6xoaMMo cHayasa onpe-
nenuTh nepeMeHHbie OKpyskeHust AWS ACCESS KEY ID u AWS SECRET ACCESS
KEY, coxpaHUB B HUX CBOi naeHTHdUKaTOp U K104 foctyna k S3. Co3xatsb
MX MOXHO B KOHCosin Amazon Web Services. 3aTem mepenatb B METO/IbI
yTeHus1 (ailyioB MyTh, HAUMHaOLMiiCS ¢ s3n;//, B Bune s3n.//xop3una/
nymo-enympu-xop3unvl. Kak u nist mobsix apyrux ¢bailjoBbIx cUCTEM,
Spark momnepxuBaer mabJOHHBIE CHMMBOJBI B MyTsXx S3, Hampumep:
s3n;//bucket/my-files/* .txt.

Ecsv npu monsiTke goctyna k S3 BbI nostyyusau coobienue 06 omub-
Ke OT cepBepa Amazon, NpoBepbTe, HajIeJIeHbl JIU BalllM YYETHbIE IaHHbIE,
yKa3aHHbIe B HAaCTPOMKax AOCTYymNa, MpuBujerusamu «read» u «list» mis
paboTsl ¢ KOp3uHOiA. Spark 10/KeH UMeTb BO3MOXKHOCTD IOJIYYaTh CITU-
cok (npususerust «list») 06beKTOB B KOP3UHE, YTOOBI BHISICHUTD, KAKHE U3
HHX CJIeZyeT MPOYUTATb.

HDFS

Hadoop Distributed File System (HDFS) — nonyasipHas pacnpeneneH-
Has (paitnoBas cucrema, monnepxuBaemas B Spark. HDFS cosnasanacs
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171 paboThl HA MacCOBOM amnNapaTHOM obecreyeHHH U obecrieunBaeT
BBICOKYIO YCTOMYMBOCTb K BBIXO/IaM U3 CTPOSI OTAEJbHBIX y3y10B. Spark
u HDFS moryT pa3smelnatbCsi Ha OMHUX M T€X K€ MAlIMHAaX, DU 3TOM
Spark crioco6eH UCnoIb30BaTh 3TO OGCTOSITENBCTBO, YTOOBI XPAHUTD JaH-
Hbl€e JIOKAJIbHO U U306€XaTh JMIIHUX CETEBbIX B3aUMOMIEHCTBUIL.

Yrobsr 3ameiictBoBats HDFS, moctatouHo mpocto ykasath myTh
hdfs.//master.port/path k dbaiiny 1/1s BBoa WK BbIBOJIA.

»  IIporokon HDFS uamensiercst or Bepcuu k Bepcuu Hadoop, noatomy ecau
/1N ucnonb3oBath Bepcuio Spark, CKOMIUINPOBAHHYIO C MOLAEPXKKON APYToit
~ " pepcunt HDFS, nonbiTky o6parenus k Qaiinam 6ynyT Tepnetsb Heyaauy. [lo
yMosnvanuio Spark ckomnuanpoBau ¢ noaaepxkoit Bepcun Hadoop 1.0.4.
Ecau Bbl koMnuaupyete ¢ppeiMBOPK U3 UCXOHBIX TEKCTOB, YKaKUTe Bep-
cuio Hadoop B nepemenHoii okpyxenust SPARK_HADOOP_VERSION= usu 3arpy-
3UTC APYTYl0, CKOMIMIMPOBaHHYI0 Bepcuio Spark. OnpenenuTb yCTaHOB-
JenHy1o Bepcuto Hadoop MoxxHo komanoi hadoop version.

CTpyKTYypupOBaHHble AaHHble n Spark SQL

Spark SQL - 310 komnonenT Spark, nob6asnennsiii B Bepcunt 1.0 1 6bicT-
PO [PEeBPATUBUIMIACS B MPEANOYTUTENbHBIN CIOCOO paboOTHI CO CTPYKTY-
PUPOBaHHBIMHU U MOJYCTPYKTYPUPOBaHHBIMU JaHHBIMU. Iloa cTpyKTy-
PUPOBaHHBIMH JaHHBIMU MBI IOIpa3yMeBaeM JaHHbIE, UMEIOLINE CXeMY,
TO eCThb eAuHbIA Habop moseit a1s Bcex 3anuceil. Spark SQL moaaep-
JKMBaeT BBOJ M3 MHOXECTBA KCTOYHUKOB CTPYKTYPHUPOBAaHHbIX TaHHBIX,
u 6yarozaps HaJuuMio MHGOPMALMKM O CXeMe OH MOXeT 3(h¢EeKTHBHO
M3BJIEKATh TOJbKO HeoOXoauMble moJist 3anuceid. Bosee moapo6HO Mbl
6ynem paccmatpuBaTh Spark SQL B riaBe 9, a noka nokaxem, Kak  ero
TIOMOIIIBIO 3arpy’aTh JaHHbIE U3 HEKOTOPBIX Hanbosiee TUIIMYHBIX HC-
TOYHHMKOB.

B n060M cyyae komnonedty Spark SQL nepenaercs sanpoc SQL nis
BBIMOJIHEHMS] Ha MCTOYHHMKE JAaHHBIX, @ B OTBET nmoJiyyaeM Habop RDD
06beKxToB Row, 110 0/HOMY Ha 3anuch. B Java u Scala o6bexTs! Row obecre-
YKMBAIOT [IOCTYI K MOJISIM 0 UX MOPSAKOBBIM HOMepaM. Kaxplit 06bexT
Row nmeet Metoq get (), Bo3Bpalaoiuii pe3ysabraT 0600IeHHOTO THIIa,
KOTOPBII MOXXHO NPUBECTU K TPeOYEMOMY THILY, M CIIELHATM3NPOBaHHbIE
MeTonbl get* () MJisT OCHOBHBIX THNOB (Takue Kak getFloat(), getInt(),
getLong (), getString(), getShort() u getBoolean()). B Python umeercs
BO3MOJXHOCTb HAINPSIMY0 06PaIIaThCs K TOJISIM, UCIIOJIb3YsT KOHCTPYKIMH
row[column_number] u row.column_name.
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Apache Hive

OpnuuM u3 yacto ucnosb3yembix B Hadoop HCTOYHMKOM CTPYKTYpHpO-
BaHHBIX NaHHbIX sBisiercst Apache Hive. Hive Moxer xpaHuTh Tabiuibl
B pa3HbIX (hopMaTtax — B BH/€E IPOCTOrO TEKCTA I B TaOJIUYHOM BUIE —
BHyTpu HDFS wmu B npyrux cucremax xpaHenus. Spark SQL moxer 3a-
rpy>karh Jobbie Tabuubl, nognepxkuBaemsie B Hive.

Yrob6w noakmountb Spark SQL k Hive, HeobxoauMo onpeneants Ha-
crpoiiku Hive. [I71s1 aToro cienyer ckonuposats ¢aiin hive-sitexml B xa-
tasor ./conf/ ¢ HacTpoiikamu Spark. 3ateM co3maTh B nporpamme 06b-
eKT HiveContext, ABJSAIOWMIACS TOUKOI Bxoza B Spark SQL, 1 BBIMOJHUTD
3anpoc Ha si3bike 3anpocoB Hive (Hive Query Language, HQL), uto6s1
NOJIyYyuThb JaHHbie B Buae Ha6opa RDD 3anuceit. Kak aro nenaercs, ne-
MOHCTPHPYIOT puMepsl ¢ 5.30 mo 5.32.

Mpumep 5.30 % CospaHne obbekTa HiveContext n nasneyeHne aaHHbIX
B Python

from pyspark.sql import HiveContext

hiveCtx = HiveContext (sc)

rows = hiveCtx.sql ("SELECT name, age FROM users"
firstRow = rows.first()

print firstRow.name

Npumep 5.31 < CospaHune obbekTa HiveContext n nasneueHme aaHHbIX
B Scala

import org.apache.spark.sql.hive.HiveContext

val hiveCtx = new org.apache.spark.sql.hive.HiveContext (sc)
val rows = hiveCtx.sql("SELECT name, age FROM users"

val firstRow = rows.first ()

println(firstRow.getString(0)) // Tone 0 - 3r0 mome name

Mpumep 5.32 % CosnaHue obbekTa HiveContext u nasneyeHmne aaHHbIX
B Java

import org.apache.spark.sql.hive.HiveContext;
import org.apache.spark.sql.Row;
import org.apache.spark.sql.SchemaRDD;

HiveContext hiveCtx = new HiveContext (sc);

SchemaRDD rows = hiveCtx.sql ("SELECT name, age FROM users");

Row firstRow = rows.first();

System.out.println(firstRow.getString(0)); // Mone 0 - 3T0 mone name
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[TonpoGHee o 3arpyske maHubix u3 Hive pacckasbiBaercsi B pasjerie
«Apache Hive» B riase 9.

JSON

Ecnn y Bac uMerotcs naHHbie B dpopmare JSON c ennHoit cxemoii moseit
st Bcex 3anuceld, Spark SQL cMoxxeT Ha OCHOBE 3TOii CXEMbI 3arPy3UTh
Y Takue JaHHble, BEpHYB UX B (popMe 3amuceil. ITO MO3BOJIUT BaM Jier-
KO ¥ [TPOCTO U3BJIEKATh TOJIBKO HYy>KHbIE 10JIs1. UTOAbI 3arpy3UTh JaHHbIE
B dopmare JSON, cHauvana cospaiite o6bekT HiveContext, Kak mpu uc-
nosb3oBanuu Hive. (Hanuuue Hive B cucreMe npu atoM He Tpebyercs,
TO €CTh BaM He MOHAZ0OUTCS KOMUpPoBaTh (ailn hivesite.xml.) 3atem BbI-
3oBuTe Metox HiveContext.jsonFile, yToGel momyyuts Ha6op RDD 06b-
exToB Row. [ToMHMO MCIOIb30BaHMsI LETbIX OOBEKTOB ROW, MOXKHO TaKXKe
3aperucTpUpoBaTh nosydeHHsiit Habop RDD kak Tabuily v BbIOMpaTh U3
Hee TOJIbKO HeoOxoauMble 11011, Hanpumep, nonyctum, 4to y HaC MMeeT-
cs1 JSON-daiin ¢ coobuennssMu u3 TBUTTepa, Kak MOKa3aHO B IpUMepe
5.33, 1o oMHOMY COOOILEHUIO B CTPOKE.

Mpumep 5.33 < Mpumep darina c coobuieHnammn B popmate JSON

{"user": {"name": "Holden", "location": "San Francisco"}, "text": "Nice day
out today"}
{"user": {"name": "Matei", "location": "Berkeley"}, "text": "Even nicer here

N

Mpb1 MOXXeM 3arpy3uTh 3TH AaHHbIE U BHIOPATh U3 HETO TOJIBKO MOJIs
username u text, Kak IoKa3aHo B pumepax ¢ 5.34 mo 5.36.

MNpumep 5.34 < 3arpyska JSON c nomowbio Spark SQL B Python
tweets = hiveCtx.jsonFile("tweets.json")

tweets.registerTempTable ("tweets"

results = hiveCtx.sql ("SELECT user.name, text FROM tweets")

Mpumep 5.35 « 3arpyska JSON ¢ nomouwbio Spark SQL B Scala
val tweets = hiveCtx.jsonFile("tweets.json")
tweets.registerTempTable ("tweets")

val results = hiveCtx.sql("SELECT user.name, text FROM tweets")

Mpumep 5.36 < 3arpyaska JSON ¢ nomowio Spark SQL B Java
SchemaRDD tweets = hiveCtx.jsonFile(jsonFile);
tweets.registerTempTable ("tweets");

SchemaRDD results = hiveCtx.sql ("SELECT user.name, text FROM tweets");
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IToapoGHee o 3arpyske manubix B ¢popmare JSON ¢ nmomomipio Spark
SQL c ucnonb3oBaHUWEM UX CXeMbl paccka3biBaeTcsl B paszesie «JSON»
B raBe 9. Spark SQL nomnepxuBaeT He TOJNBKO 3arpy3Ky AaHHBIX, HO
U T03BOJISIET 3aMpalIuBaTh JaHHbIe, KOMOMHUPOBATh UX C JAaHHBIMU U3
apyrux Ha6opoB RDD u BbI3bIBaTh COGCTBEHHBIE DYHKIUH IS UX 06-
paboTKH, 0 yeM NMoaApoOHO GyaeT paccKas3biBaThCs B riase 9.

Ba3bl AGHHBLIX

OpeiimBopk Spark nmopzepxkuBaeT BO3MOXHOCTb pabOThI C HEKOTOPHIMU
HOMyJISIPHBIMK 6a3aMH IAHHBIX C UCIOJIb30BAHMEM HHCTPYMEHTOB [0-
cryna Hadoop nnu coberBeHHbIX cpencTB. B aToM pasnesne Mbl nokaxem
YeThIpe TAKUX HanboJee YacTo UCIOIb3yEMBIX CPECTBA.

Java Database Connectivity

Spark Moxer 3arpy»aTb JaHHbIe U3 JIOOBIX PENALUOHHBIX 6a3 JaHHBIX,
noanepxuBaomux Java Database Connectivity (JDBC), Bkmiouas
MySQL, Postgres u apyrue cucremsl. [ qocTyna K JaHHBIM HYXHO
co3nath 06beKT org.apache.spark.rdd.JdbcRDD U mepemaTb ero OObEKTY
SparkContext ¢ ;pyrumu napametrpamu. B npumepe 5.37 neMoHCTpUpyeTCs
ucrnosb3oBanue JdbcRDD st mopkoueHust K 6ase nanubix MySQL.

Mpumep 5.37 < JdbcRDD B Scala

def createConnection() = {
Class.forName ("com.mysql.jdbc.Driver") .newlInstance();
DriverManager.getConnection (
"jdbc:mysql://localhost/test?user=holden");

def extractValues(r: ResultSet) = {
(r.getInt(l), r.getString(2))
}

val data = new JdbcRDD(sc,
createConnection, "SELECT * FROM panda WHERE ? <= id AND id <= 2",
lowerBound = 1, upperBound = 3, numPartitions = 2,
mapRow = extractValues)
println(data.collect().toList)

JdbcRDD npuHMMaeT HECKOJIBKO APaMETPOB:
O Bo-mepBBIX, MBI TepeniaeM (HYHKIHUIO 151 YCTAHOBKU COeMHEHUs
¢ 6a30ii JaHHBIX. ITO MO3BOJIUT KAXKIOMY y3Jy CO31aTh COOCTBEH-
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HOE COeqUHEHUe [1Jis1 3arpy3KU JAaHHbIX MOCJIe BBIOJHEHUS BCEX
HeOOXOMMMBIX HACTPOEK;

O panee Mbl epeaeM 3ampoc A5 YTEHUS JaHHBIX, a TAKXKe 3HaUEHUs
lowerBound u upperBound fJisi mapaMeTpoB 3anpoca. T IIapaMeTpPbl
nomoraT ¢peidMBopKy Spark 3ampaimuBarh pasHble AMAIA30HbI
JaHHBIX Ha Pa3HBIX MalllMHaX, 6yarogapsi yeMy Mbl U30aBJsieMCs
OT y3KOrO MEeCTa, CBSI3aHHOTO C 3arpy3KOil BCeX JaHHbIX HA eIUH-
CTBEHHbIN y3en';

O nocneguuit mapametp — ¢hyHKIMs, peoOpas3yoliast KOKIYIO 3aliCh
u3 java.sql.ResultSet B popMart, yao6HbIH 47151 pabOTHI C JaHHBIMM.
B npumepe 5.37 mbl nosyuum napsi (Int, String). Ecau atot mapa-
MeTp OTCYTCTBYeT, Spark aBToMaTnyecku Gyaer npeoOpa3oBbIBaTh
3aMHCH B MACCUBBI OOBEKTOB.

HO AHAJIOTUH C ADYTUMHU UCTOYHUKAMU JAaHHBIX, IIpEXAe 4Y€M HUCITOJIb-
30BaTh JAbCRDD, HY)KHO yGeauThCs, 4TO 6a3a JAaHHBIX MOAAEPKUBAET Ta-
paJijie/ibHble OTepalliy YTeHUs, KOTOpbie OyaeT BuInoaHATD Spark. Ecin
BaM MMOHAZO0OMUTCS UCIIOJIb30BATh AaHHbIE 6€3 MOAKIIOYEHHS K JeHCTBYIO-
1eit 6a3e JaHHDBIX, MOXETE BOCIIOJ/Ib30BAThCSI MEXaHU3MOM JKCIIOPTUPO-

BaHUs1, BCTPOEHHBIM B 6a3y IaHHbBIX, U COXPAHUTh JAHHBIE B TEKCTOBbIiA
(aiin.

Cassandra

IMonnepxka Cassandra B Spark 3HaunTeIbHO YIyYLIM/IACH C TIOABJEHUEM
otkpbiToro npoekra Spark Cassandra Connector ot DataStax?. ITockosb-
Ky B HACTOSILIMHA MOMEHT 3TOT NPOEKT HE SIBJIAETCS YacThio Spark, Bam
norpebyercsi 106ABIATH €ro MOAAEPKKY B BHIE 3aBUCUMOCTEN B (ail
cbopku. Cassandra moka He ucnoJb3yer Spark SQL, Ho Bo3Bpaluaer Ha-
6opsl RDD o6bekToB CassandraRow, KOTOpble UMEIOT Te K€ METO/bI, UTO
u 06bekT Row u3 Spark SQL, kak nokasaHo B npumepax 5.38 u 5.39. B Ha-
crosiee BpeMs Spark Cassandra Connector MOXHO MCIIOJIb30BaTh TOJIb-
Ko B Java u Scala.

NMpumep 5.38 « 3asucumocTtu Cassandra Connector ans sbt

"com.datastax.spark" %% "spark-cassandra-connector" % "1.0.0-rc5",
"com.datastax.spark" %% "spark-cassandra-connector-java" % "1.0.0-rc5"

! Ecau uuciio 3anuceit 3apaHee HEeM3BeCTHO, MOXKHO CHa4aJla BpDYYHYIO BbINOJI-

HUTb 3aNpOC, BO3BPalLlaloLIHil UX KOJUYECTBO, a 3aTeM UCMOJIB30BaTh Pe3yJIbTaT
JUU1s1 onpefiesieHust upperBound u lowerBound.
2 https://github.com/datastax/spark-cassandra-connector.
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Mpumep 5.39 < 3asucumocTtu Cassandra Connector gns Maven

<dependency> <!-- Cassandra -->
<groupId>com.datastax.spark</groupId>
<artifactId>spark-cassandra-connector</artifactId>
<version>1.0.0-rc5</version>

</dependency>

<dependency> <!-- Cassandra -->
<groupId>com.datastax.spark</groupId>
<artifactId>spark-cassandra-connector-java</artifactId>
<version>1.0.0-rc5</version>

</dependency>

Bomuorom nono6usiii Elasticsearch, unctpyment Cassandra Connector
YMTaeT CBOMCTBA 3a1aHHUs, YTOOBI OTNPENETUTD, K KAKOMY KJIACTEPY BBINOJ-
HATb MOAKIIOUeHre. MBI IOJKHBI yKa3aTh Kaactep Cassandra B cBoiicTBe
spark.cassandra.connection.host, uMs moJjb3oBaTeJisi M NMapojb B CBOH-
cTBax spark.cassandra.auth.username u spark.cassandra.auth.password.

JlonycTuM, 4TO y HaC UMeeTCsl eNUHCTBeHHbIM Kaactep Cassandra, Mbl
MOJKEM HACTPOUTD NMOAKJIIOUEHHE K HEMY, cO3/1aB 00beKT SparkContext, kak
NoKa3aHo B mpuMepax 5.40 u 5.41.

Mpumep 5.40 < Hactpoiika poctyna k Cassandra B Scala

val conf = new SparkConf (true)
.set ("spark.cassandra.connection.host", "hostname")

val sc = new SparkContext (conf)

Mpumep 5.41 < Hactpoiika poctyna k Cassandra B Java
SparkConf conf = new SparkConf (true)

.set ("spark.cassandra.connection.host", cassandraHost);
JavaSparkContext sc = new JavaSparkContext (

sparkMaster, "basicquerycassandra", conf);

Datastax Cassandra ucmosib3yet HesiBHble npeobpa3soBaHusi B Scala,
uTo6bl 106aBUTh JOMOJHUTENbHBIE (GYHKIUHU B SparkContext u Habopam
RDD. /laBaiiTe uMIopTHUpyeM HesiBHbIE NPeoOpa30BaHUS U MONpPobyeM
3arpy3uTb Kakue-HuOyab naHHble (1puMep 5.42).

MNpumep 5.42 < 3arpyaka uenoii Tabnuupl B Habop RDD
nap knio4/3HaqeHve B Scala

// MMnopTMpoBaTh HesBHHE Npeobpa3oBaHMA, YTOGH NOOABUTH GYHKLMM
// B SparkContext u RDD.
import com.datastax.spark.connector._
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// Tpounrars Tabmuuy B RDD. [pemnonaraercs, uro TabimMua CO3f[aHa Kak:
// CREATE TABLE test.kv(key text PRIMARY KEY, value int);
val data = sc.cassandraTable("test" , "kv")

// BHBECTM HEKOTOpHE OCHOBHHE CTATMCTMKM Oas nons value.
data.map (row => row.getInt("value")) .stats()

B Java HesiBHbIE TpeoOpa3oBaHUs OTCYTCTBYIOT, TOITOMY OOBEKT Spark-
Context u Habop RDD Heo6xoauMo npeoGpa3oBath siBHO (ipuMep 5.43).

Mpumep 5.43 <+ 3arpy3ka uenoit Tabnanubl B Habop RDD

nap Knto4/3HadveHuve B Java

import com.datastax.spark.connector.CassandraRow;

import static com.datastax.spark.connector.CassandraJavaUtil.javaFunctions;

// Tpounrats Tabmuuy B RDD. llpemnomaraeTcs, uTo Tabnmmua Co3maHa Kak:
// CREATE TABLE test.kv(key text PRIMARY KEY, value int);
JavaRDD<CassandraRow> data =

javaFunctions(sc) .cassandraTable ("test" , "kv");

// BHBECTM HEKOTOpHE OCHOBHHE CTATUCTMKM.
System.out.println(data.mapToDouble (new DoubleFunction<CassandraRow>() {
public double call (CassandraRow row) { return row.getInt("value"); }

}).stats());

[TomMuMo 3arpy3ku TabauI[ LEJUKOM, MOAAEPKUBAETCS BO3MOXKHOCTD
3anpalliBaTh MOJAMHOXECTBA JaHHbIX. OrpaHUYUTh BBIOOPKY MOKHO, 10~
6aBUB B BbI30B cassandraTable () mpeasioxeHue where, HallpUMep: SC.Cassa
ndraTable(...) .where("key=?", "panda").

Cassandra Connector nmomnepxuBaer coxpaHenue B Cassandra qaHHbIX
u3 HabopoB RDD pasHbix TUMOB. ECTb BO3MOXHOCTb HampsAMYIO COXpa-
Hutb Habop RDD 06bekToB CassandraRow, YTO yAOGHO 1151 AajIbHEMLIErO
KONMUPOBaHUs AaHHbIX Mexay Tabauuamu. Haboper RDD, siBisiommecst
He HabopaMu 3amuceil, a HabepaMu KOPTeXel UK CIIUCKOB, MOXXHO COXpa-
HUTb, ONIPEIEIUB OTOOpaXKeHHeE B CTOMIOLBI, KAK MOKA3aHO B puMepe 5.44.

Mpumep 5.44 < CoxpaHeHue naHHbix B Cassandra B Scala

val rdd = sc.parallelize(List (Seq("moremagic", 1)))
rdd.saveToCassandra ("test" , "kv", SomeColumns("key", "value"))

ITOT pasjen ABJIsSeTCA IUIlb KpaTkuM BBegeHueM B Cassandra Connec-
tor. Bonee nonHyio nH(OpMaIMIO HIMTE Ha cTpaHule npoekTta B GitHub!.

! https://github.com/datastax/spark-cassandra-connector.
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HBase

Hoctyn k HBase u3 Spark ocyiuecTBisieTcsi ¢ MCHONB30BAHUEM I0[-
nepxku ¢opmaroB B Hadoop, peanusoBanHHOil B Kiacce org.apache.
hadoop.hbase.mapreduce.TableInputFormat. 3TOT kJjacc BO3BpalaeT
napsbl KJI104/3HaueHue, rae KJI04M UMeIOT TUIl org.apache.hadoop.hbase.
io.ImmutableBytesWritable, a 3HaueHus1 — Tun org.apache.hadoop.hbase.
client.Result. Kitacc Result BkiIIoyaeT pa3Hble METOZBI TOJIyYeHHSI 3HaYe-
HMI Ha OCHOBE CEMENCTB CTOJIO1I0B, KAK ONMUCHIBAETCS B JOKyMEHTAL[MH'.

Yro6b1 OyuuTh goctyn k HBase ua Spark, MOXXHO BBI3BaTh METOX
SparkContext.newAPIHadoopRDD M nepenath eMy TpeOGyeMbiii (hopMaT, Kak
MoKa3aHo B pumMepe 5.45.

Mpumep 5.45 < Mpumep yTeHus gaHHbIX N3 HBase B Scala
import org.apache.hadoop.hbase.HBaseConfiguration

import org.apache.hadoop.hbase.client.Result

import org.apache.hadoop.hbase.io.ImmutableBytesWritable
import org.apache.hadoop.hbase.mapreduce.TableInputFormat

val conf = HBaseConfiguration.create()
conf.set (TableInputFormat.INPUT TABLE, "tablename") // onpemenuTh Tabmuuy

val rdd = sc.newAPIHadoopRDD(
conf, classOf [TableInputFormat], classOf[ImmutableBytesWritable],
classOf [Result])

Jlnst onTuMu3anuu onepauuy YTeHUA U3 HBase TableInputFormat BKJto-
YaeT MHOXXECTBO HACTPOEK, TAKUX KAaK OTPaHUYEHNEe MHOXEeCTBA IIPOCMaT-
PHMBaeMbIX CTOJOIOB U BpeMeHU npocMoTpa. OnucaHue BCeX HaCTPOEK,
umerouuxcs B TableInputFormat, MOXXHO HATH B TOKYMEHTALUUK? U yCTa-
HaBJIMBaTh B o6bekTe HBaseConfiguration nepex nepenauveii ero B Spark.

Elasticsearch

Spark nomnmepxxuBaet utenue u 3anuch aanHbix B Elasticsearch nocpexn-
crBoM Elasticsearch-Hadoop?. Elasticsearch — ato HoBbIil npoekT ¢ ot-
KPBITHIM HCXOIHBIM KOZIOM CHCTEMBI TOMCKA Ha ocHOBe Lucene.

IMopsanok noxkmwouyenus k Elasticsearch Heckonbko oTaMyaercst ot
NOAKJIIOYEHHUS K IPYTUM XPAHUIIMIIAM, C KOTOPBIMH Mbl TO3HAKOMHJIUCD

! https://hbase.apache.org/apidocs/org/apache/hadoop/hbase/client/Result.html.

2 http://hbase.apache.org/apidocs/org/apache/hadoop/hbase/mapreduce/Table-
InputFormat.html.

3 nttps://github.com/elastic/elasticsearch-hadoop.
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Bbille. KOMIOHEHT MoOAKJIIOYeHUsT UrHOpUpYyeT HMHQOpMaLUIo O NMyTH
U onupaeTcss Ha HacTpoilku B SparkContext. Kpome Toro, koMnoHeHT
OutputFormat moakmiouenusi k Elasticsearch He mommepxuBaer Tumbi,
IJISl KOTOPbIX MMeJUCh Obl 06epTkU B Spark, moaToMy coxpaHeHUe JaH-
HBIX JOJIKHO BBINOJIHATBHCSI BBI3OBOM MeToja saveAsHadoopDataSet, a aTo
03HayaeT HeOOXOAMMOCTDb OIpE/EIEHUsI MHOXECTBA CBOUCTB BPYYHYIO.
[laBaiiTe MOCMOTPHM, KaK OCYILECTBJISIETCS] YTEHUeE/3aMUCh IIPOCTHIX JaH-
ubix B Elasticsearch (cm. npumepst Examples 5.46 u 5.47).

¢ ™ Tlocnenusist Bepcust KOMIoHeHTa noAkJoueHus k Elasticsearch B Spark cra-

. Jia ellle MPOoLIe B UCIOJb30BAHUU U MOANEPXKUBAET BO3BPAT 3aNuceil yepe3
Spark SQL. OnHako oHa Bce elle 3aKpbITa, TAK KaK M0Ka MOANEPKUBAET He
Bce BcTpoeHHbie Tumbl Elasticsearch.

Mpumep 5.46 < CoxpaHeHwe paHHbIx B Elasticsearch B Scala

val jobConf = new JobConf (sc.hadoopConfiguration)

jobConf.set ("mapred.output.format.class",
"org.elasticsearch.hadoop.mr.EsOutputFormat"

jobConf.setOutputCommitter (classOf [FileOutputCommitter])

jobConf.set (ConfigurationOptions.ES RESOURCE WRITE, "twitter/tweets")

jobConf.set (ConfigurationOptions.ES_NODES, "localhost"

FileOutputFormat.setOutputPath (jobConf, new Path("-"))

output.saveAsHadoopDataset (jobConf)

Mpumep 5.47 <+ 3arpy3ska aaHHbix U3 Elasticsearch B Scala
def mapWritableToInput(in: MapWritable): Map(String, String] = {

in.map(case (k, v) => (k.toString, v.toString)}.toMap
}

val jobConf = new JobConf (sc.hadoopConfiguration)
jobConf.set (ConfigurationOptions.ES_RESOURCE READ, args(l))
jobConf.set (ConfigurationOptions.ES_NODES, args(2)
val currentTweets = sc.hadoopRDD(jobConf,
classOf [EsInputFormat [Object, MapWritable]], classOf[Object],
classOf [MapWritable])

// W3Bneub TONbLKO OTOBpaxeHue
// TpeobpasosaTs MapWritable[Text, Text] B Map(String, String]
val tweets = currentTweets.map{

case (key, value) => mapWritableToInput (value) }

[To cpaBHEHMIO C HEKOTOPBIMM JIPYTMMU CIOCOOAMHU MOAKJIOYEHUS
K ApyruM 6a3aM JaHHbIX, 3TOT BHITJISIAUT HEMHOTO 3aMBICJIOBATBIM, HO CJIy-
JKUT OTJIMYHBIM IIPUMEPOM, KaK paboTaTh C MOAOOHBIMU KOMIIOHEHTAMU.
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[Ipu yrenun nannsix Elasticsearch MoxeT aBTOMaTHYeCKH onpeaesnsaTh Mo-
psiok O0TOGPaXKeHUsI, HO MHOT/IA Tl JAHHBIX ONpPeeNsOTCS HEMPaBUJIb-
HO, TI03TOMY Jiyyllle sIBHO 3a/laBaTh OTOOPaXkeHHe, eCJIM YUTAIOTCS JaHHbIe,
OTJIMYHBIE OT CTPOK.

B 3aknio4eHue

[IpounTaB 3Ty IJaBy A0 KOHI[A, BB JIOJDKHBI YMETb W3BJIEKATh JaHHbIE
B Spark 1151 nanpHeiel ux 06pabOTKU U COXPAHSTh PE3YJIbTAThl BHIYMC-
JieHuil B TpebyeMoM BaM ¢opmaTe. Mbl UCCIeoBamy 371eChb MHOXECTBO
pa3HbIX (OpMaTOB, a TakXe CpPelNCTBA MOANEPXKKHU CXKATHUSI U UX BIIHSA-
HUe Ha MOPSJOK MCNOJIb30BaHUs JaHHBIX. B mocienyiomux riaBax Mbl
3aiiMeMcst u3yueHueM 6oJiee 3peKTUBHBIX CIIOCOOOB 3aMUCH U TPUEMOB
CO3[1aHUs1 TPOrPaMM Ha OCHOBe Spark, MpUMeHsisi KOTOPbIE, MBI CMOXEM
3arpy’arth ¥ COXPaHsITb OrPOMHbIE HAO0PbI JAHHBIX.



[NaBa

T O COEO 00D SO N OO O EE OO0 Q@SSO OO OO OSSO CTEEO® OO

AONONHUTeNbHble
BO3MOXKHOCTU Spark

BseaeHue

B 3T0i1 ri1aBe onuchIBaOTCS pasiMyHble JOMOJIHUTEIbHble BO3MOXHOCTH
nporpaMMUpoBaHusi B Spark, KOTOpble He 3aTParuBaJMCh B MPEAbIAYLINX
rjaBax. Mbl M0O3HaKOMHUM Bac C AByMsl TUIIaMHU pa3/iesisieMbIX NepeMeH-
HBIX: akkymyasmopamu (accumulators), UCNOAb3yeMbIMH JIs1 HAKOILIE-
HUs MHGOPMALMH, U wWupoKosewamenvioimu nepemennoimu (broadcast
variables), vcnonb3yeMbiMU 111 3((PEKTUBHOI Nepenayd 3HaueHHi
6osbuioro o6bema. Onupasicb Ha 1peoOpa3oBaHUsl, MOJNEPKUBAEMbIE
Hab6opamu RDD, Mbl u3y4uM NakeTHble OMepaluu, NpelHa3HAYEHHbIE
IUIs1 pellieHHs] 3aa4 C BbICOKOH CTOMMOCTBIO MpeIBapUTEIbHOM MOAro-
TOBKH, TAKMX KaK BbIOJHEHHe 3anpocoB K 6a3am naHHbIx. C 1esbio pac-
IIMPEHHs1 KPYro3opa Mbl OXBaTUM TakxKe IPHeMbl OPraHU3aLUU B3aUMO-
neiictBuit Spark ¢ BHELIHMMHM NMpPOrpaMMaMM, TAKHUMH KaK CIIEHApUM Ha
si3bike R.

I[Ipu co3naHM¥ TPUMEPOB Ha NPOTSKEHUHU BCel 3TOi r1aBbl Mbl Gy eM
UCIIOJIb30BaTh B KAaYeCTBEe UCTOUYHMKA JAAHHBIX XKYPHAJbl CEAHCOB CBSI3U
paguoTIo6UTENbCKUX CTAHUUN. DTH XKYPHAaJIbl, KAK MUHUMYM, BKJIIOYa-
IOT NO3bIBHOM pafinOCTaHLIMM KoppecnoHaeHTa. Ilo3bIBHbBIE TpHCBanBa-
IOTCSI B COOTBETCTBYIOIIMX CTPAHaX, M KaXK/Jasi CTpPaHa ONpe/essieT CBOI
[MaTa30H MO3bIBHBIX, IO3TOMY IO O3bIBHOMY MbI CMOKEM OIPEeAEJUTh
CTpaHy paAMOCTAaHLMH KOppecnoHaeHTa. HekoTopsie ypHaibl BKIOYa-
I0T TakXe GU3NYeCKOoe MeCTOIOJIOKEeHHE OIepaTopa, Mo KOTOPOMY MOX-
HO OIIPEENUTD €r0 yAaJeHHOCTb. UTOOBI BbI IPENCTABJISIIN, O YEM PEYD,
MBI BKJIIOYMJIM B TEKCT [JIaBbl IPUMeEP 3aMUCH U3 XKypHasa (CM. IpuMep
6.1). B maker 3arpy>xaeMbIX NIPUMEPOB [JIsI KHUTH BKJIIOUEH TaKXXe CIHU-
COK TMO3bIBHBIX [IJIs1 TOMCKA JAaHHBIX B KypHajax 1 06paboTKH pe3yJib-
TaTOB.
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Mpumep 6.1 < 3anucb U3 xypHana B popmate JSON

(4acTb noneii onywieHa)

{"address":"address here", "band":"40m","callsign":"KK6JLK",
"city":"SUNNYVALE", "contactlat":"37.384733",
"contactlong":"-122.032164", "county":"Santa Clara",
"dxcc":"291","fullname":"MATTHEW McPherrin", "id":57779,"
mode":"FM", "mylat":"37.751952821", "mylong":"-122.4208688735", ...}

3HAKOMCTBO C JONOJHHUTENbHBIMUA BO3MOXHOCTAMU Spark Mbl Hau-
HeM C MCCJIe[IOBaHUS pasfiesisieMbIX NepeMeHHbIX, KOTOpble SBJSIOTCS
nepeMeHHBbIMHU CIIEIIUATIBHOTO THIA U MOTYT MCIOJIb30BAThCS 3aJaHUSIMU
Spark. B HameMm npumepe Mbl GyIeM UCIIOJIB30BaTh Pa3fieisieMble Tepe-
MeHHbIe [JIs1 TToJcyeTa Yucaa HedaTalbHbIX OMIKMO0K U mepenayu 60Jib-
10#1 TaBIUIIbI TIOKCKA.

KorpanoaroroskasasaHuii K BHITTOJHEHUIO 3aHUMaeT ITPOJOJKUTEIbHOe
BpEeMsi, HallpUMeEP CO3/IaHHe COeAMHEHMIA ¢ 6a3aMH IaHHBIX UM TeHepaTo-
POB CJIy4ailHbIX YKCeJ1, GbIBAET MOJIE3HO UCIIOJIb30BATh PE3YJIBTAThI 3TOM pa-
60Tb1 1151 06PabOTKM HECKOJIbKUX 3JIEMEHTOB AaHHbIX. Ha npuMepe ncrnoss-
30BaHUs1 YIAJIEHHO# Ga3bl JAHHBIX JIJIS1 TIOUCKA TO3bIBHBIX MbI TOKAXKEM, KaK
IIOBTOPHO MCIIOJIb30BaTh PE3YJIBTATI HACTPONUKH MTPU 06pabOTKe Pa3/iesos.

CucreMa MOXeT BBI3BIBATH IPOrPAaMMBI, HAMMCaHHBIE He TOJBKO
Ha A3bIKaX IPOrpaMMHPOBAHUS, HENOCPEeJCTBEHHO MO epKUBAaeMbIX
B Spark, HO u Ha Apyrux. B 3Toii ri1aBe MbI paccKa)XeM, Kak ¢ MOMOIIbIO
MeToJa pipe () opraHu3oBaTh B3aUMOAEHCTBUE C APYTMMH IIpOrpaMMaMHu
uepe3 CTaH/IAPTHBIN BBOA U BHIBOA. 31€Ch MbI Oy/1EM UCIIOJIB30BATH METOL
pipe() mns mocryna x 6ubanoTeke Ha si3bike R ¢ 1e/1bI0 BbIYMCIEHHS pac-
CTOSIHUS /IO palUOCTaHLIMH KOPPECIIOH/IeHTa.

Hakoneu, B apcenase Spark UMeroTcst HHCTPYMEHTBI 1151 pabOTHI C YUC-
JIOBBIMH IAHHBIMH, TIOJOOHBIE TE€M, YTO IPUMEHSIIOTCS 1151 paboThI C apa-
MM KJ1I04/3HayeHne. Mbl NpOJEMOHCTPUPYEM 3TH HHCTPYMEHTHI Ha IPU-
Mepe yJaleH!s] aHOMIbHBIX 3Ha4YeHUH U3 PaCCTOSIHUM, BBIYHCIIEHHBIX 110
JKYpPHaJIaM BbI30BOB PaJHOTIOOUTENBCKIX CTAHIIUM.

AKKYMYANTOPGI

O6b1yHO npy nepezave GyHKUMiA B Spark, HanpuMep B BbI30B map () UM
YCJIOBHSI B BbI30B filter (), OHM MOTYT HCNOJIB30BATh NEPEMEHHbIE, OTpe-
IesisieMBble 32 UX TpefieJIaMU B TPOrpaMMe-ZpaiiBepe, HO KaXI0e 3aaHKe,
BBINOJIHSIEMOE B KJIACTEDE, TOJYYaeT HOBYIO KOTMIO TAKOM IepeMeHHO,
OJIHAKO U3MEHEHHsI B TAKUX KOMHUSAX He BO3BPAILAIOTCS B MPOTPaMMY-
npaiisep. YtoGsI 1peososieTh 3To orpaHuyeHue, B Spark Gbuia no6asieHa
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TIO/IEPKKA Pa3fieliIsieMbIX TIePEMEHHbIX, akkymyaamopos (accumulators)
U wupokogewamenvivlx nepemennvix (broadcast variables), xotopbie
00ecneynBaloT TUMNYHbIE A0JOHbI B3aMMOAEHCTBUN: HAKOILUIEHUE De-
3yJIETAaTOB U PAcChLIKA 3HAUYEHUIT.

Paspensiemble epeMeHHbIE TIEPBOTO THUIA, AKKYMYJISTOPDI, 0becreun-
BAIOT IIPOCTON CMHTAKCHC Nlepefayl HaKOIJIEHHBIX 3Ha4eHUH OT pabounx
y3J10B 06paTHO B mporpamMmy-apaiisep. OObIYHO aKKYMYJISITOPBI IPHMe-
HSIIOTCA C LEJIbI0 OTJIAAKH, JJIsl TOACYETa HEKOTOPHIX COOBITHIi, BO3HU-
KalOI[MX B NPOLIECCe BBINONIHEHU 3aganuil. Hanpumep, nonyctum, 4to
MBI 3aTDY>XaeM CIHMCOK BCEX MO3BIBHBIX, JJIsi KOTOPIX TpebyeTcs n3Bieyb
3aMKMCH U3 XKYPHAJIOB, HO HAM TaKXe HHTEPECHO 3HATh, CKOJIBKO MyCThIX
CTPOK MMeETCs B XypHasie (IIPeAIoaraercs, YTO TAKUX CTPOK OYZAET He
TaK MHOT0). DTOT ClieHapHii IEMOHCTpUpPYeETCs B mpuMepax ¢ 6.2 no 6.4.

Mpumep 6.2 < MoacueT nycTbix CcTpok B Python
file = sc.textFile(inputFile)

# Cospmare Accumulator[Int], MHMUMaNM3MPOBAHHEIA HYJEM
blankLines = sc.accumulator(0)

def extractCallSigns(line):
global blankLines # MomyumTs mocTyn K IyoBajbHOM NepeMeHHOM
if (line == ""):
blankLines += 1
return line.split(" ")

callSigns = file.flatMap (extractCallSigns)
callSigns.saveAsTextFile (outputDir + "/callsigns"
print "Blank lines: %d" % blankLines.value

Mpumep 6.3 < MoacyeT NycTbiX CTPOK B Scala

val sc = new SparkContext(...)
val file = sc.textFile("file.txt"

// Co3mate Accumulator[Int], MHMUMANIM3UPOBAHHEIA HYJEM
val blankLines = sc.accumulator (0)

val callSigns = file.flatMap(line => {
if (line == "") {
blankLines += 1 // YBeauuuTb 3HaueHue B aKKyMynaTope
}
line.split(" ")
}
callSigns.saveAsTextFile ("output.txt")
println("Blank lines: " + blankLines.value)
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Mpumep 6.4 < MNoacyeT NycTbiXx CTPOK B Java
JavaRDD<String> rdd = sc.textFile(args[l]);

final Accumulator<Integer> blankLines = sc.accumulator (0);
JavaRDD<String> callSigns = rdd.flatMap (
new FlatMapFunction<String, String>() {
public Iterable<String> call(String line) {
if (line.equals("")) {
blankLines.add(1);
}

return Arrays.asList(line.split(" "));
hi

callSigns.saveAsTextFile ("output.txt")
System.out.println("Blank lines: "+ blankLines.value());

B atux mpumepax co3maercs nepemeHHas blankLines Tuma Accumu-
lator[Int], v 3aTeM ee 3HaYeHHEe YBEJMYMBAETCS HA 1 Mpu 06HAPYKEeHUH
KaX/I0#1 MyCTO# CTPOKH B MCXOAHBIX AaHHbIX. [locjie BhIUMCIEHUs Tpe-
06pa30oBaHMs BBIBOOUTCS 3HayeHHe cueTuynka. O6paTiTe BHUMaHHE, YTO
NpaBUJIbHOE 3HAYEHHE CYETYMKA OYAET MOJYYEeHO TOJIBKO NOCAE BHI30Ba
neiicTBus saveAsTextFile (), motomy uto npeo6Gpa3oBaHue map () neHCTBY-
€T B OTJIOXKEHHOM peXHMe, TO eCThb HapalllMBaHHE aKKyMyJsTOpa Ipo-
W30U/IET JIULIb MOCJIe NPUHYIUTENBHOTO TIPUMEHEHUsST NIpeobpa3oBaHus
map () BBI3OBOM AelcTBUs saveAsTextFile().
Pasymeetcss, MOXXHO obecrieuuTh c60p MH(GOpManuK U3 Bcero Habopa
RDD u Bo3BpaT ee B nporpaMMmy-ApaiBep ¢ MOMOIIbIO TAKUX NENHCTBUH,
Kak reduce (), HO MHOTrZa OBIBAET XKeJaTeJbHO UMETb GOJlee IPOCTOM CIIo-
€00 HaKOTIEHUs 3HaYeHUH B Xoie mpeobpa3oBanus Habopos RDD, cosna-
BaeMbIX B pPa3HOM MacliuTabe UM CTENEHbIO AeTANTNU3AIMH, a He O LEeJIbIM
Habopam RDD. IlpuMeHeHHe akKyMyJsATOpa B NMpPEAbIAYIIEM pUMEpe
I03BOJIMJIO OPraHU30BaTh MOACYET OMINGOK B IPOLECCE 3aTPY3KH JAHHBIX
6e3 BBINOJHEHUS OTAEJIbHOTO AeiicTBuUs filter () muu reduce ().
B o61uieM U 11e10M aKKyMyJISTOPHI AEACTBYIOT CEAYIOMUM 06pa3oM:
O cospaoTcs B mporpaMMe-apaiiBepe BbI30BOM MeToza SparkContext.
accumulator (initialValue) ¢ HayajnbHBIM 3HAYEHUEM aKKyMy-
JIITOpa, KOTOPBIA BO3BpaliaeT OObEKT THma org.apache.spark.
Accumulator(T], rme T — Tun initialValue;

O neicTBYIOUMI KO, BBHIMOJHAIOIUNCA B 3aMbIKaHusAX Spark, Mo-
XKeT HapallMBaTh 3HAUYe€HWe aKKyMYJSITOPa BBI3OBOM MeTOAA +=
(B Scala) unu add (B Java);
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O ana moctyma K 3HAYEHHUIO aKKyMyJsiTOpa Iporpamma-fipaiiBep
MOXET MCIOJIb30BaTh €ro CBOMCTBO value (MM MeToxabl value ()
u setValue() B Java).

O6paruTe BHUMaHWe, YTO 3alaHus, BHITIOJHSIOIMECS Ha paboYnx y3-
JIaX, He UMEIOT JOCTYMNa K 3HAYEHUI0 aKKYMYJISITOpa — C TOYKHU 3peHHUsI 3a-
JaHWii, aKKyMYJIAITOPbI SIBJISIIOTCS MEPEMEHHBIMH, NOCTYMHBIMU MOJIbKO
05 3anucu. llogo6Hoe pellleHHe MO3BOJISIET CEIaTh PEANTU3ALMIO AKKY-
MYJIITOPOB MaKCHUMaJjibHO 3(pheKTUBHOM, 6e3 HeOOXOAUMOCTH Tepechi-
JIaTh JAHHBIE 110 CETH TIPU KaXKIO0M OOHOBJIEHUH.

Crniocob nozcyeTa, MoKasaHHbIN 31€Ch, 0COOEHHO ynobeH, Koraa Heob-
XOIMMO OPraHM30BaTh CJIEKEHUE 3a MHOXXECTBOM 3HAaue€HUU WU KOrAa
OITHO U TO K€ 3HaYeHMe JOJXKHO YBEJIMYMBATHCS BO MHOXKECTBE MECT B Ma-
paJLJIe/IbHO BBIMOJIHSIOIIENHCs porpamme (HanpuMep, MOXXHO MOACYUTATD
4ucIIo BbI30BOB 6ubanoTeku napcunra JSON). Ha npaktuke yacto npen-
T0J1araeTcs, YTO KaKOW-TO MPOLEHT UCXOAHBIX NAHHBIX OYAET MOBPEXIeH
WM [IONYCKAEeTCsA HEKOTOPOE YMCJIO OMUGOK. UTOObI IPeNOTBPATUTD BbI-
BOJI HEBEPHBIX PE3YJIbTATOB, 00YCIOBIEHHBIX CIUIIKOM GOJIBIINM YMC-
JIOM OmIKMOOK, MOXKHO OPraHU30BaTh IOACYET YUCIIA AOMYCTUMBIX U HELO-
MYCTUMBIX 3anuceil. 3HaYeHUsT aKKyMYJISITOPOB OYAYT JOCTYIIHBI TOJIbKO
MporpamMme-apaiiBepy, rie ¥ I0JKHbI BBINOJIHATHCS MPOBEPKHU.

[Ipomomkast npeapiAyMii TPUMED, MBI TEEPh MOXEM NTPOBEPUTH MO-
3bIBHBIE ¥ BBIBECTH PE€3YJIBTAThI, TOJBKO €CJIM GOJIbIIAs YaCTh UCXOAHBIX
naHHeix BepHa. DopMmar paaNoOIOOUTENBCKUX MMO3BIBHBIX OIpEeneJisi-
ercs cratbeit 19 Cornanienuss MeXXayHapoaHOTO COK03a 3JIEKTPOCBSI3U
(International Telecommunication Union), Ha 0CHOBaHUM KOTOPOTO MbI
CKOHCTPYHPOBAJIU PETYJISIPHOE BhIPA)KEHME [IJIsI TPOBEPKU COOTBETCTBUS
(cM. mpumep 6.5).

Mpumep 6.5 < Vcnonb3oBaHue akkymynsTopa ana nogcyera owmnbok
B Python

# Co3pmaTh aKKyMyNATOp ILNA MPOBEPKM MO3EIBHAIX
validSignCount = sc.accumulator (0)
invalidSignCount = sc.accumulator (0)

def validateSign(sign):

global validSignCount, invalidSignCount

if re.match(r"\A\d?(a-zA-Z]{1,2)\d{1,4}(a-zA-Z]{1,3}\2", sign):
validSignCount += 1
return True

else:
invalidSignCount += 1
return False
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# MomcuMTaTh YMCIO CEAHCOB CBA3M C KaX[:M MO3LIBHEM

validSigns = callSigns.filter(validateSign)

contactCount = validSigns.map(lambda sign: (sign, 1)).reduceByKey(
lambda (x, y): x +y)

# VHMUMMDOBATbL NpPUHYIMTENbHOE BHIOJHEHME BHYMCIEHUI,

# 4TOGH 3aMOJIHUTL CYETYMKM

contactCount.count ()

if invalidSignCount.value < 0.1 * validSignCount.value:
contactCount.saveAsTextFile (outputDir + "/contactCount"

else:

print "Too many errors: %d in %d" % (invalidSignCount.value,
validSignCount.value)

AKKyMynaTopbl U OTKa30yCTOMYMBOCTb

Spark aBTOMaTHuecku pemiaeT mpoOGJeMbl, IIOPOXKAAET BHILIEAUIMMHU U3
CTPOSI WM MeJIEHHBIMH y3JlaMH, Tepe3anycKkas NMpepBaHHble 3aaHuUs
WK 33[laHus], BHINOJIHSIONINECS CIMIIKOM MeajeHHo. Hanpumep, eciu
y3eJ1, BBIMOJIHA T 06paGoTKy paszesia, mOTEPIUT aBapHio, Spark nepe-
3aNyCTUT 3TO 33J]aHH€ HA JPYrOM y3Je; U JAaXke eCU y3eJ He IOTepIes
aBapHIo, a MPOCTO paboTaeT MeJIeHHee APYrUX Y3108, Spark MoxeT npe-
BEHTUBHO 3allyCTUTDb «CIIEKYJ/IATUBHYIO» KOIIUIO 3alaHNUA Ha IPYTOM Yy3Jie
Y HUCII0JIb30BaTh Pe3yJIbTAThl, OJy4YeHHbIe 3TOi Konuel. Jlaxe eciu y3en
NOTePNUT aBapuio, Spark Bce paBHO CMOJXKET BBINIOJHUTH 33/IaHUE U TIepe-
CTPOUTH K3IIMPOBaHHOE 3HaueHHe. To eCTh OIHA U Ta XKe DYHKIUSI MOXKET
NPUMEHSTHCS K OAHUM M TEM XK€ JaHHbIM, B 3aBUCHMOCTH OT TOTO, YTO
MPOMCXOMIUT B KJIaCTepe.

Kak ocyuiecTsisiercst B3auMoieiicTBie ¢ akkymyasatopamu? /as ax-
KYMYAAMOPOE, UCNONb3YEMbIX 8 Oeticmeusx, Spark npumensem o6HoeneHue
0ns kaxcdozo 3adanus moavko ooun pas. To ecTb eciu HeoOxoaum abco-
JIIOTHO HAIEXKHBII CYETYMK, HE 3aBUCSLIMIA OT OTKA30B Y3JI0B U MOBTOP-
HbIX 3aIIyCKOB 3a/laHWH, €ro cJIefyeT IOMECTUTh BHYTPb A€HCTBUSI, TAKOTO
kak foreach().

s axxymyasamopos, ucnonv3yemvix 8 npeobpasosanusx Haéopoe RDD,
maxux eapanmuii He cywecmeyem. ViameHeHHe aKKyMyJISITOpa, OOHOBJIsIE-
MOTO BHYTpH NpeoOpa30BaHUsI, MOXKET MPOUCXOAUTD 60Jjiee OMHOro pasa.
TIpumepoM Takoro MHOXECTBEHHOTO, HEIpeHAMEPEHHOTO OOHOBJIEHUS
MOXET CJIY>KUTb CUTYALMs1, KOT/Ia KIIIMPOBAHHBII U PEIKO HCIIOJIb3y€eMBlii
Habop RDD cHauasa BHITECHSIETCS U3 K3I1Ia, a 3aT€M BHOBb 3arpy>KaeTcsl.
B aToM ciryyae npoucxoaut nosropHoe Boiuncienne RDD ¢ Henmpeaname-
PEHHBIMU U CONYTCTBYIOLIMMH MOGOYHBIMU 3 PeKTamMu, BHI3BIBAIOLIMMHU
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u3MeHeHHe akKymyJsitopa. Kak cieactsue BHyTpu npeoOpa3oBaHHil ak-
KyMYJISITOPBI IOJIXKHBI HCIIOJIb30BAThCS TOJIBKO /AJIS LieJieit OTIafKu.

B 6ynymux Bepcusix Spark Takoe noBesieH1e MOXKET U3MEHUTHCS, M aK-
KyMYJISITOPBI B Peo0Opa3oBaHusAx OYAyT OOHOBJISITHCS JIMIIb OAMH pas,
onHako B TekyIei Bepcuu (1.2.0) Bce ele Hab1I01a€TCA MHOXKECTBEHHOE
06HOBJIEHHE aKKYMYJISITOPOB, U MI03TOMY aKKyMYJIITOPbI B IIpeo6pa3oBa-
HUSIX PEKOMEH/IYEeTCSI UCIIOJIb30BaTh TOJIBKO 151 OTJIAIKH.

Co6cTBEHHbIE aKKyMYNATOPbI

K HacTosiiieMy MOMEHTY Mbl BHU/ENM NPHUMEP MCIOJIb30BAaHUSI OIHOrO
U3 BCTPOEHHBIX TUIIOB aKKyMYJSATOPOB Spark: 1es04ic/IeHHbIX aKKyMy-
astopoB (Accumulator(Int]) — u onmepauuu HapamuBaHus. [IoMumo ak-
KyMYJISSTOPOB JaHHOTO TUNa, Spark moaaepXxXuBaeT TakKe aKKyMYJIsITO-
pbl THIOB Double, Long u Float. Ho, kpoMme atoro, Spark mpenocrasnser
API nnist onpezesnieHusi COGCTBEHHBIX TUIIOB aKKYMYJISITOPOB U OIepawLuii
arperupoBaHusi (HanmpuMep, BbIOOD MaKCHMaJbHOrO M3 HAKOIJIEHHBIX
3HaueHuil BMecto npubassieHusi). CoOCTBEHHbIE TUIBI AKKYMYJISITOPOB
JIOJDKHBI HacJIeloBaTh Kjacc AccumulatorParam, omucaHue KOTOPOrO MOX-
HO HaiiTh B nokyMeHTtauuu pjisi Spark API'. [lomMumMo yBennueHust duc-
JIOBOTO 3HAY€HMsI, MOXKHO MCII0JIb30BATh JIIOOYIO APYTYIO OINepPaLHIO, ECIIH
3Ta onepalus sBJsIeTCS KOMMYTAaTMBHOUM M accouuatuBHON. Hanpumep,
BMECTO BeZIEHUsI OOIIETO CYETYMKA C ONEpALIMeN CIOXKEHUST MOXHO ObLIO
Gbl OPraHU30BaTh COXPaHEHHE MAaKCUMAJIbHOTO 3HAYEHUSI.

/7 Onepauus 0p CYUTAETCS KOMMYTAaTHUBHOM, ecjiv a op b = b op a a/1s1 Bcex 3Ha-
" uyenwuii a u b. Onepaums op CYMTAeTCsA aCCOLMATUBHOM, ecin (a opb) opc=a
op (b opc) ans Bcex 3HaveHuit a,buc.

HanpuMep, onepauuu Sum u Max siBJASIIOTCS U KOMMYTaTUBHBIMH, U acCo-
LIMATHBHBIMH, U YaCTO UCMOJIb3YIOTCS B aKKyMyJisiTopax Spark.

WnpokoBselwaTeAbHble nepemMeHHbIe

Bropoii Tun pasaensieMbix nepeMeHHbIX B Spark — wupoxosewamenvhoie
nepemennvie (broadcast variables) — nossonsiior nporpamMmaM 3ddex-
THBHO NepeaaBaTh 6OJblline 3HAYE€HUs], TOCTYITHbIE TOJBKO [JIsl YTEHHUS],
BceM paGoYMM y3J1aM [1J1s1 UCTIOJIb30BaHus B onepauusax Spark. OHu MoryT
MPUTOANTHCS, HATIPUMED, IS Tlepeaadyr 60IbUIMX TabauIl OMCKa BCEM
y3J1aM WK Jaxe GOJIbUINX XapaKTEPUCTUYECKUX BEKTOPOB B JITOPUTMAx
MaUIMHHOIO 06yYeHUsI.

' http://spark.apache.org/docs/latest/api/scala/index.html.
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Hanomhuwm, uto Spark aBToMaTH4ecky nmepegaeT Bce epeMeHHbIe IPU
TOIBITKE COCJIAThCS HA HUX B 3aMbIKaHUSIX Ha pabouux y3nax. Hecmotps
Ha yno6CTBO, TAKHe EepEeMEHHbIE MOTYT CTATh IPUYNHON HeadPEeKTUBHO-
CTH, MOTOMY 4TO (1) MEXaHU3M IO YMOJIYAHMIO, 3aMyCKAIOWIMI 3aJaHuS,
ONTUMU3UPOBAH AJis HeGOMBIIMX O 00beMy 3afaHui U (2) OMHY U Ty Xe
TNIeEPEMEHHYI0 MOXeT MOTPe60BATHCS UCTIOIb30BATh BO MHONCECMEE TApaJl-
JIeJIbHBIX 3aflaHui, a Spark mepezaer Takue nepeMeHHbIE OTAEIbHO IJis
Kaxaoit onepauuu. HanmpuMep, npeacraBeTe, YTO HaM HY>KHO HaMUCaTh
nporpamMmy st Spark, KOTOpasi OTBICKUBA€T Ha3BaHWE CTPaHbI MO MO-
3BIBHBIM MyTEM COMOCTaBJEHHUS] MPe(PUKCOB MO3bIBHBIX CO 3HAYEHUSIMH
B MaccuBe. ITO YA0OHO 151 paiOM0ONTENBCKIX TO3bIBHBIX, IOTOMY YTO
KaXXI0¥ CTpaHe BbIIeJIsIeTCs CBOM NpedHUKC, 1aXKe PU TOM, UTO NpedUKChI
MMEIOT Pa3HyIo JUIMHY. Peanu3anus Takoro no1cka «B j106» MorJia 6b1 Bbi-
TJISIIETh, KaK MOKa3aHo B npumepe 6.6.

Mpumep 6.6 « Mowuck ctpaHbl B Python

# Touck cTpaHw no nosuBHOMYy B HabBope RDD contactCounts.

# C 3roit Lenblo 3arpyxaeTcsd MacCUB KONOB CTPaH C COOTBETCTBYOWMMM
# npeduxcamu NO3HBHHX.

signPrefixes = loadCallSignTable()

def processSignCount (sign_count, signPrefixes):
country = lookupCountry(sign_count[0], signPrefixes)
count = sign_count([1]
return (country, count)

countryContactCounts = (contactCounts.map (processSignCount)
.reduceByKey ( (lambda x, y: xt y)))

Takas peanusanus 6yaet paboTaTh, HO eCiv TabJIUIA TOMCKA OKAXKETCS
cnuikoM Gonbioii (HanpuMep, Tabauna ¢ IP-agpecaMu BMECTO MO3bIB-
HbIX ), 00bEM signPrefixes JIerko MOXKeT JOCTUTHYTh HECKOJbKUX Merabaiir,
4TO C/leJIaeT Mepeiauyy MacCuBa 3aJaHUAM CIMIIKOM JIOPOTOCTOsLIElH orte-
pauueit. Kpome Toro, ecint ToT e cambiil 00beKT signPrefixes 6ymet mo-
BTOPHO MCII0JIb30BaThCs MO3Xe (HanpuMep, A1 06pabOTKH CJIEAYIOLIErO
(haitna )xypHaa), ero cHosa NpUaeTCs NepPeaaTh KaxaA0My y3IIy.

VcnipaBuTh Ty npobieMy MOXHO, IPEBPATHB SignPrefixes B MIMPOKO-
BewlaTe/IbHyI0 nepeMeHHyo. LlIMpokoBemarebHass nepeMeHHass — 3TO
oObIuHBIA 06BEKT THMa spark.broadcast.Broadcast([T], obepThiBarOIMit
3HayeHue timna T. [Josy4uTh 3TO 3HaUEHHE MOXKHO BHI30BOM MeTo/a value
obbekTa Broadcast. 3HaueHHe MepesaeTcsl KaxaAOMy Y3Jy TOJbKO OIMH
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pa3, ¢ npuMeHeHueM 3¢ pexTuBHoro, BitTorrent-nogo6Horo MexaHuama
B3aMMOJIEIICTBUIL.

B npumepax c 6.7 no 6.9 nmokasaHo, Kak peaju30BaTh MPeAbILYILNI
NpUMep C MCI0Jb30BaHMEM IIHPOKOBEIATENbHON TepEMEHHOIA.

Mpumep 6.7 < MNounck CTpaHbl C NTOMOLLLIO LUIMPOKOBELLATENBHOMN
nepemeHHon B Python

# Touck cTpaHH Mo no3wBHOMYy B Habope RDD contactCounts.

# C 3TOM Lenb 3arpyxaeTcs MacCuB KOLOB CTPaH C COOTBETCTBYIWMMN
# npe¢mrcamm NO3HBHHX.

signPrefixes = sc.broadcast (loadCallSignTable())

def processSignCount (sign_count, signPrefixes):
country = lookupCountry(sign_count[0], signPrefixes.value)
count = sign_count[1]
return (country, count)

countryContactCounts = (contactCounts.map (processSignCount)
.reduceByKey ( (lambda x, y: xt y)))

countryContactCounts.saveAsTextFile (outputDir + "/countries.txt"

Mpumep 6.8 < Mowuck CTpaHbl C NOMOLLLIO LMPOKOBELATENBHOW
nepemeHHol B Scala

// Tock cTpaHu no no3wBHOMy B HaGope RDD contactCounts.
// C 3Toit Uenbl 3arpyxaeTcs MacCUB KOOOB CTPaH C COOTBETCTBYOUMMU
// npe¢ukcamm NMO3HBHHX.
val signPrefixes = sc.broadcast (loadCallSignTable())
val countryContactCounts = contactCounts.map{case (sign, count) =>
val country = lookupInArray(sign, signPrefixes.value)
(country, count)
} .reduceByKey ((x, y) => x t+Y)
countryContactCounts.saveAsTextFile (outputDir + "/countries.txt")

Mpumep 6.9 < Mounck cTpaHbl C NOMOLLLIO LUMPOKOBELLATENBHOW
nepemeHHon B Java

// TipounTaTh TAGAMLY MNO3LBHHX.
// Ina Xaxmoro MO3WBHOTO ONMpENeNUTb CTPaHy B
// nabope RDD contactCounts
final Broadcast<String[]> signPrefixes =
sc.broadcast (loadCallSignTable());
JavaPairRDD<String, Integer> countryContactCounts =
contactCounts.mapToPair (
new PairFunction<Tuple2<String, Integer>, String, Integer> () {
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public Tuple2<String, Integer>
call (Tuple2<String, Integer> callSignCount) {
String sign = callSignCount. 1();
String country = lookupCountry(sign, callSignInfo.value());
return new Tuple2(country, callSignCount. 2());
}}) .reduceByKey (new SumInts());
countryContactCounts.saveAsTextFile (outputDir + "/countries.txt");

Kak nokasaHo B 3TUX MpUMepax, NOPSIIOK UCIIOJIb30BaHUS LIMPOKOBe-
IIaTeJIbHBIX IIEPEMEHHBIX 1OCTATOYHO NPOCT:

1. Cosgarp Broadcast(T] Bbi3oBoM SparkContext.broadcast ¢ Tumom
obbexta T. Mcrmosb3oBaTh MOXKHO JIFOO0OM THII, peaiu3yOmuil UH-
tepdeiic Serializable.

2. Ob6paTuThCsi K 3HAYEHUIO C TIOMOIIbIO CBOiCTBA Value (1iu MeToaa
value() B Java).

3. TlepemenHass 6yner oTnpaBjieHa KaKIOMY y3jy JHUIIb OAUH pa3
U TOJKHA UCTIOJIb30BAThCS TOIBKO AJISI YTeHUs (MI3MeHeHUsI B Iepe-
MEHHOI1 He 6yayT repeaaBaThCs IPYTHUM y3JaM).

TIpotte Bcero ynoBaeTBOPUTD TPeGOBaHUE K JOCTYIY MOAbKO s ume-
HUs — OCYLIECTBUTD Nlepeiauyy 3JIEMEHTAPHOTO 3HAYEHUsI UJIM CCBUIKHM Ha
Heu3MeHsieMblil 06beKT. B Takux ciyyasix HEBO3MOXHO OyleT U3MEHUTD
3HayeHHUe IIHPOKOBELIATEbHOI NePeMEHHOI, KpOMe KaK B Iporpamme-
npaiiBepe. OnHako nHorzaa GeiBaeT yano6Ho uau Goee apdekTUBHO mepe-
JIaBaTh Yyepe3 IMPOKOBELATENbHYIO IIEPEMEHHYIO U3MEHSIEMbIe OOBEKTHI.
B 3ToM ciyyae 3amuTa nepeMeHHOH OT 3aNMCH LIEJTMKOM JIOXKHUTCS Ha
nieyu nporpammucta. Ilpogoskas npumMep ¢ Tabauieit npeduKcoB mo-
3BIBHBIX, UMelolleil THn Array(String], Mbl JOJIKHBI TapAaHTHPOBATh, YTO
paboue y3Jibl He MOMBITAIOTCS BBIMOJHUTD YTO-HUOY b ITOA0GHOE:

val theArray = broadcastArray.value; theArray(0) = newValue

[Ipu BhIMONHEHUM PaBOYUM y3JIOM 3Ta CTPOKA MPUCBOMT newValue mep-
BOMY 3JIEMEHTY MaCcCHBa, HO TOJIbKO B KOITMY MaCCHBA, JIOKAJIbHOI 110 OTHO-
LIEHUIO K paboueMy y3J1y, — OHa He UBMEHMT COlepXKMMOe broadcastArray.
value Ha Apyrux paboymx yaiax.

OnTUMM3auusa LUMPOKOBELLaTeNbHbIX PaCcCbINOK

Korna BbInosiHsieTcs: UIMPOKOBeIIaTebHAsh PACChLIKA OY€Hb GOJIBLIMX
00bEMOB IaHHBIX, BXKHO BbIOpaTh (DOPMAT CEpUATU3aLUH, OHOBPEMEH-
HO KOMIIAKTHBI U ObICTPBIA B 06paboTKe, IOTOMY YTO BpeEMsI Mlepefayu
JAHHBIX [0 CETH MOXXET OBICTPO MPEBPATUTHCS B Y3KOE MECTO, ecau Oy-
JIeT 3aHUMaTh CJIMILKOM IPOJIO/DKUTENIbHOE BpeMsI Ha CepHaIM3alMIo U
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Ha TPAHCIOPTUPOBKY CEpUATHU30BaHHBIX JaHHBIX MO ceTH. B vactHoCTH,
B Scala API u Java API ¢peiimBopka Spark ucnonbayercs 6ubanoreka
Java Serialization, koTopast MoxeT GbITbh OueHb HeahPeKTUBHOM 151 BCe-
r0, Y€ro yroJHO, KpOMe MacCHBOB 3JIEMEHTAPHBIX TUNIOB. Bbl Mor/iu 6b1 om-
TUMHU3UPOBaTh CEPUAIU3ALINIO, BLIOPAB APYTylo OUOIMOTEKY C MOMOIIbIO
cBolicTBa spark.serializer (B riaBe 8 paccka3biBaercsi, Kak 3aleiiCTBO-
BaTb Kryo, 6osiee ObICTpY10 GUOIMOTEKY CepHATU3ALMK) MU Peaju30-
BaB COOCTBEHHbIE MPOLEAYPHI CEPUAIU3ALUM [JISI CBOUX TUIIOB JAAHHBIX
(HanpuMep, ¢ UcnoJyib30BaHUEeM HHTepdeiica java.io.Externalizable s
Java Serialization unu Meroma reduce () ans omnpeneneHuss cOO6CTBEHHOM
npoleaypsl cepuanusaiuu aasa 6ubauorexu pickle B Python).

PaboTa c pasaenamn N0 OTAEABLHOCTU

Pabora ¢ naHHBIMM B KaXK[IOM Da3sfiejie 10 OTAEJbHOCTH MO3BOJISIET U3-
6€exKaTh MHOTOKPATHOTO BBITIOJIHEHUS TIOATOTOBUTEJbHBIX OI€PALIUIL /ISt
KaXXZ0ro ajieMeHTa JaHHbIX. [IprMepamu Takux onepauuii MOryT ciy-
XKUTb TOAKJIIOUEHHe K 6a3e JaHHBIX WM CO3[aHUe TeHepaTopa Ciydaid-
Hbix yuces. B Spark umerorcst Bepcuu map u foreach, opueHTUpOBaHHbIE
Ha paboTy B paMKax OJHOTO Pa3jieJa, YTO MOMOTaeT CHU3UTh CTOMMOCTD
3THX ONepaLuil 3a CYeT OAHOKPATHOTO BBIMOTHEHHUS [IJ1s1 KaXKI0TO pa3/eia
B Habope RDD.

BepHeMcst k mpuMepy € MO3bIBHBIMU. Y Hac uMeeTtcsi 6a3a JaHHBIX pa-
IMOJIOOUTENBCKUX TTO3BIBHBIX, M3 KOTOPOH MOXHO IOJYYUTb CIIUCOK CO-
eIMHSBLIMXCS C HUMHM KoppecnoHeHToB. Vcnosnb3yst Bepcuu onepauui,
OpHMEHTHPOBaHHbIE HAa pabOTY B PAMKaX pa3jiesia, MOXKHO OPraHU30BaTh CO-
BMECTHOE MCII0JIb30BAaHHUE ITyJIa COEAMHEHUIA C 3TOit 6a30it AaHHBIX, YTOOBI
n306€eXaThb HACTPOMKY MHOXXECTBA COEIMHEHHI U TOBTOPHO UCIIOJIb30BaTh
napcep JSON. B npumepax ¢ 6.10 mo 6.12 nmokasaHo, KaK KCIOJIb30BATh
yHnkuuI0 mapPartitions (), koTopas oXkxuaaeT MOJYyYUTh UTEPATOP IO dJie-
MeHTaM B paszesie Habopa RDD u Bo3Bpaiaet uTepaTop Mo pe3yJibTaTaMm.

Mpumep 6.10 < Paspensemobiii nyn coeauHeHni 8 Python

def processCallSigns(signs):
"""TIOMCK MO3HIBHHX C MCMOJb30BaHMeM MNyJia coeduHeHmin"""
# Co3maTh Nyn COemUHEeHUM
http = urllib3.PoolManager ()
# URL, CBA3aHHEMA C KaxXIOM 3amuchbi
urls = map(lambda x: "http://73s.com/gsos/%s.json" % x, signs)
# cosmaTe 3anpoc (HeBnoxmpyiouwi)
requests = map(lambda x: (x, http.request(‘GET’, x)), urls)
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# u3BNeubL pe3ynbTaTH

result = map(lambda x: (x[0], json.loads(x([l].data)), requests)
# ymanuMTh nycTHe 3HAa4YeHUs M BEPHYTb

return filter (lambda x: x[1] is not None, result)

def fetchCallSigns(input):
"""Y3pneub Mo3uBHHE"""
return input.mapPartitions (
lambda callSigns : processCallSigns(callSigns))

contactsContactList = fetchCallSigns(validSigns)

Mpumep 6.11 < Pasgensemblit nyn coeanHenunia n napcep JSON B Scala
val contactsContactLists = validSigns.distinct().mapPartitions{
signs =>
val mapper = createMapper ()
val client = new HttpClient ()
client.start ()
// cosmaTe http-3ampoc
signs.map {sign =>
createExchangeForSign(sign)
// 3Bneub OTBETH
}.map{ case (sign, exchange) =>
(sign, readExchangeCallLog(mapper, exchange))
}.filter (x => x._2 != null) // Ymamuts nycTee 3amucu
}

Mpumep 6.12 < Paspgensemblit nyn coeauHennin n napcep JSON B Java

// TipumenuTh mapPartitions mnA MOBTOPHOTO MCHONL30BAHMA HACTPOEK
JavaPairRDD<String, Calllog[]> contactsContactLists =
validCallSigns.mapPartitionsToPair (
new PairFlatMapFunction<Iterator<String>, String, CallLog[]>() {
public Iterable<Tuple2<String, CallLog([]>>
call (Iterator<String> input) {
// Cnucok nns pe3ynbTaToB.
ArrayList<Tuple2<String, CalllLog[]>> callsignlogs =
new ArrayList<>();
ArrayList<Tuple2<String, ContentExchange>> requests =
new ArrayList<>();
ObjectMapper mapper = createMapper () ;
HttpClient client = new HttpClient();
try {
client.start();
while (input.hasNext()) {
requests.add (createRequestForSign (input.next (), client));
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}
for (Tuple2<String, ContentExchange> signExchange : requests) {
callsignLogs.add(fetchResultFromRequest (mapper, signExchange));
}
} catch (Exception e) {
}
return callsignlogs;
b
System.out.println(StringUtils.join(contactsContactLists.collect(), ","));

[Ipu pabore c pasmenamu 1o otaenbHocTu Spark mepenaer Halueit
¢dyHkuuu uteparop Iterator mo ajnemeHTaM B 3TOM paszese. YToObl Bep-
HYTh pe3yJIbTaThl, Mbl BO3BpalllaeM 3k3eMiisip Iterable. [Tomumo map-
Partitions(), B Spark uMeeTcst HECKOJIBKO onepauuii, 1eiicTBHE KOTOPbIX
OrpaHMYMBAETCs paMKaMU pa3fiena. Bce oHu nepeuncienst B Tabu. 6.1.

Tabnuua 6. 1. Onepaunn Han AaHHBIMY B paMKax O4HOro pa3gena

Curnatypa ¢pyHKuumn
DyHKuna Bbi3biBaeTcs C Bosspauwaer ans RDD[T]

mapPartitions () | utepaTopom no ane- uTepatop f: (Iterator([T]) -

MEHTaM B laHHOM no so3spawae- | Iterator(U]

pasnene MbIM 371eMeHTaM
mapPartitions- | yensim 41cnom, Home- |uTepatop f: (Int, Iterator(T)) -
WithIndex() poOM pa3gena v utepa- | no Boaspawae- |Iterator(U)

TOPOM NO 3NEMEHTaM | MbIM 3fleMeHTaMm

B laHHOM pa3gene
foreach- nTEepaTopoM no ane- HUYero f: (Iterator[T]) - Unit
Partition() MEeHTaM B aHHOM

pasaene

IMomumo u36aBneHHs OT JMIIHeH paboTbl MO HacTpoiike, PYHKUHIO
mapPartitions() MHOrZa MOXHO MCIIOJNB30BaTh, YTOOBI M30€XKaTh CO3/a-
HUs MHUX 06bekToB. IHOraa GuiBaeT enaTesbHO CO3AaTh OOBEKT A1
arperMpoBaHMsi Pe3yJIbTaTOB pa3HbIX THIOB. BepHeMcs K npumMepy B IJia-
Be 3 BbIYMCJIEHUS CPEJHEro 3HaYeHHsl, e Mbl pacCMaTPUBaU CI0OCo0,
OCHOBaHHbIN Ha npeobpa3oBaHuK Habopa yKces B HaOOp KopTexeii, 4To-
Obl MOXXHO OBLIO OTCJIEAUTDb YUCIO 06pabOTAaHHBIX 3JIEMEHTOB Ha JTare
CBEPTKH. BMeCTO 3TOro MoxHo 6b110 ObI CO34aTh [0 OAHOMY KOPTEXY /s
KaXXIOro pa3ziesia, Kak mokasaHo B npuMepax 6.13 u 6.14.

Mpumep 6.13 < BblumcneHne cpeaHero 6e3 npumeHeHus
mapPartitions() B Python

def combineCtrs(cl, c2):
return (cl(0] + c2[0], cl(1] + c2[1])
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def basicAvg(nums):
"""BruycmMTh cpegHee"""
nums.map (lambda num: (num, 1)).reduce(combineCtrs)

Npumep 6.14 < BoluncneHve cpeaHero ¢ npuMeHeHneM mapPartitions ()
8 Python
def partitionCtr(nums):
"""Bryycoute sumCounter nns paspena"""
sumCount = [0, 0]
for num in nums:
sumCount [0] += num
sumCount [1] += 1
return [sumCount]

def fastAvg(nums):
"""BeaycauTs cpenHee"""
sumCount = nums.mapPartitions(partitionCtr) .reduce (combineCtrs)
return sumCount[0] / float (sumCount[1])

B3anmoaeiicTene € BHEWHUMN
NpPOrpaMmmamu

B 6ubnuorekax cBsasu (bindings) Ha Bcex Tpex A3bIKax, MOAAEPKHBAEMBIX
¢dpeiimBopkom Spark, ects Bce He0OX0AUMOE, YTO MOXKET NOTPe6OBATHCS
IU1s pa3paboTKu npuJioxeHuit Ha ocHoBe Spark. OqHako Ha TOT ciyyai,
ecsy notpeGyeTcsi OpraHM30BaTh B3aMMOENCTBUE C NPOrpaMMaMHu Ha
sI3bIKaX, OTJIMYHBIX OT Scala, Java uau Python, B Spark umeercs 6onee
YHUBEPCAJbHbII MeXaHU3M OOMeHa JaHHBIMHU C IPOrPaMMaMH Ha IPYTHX
sI3bIKaX, TAKUMH KaK ClleHapuH Ha s13bike R.

Ha6opsr RDD B Spark umeror meron pipe(), 6jarogapsi KOTopoMy
MOXHO MUcaTh 3afilaHus 1J1s1 Spark Ha Jito60M sI3bIKe, IPU YCJIOBHM YTO
OoHU OymyT 3anMChIBaTh JaHHBIE B CTaHJAPTHblE NOTOKM BBOJA/BBIBOAA
Unix u uutath ux orryzaa. C noMolsio pipe () MOXXHO peasn3oBaTh Inpe-
obpasoBanue as RDD, koTopoe uMTaeT Kaablii ajeMeHT Habopa u3
CTaHZApPTHOTO BBO/Ia KaK 3HaUeHUe THIA String, U3MEHsSIET er0 U 3aMUChI-
BaeT pe3yJIbTaT B CTAHAAPTHBII BHIBOJ TOXKE KaK 3HaueHHe THma Strings.
WHrepdeiic u Moenb nporpaMMHpOBaHUS B IAHHOM CJIy4ae BeCbMa Orpa-
HUYEHbI, HO YaCTO NPEI0CTABJIsSIEMbIX BO3MOXXHOCTEH BIIOJIHE IOCTATOYHO.

Yaue Bcero Heo6XOAMMOCTD MPOIYCKATh COAEPKUMOe Habopa uepe3
KaKYI0-TO BHEIIHIOO IPOrPaMMy WJIN CUEHApHii BOSHUKAET IMIOTOMY, YTO
3TO CJIOXKHOE MpOorpaMMHOe obecreyeHHe y)Ke OTJIaXKEHO U MPOBEPEHO,
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U ObLIO OBl JKENATeNbHO UCIOJIb30BaTh €r0 B KOMILIEKCEe ¢ (HpeiiMBOp-
koM Spark. MHorue uccienoBaTed QaHHBIX MHULYT MPOrPAMMHBINA KOI
Ha sA3bike R', 1 BaM MOXeT MoHamoOUTbCsl peau30BaTh B3aUMOAEHCTBIE
C IporpaMMaMH Ha 3TOM sI3bIKe C MOMOIIbIO pipe ().

B npumepe 6.15 neMoHCTpUpyeTcs UcIoab3oBaHue OuOIMoTeKH Ha R
IUTs. BBIYMCJIEHUST PACCTOSIHUSI MEXIY BceMHM KoppecrnoHaeHTamu. Hamia
MporpaMma BBIBOAUT BCE 3JIEMEHTHI HAbOpa, pasjesisiss UX CUMBOJAMH
niepeBoJia CTPOKH, U KaXKasi CTPOKa, KOTOPasi BbIBOAMTCS BHELIHEN TPO-
rPaMMOii, SIBJISIETCSI CTPOKOBBIM 3JIEMEHTOM B pPe3yJIbTHPYIOLIEM Habope
RDD. YTo6s! ynpocTuTh pasbop BXOAHbBIX JaHHBIX B IpOrpamMme Ha R, Mbl
BBIBOAUM UX B BUJI€ CIMCKA 3HAYEHUH, pa3fieJIeHHBIX 3aNsIThIMH: mylat,
mylon, theirlat, theirlon.

Mpumep 6.15 < MNporpamma Ha R BbIMMCNEHUS PACCTOAHUA
#!/usr/bin/env Rscript
library("Imap")
f <- file("stdin"
open (f)
while(length(line <- readLines(f,n=1)) > 0) {
# OBbpaboraTh CTPOKY
contents <- Map(as.numeric, strsplit(line, ","))
mydist <- gdist(contents[[1]][1], contents([[1]][2],
contents([[1]][3], contents([[1]](4],
units="m", a=6378137.0, b=6356752.3142,
verbose = FALSE)
write (mydist, stdout())
}

Eciu coxpaHuTh 3TOT KOoA B BblNoJiHsgeMoM daiinte ./src/R/
finddistance.R, ero MoxHO OyzeT 3aefiCTBOBaTh, KAK [IOKa3aHO HUXKE:

$ ./src/R/finddistance.R
37.75889318222431,-122.42683635321838,37.7614213,-122.4240097
349.2602

coffee

NA

ctrl-d

IToxa Bce XOpOLIO — MBI TIOJYYMIHN IPOrPaMMy, KOTOpasi mpeobpa3syer
CTPOKH, TOJy4eHHbIE U3 stdin, U BRIBOAUT pe3ybraThl B stdout. Teneps
HY’XHO C/IeJIaTh IOCTYNHOU mporpammy finddistance.R Ha Bcex pabounx

! Cywectsyert npoekt SparkR (http://amplab-extras.github.io/SparkR-pkg/), pea-
JIN3YIOLLMIH JerkoBecHbli nnTepdeiic k Spark ans s3pika R.
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y3J1ax ¥ BBINOJHHUTh (pakTHueckoe npeobpazoBanne Habopa RDD c mo-
MOLLBIO ClIEHapHs Ha A3bIKe KOMaHHOM o6omouku. [loctaBneHHas 3azaya
Jerko pemaercs B Spark, kak mokasaHo B npumepax ¢ 6.16 mo 6.18.

MNpumep 6.16 < Mporpamma-apaieep, MCNonb3ytoLias pipe ()
nnA Bui3osa finddistance.R 8 Python

# BrumcnAeT pacCTOAHME OO KaXOOT'O KOPPECMOHOEHTa
# c noMowbk BHeWHe} NMPOTPAMME

distScript = "./src/R/finddistance.R"
distScriptName = "finddistance.R"
sc.addFile(distScript)

def hasDistInfo(call):
"""y6emurbCca, uro call mmeer nons,
HeoOXOomuMele IUIA BHYMCIIEHMA paccTosnua"""
requiredFields = ["mylat", "mylong", "contactlat", "contactlong"]
return all (map(lambda f: call[f], requiredFields)

def formatCall(call):
"""ChopMmupoBaTb CTPOKYy ANA NMporpammsl Ha R"""
return "{0},{1},{2},{3}".format (
call["mylat"], call["mylong"],
call["contactlat"], call["contactlong"])

pipelnputs = contactsContactList.values().flatMap (

lambda calls: map(formatCall, filter(hasDistInfo, calls)))
distances = pipelnputs.pipe (SparkFiles.get (distScriptName))
print distances.collect()

Mpumep 6.17 < lMporpamma-gparneep, MCNonbayrowan pipe ()
nna Bui3oeafinddistance.R B Scala

// BruMCIsieT pacCTOsIHME OO KaxOOTo KOPPECHOHIEHTa
// c momolpi BHEWHEH NMPOTPaMMH
// nobaenser cueHapwit B CnMCOk (ainoB, NOMNEXauwyx
// 3arpy3ke BMecTe C 3ajaHMeM KaxOeM Y3IIOM
val distScript = "./src/R/finddistance.R"
val distScriptName = "finddistance.R"
sc.addFile (distScript)
val distances = contactsContactLists.values.flatMap(x =>
x.map(y => s"$y.contactlay,
$y.contactlong,
$y.mylat, $y.mylong")).pipe (Seq(
SparkFiles.get (distScriptName)))

println(distances.collect () .toList)
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Npumep 6.18 < MNporpamma-aparisep, ucnonbayiowas pipe ()
nna ebi3osa finddistance.R B Java
// BHuMcnAeT paccTosHMe OO KaxIOT'O KOpPpeCNOHOEeHTa
// c moMouwblo BHEWHe! NPOTPaMMH
// mobaBnAeT CLeHapuit B CNMCOK (QaifioB, MNOMIeXawux
// 3arpyske BMecTe C 3afaHMeM KaxmbM Y3JIOM
String distScript = "./src/R/finddistance.R";
String distScriptName = "finddistance.R";
sc.addFile (distScript);
JavaRDD<String> pipelnputs = contactsContactLists.values (
.map (new VerifyCallLogs()) .flatMap(
new FlatMapFunction<CallLog[], String>() {
public Iterable<String> call(Calllog[] calls) {
ArrayList<String> latLons = new ArrayList<String>();
for (Calllog call: calls) {
latLons.add(call.mylat + "," + call.mylong +
"," + call.contactlat + "," + call.contactlong);
}
return latLons;
}
b
JavaRDD<String> distances = pipelnputs.pipe(SparkFiles.get (distScriptName));
System.out.println(StringUtils.join(distances.collect(), ","));

C nomomipio SparkContext.addFile (path) MOXHO CKOHCTPyMpOBaTb
crnucoK GaiyioB sl 3arpy3KM Ha KaXkablii pabouuil y3esn BMecTe C 3a-
nanueM Spark. 9T aiibl MOTYT HaXOAMTHCS B JIOKaJbHOU (ailioBoM
cucreMe (kak B maHHbiIXx npumepax), B HDFS wiu apyroit daiinoBoit
cucteMe, noaaepxxuBaemoit cucremoit Hadoop, a Takxe Ha cepBepax
HTTP, HTTPS wau FTP. Korga 3aganue BbINOJHsIET neicTBUe, Gaii-
JIbl aBTOMaTHYECKHU 3arpy>KaloTcsi Ha KaKAbIH y3es U IONajaioT B Karta-
Jor SparkFiles.getRootDirectory, oTkyJa UX MOXKHO MOJYYUTb BHI30BOM
Files.get(filename). DTO eAMHCTBEHHBIH CHOCO6 rapaHTUPOBAThb, YTO
pipe() HaiizeT cueHapuil Ha pabodeM yaue. Daiibl MOXKHO 3arpy’KaTh Ha
paboyue y3JIbl ¥ ¢ HOMOILbIO CTOPOHHMX MHCTPYMEHTOB, [IPH YCJIOBHU YTO
OHM OYIYT COXPAHSTHCSI B U3BECTHOM MECTE.

S

{ ™ Bce daiinbl, nobasasemble ¢ nomoubio SparkContext.addFile (path), coxpa-
./ HSIIOTCS B OHOM M TOM )K€ KaTaJjiore, IO3TOMY OY€Hb BaXKHO aBaTb UM YHH-
“  KaJbHble MMEHa.

Kak TosbKO BHEIIHUI CLieHapHiil CTaHET NOCTYIIEH, HE COCTABJsIET HU-
KaKOro TPyZa NepeiaTh eMy AaHHbIE U3 HAbOPa C TOMOLIBIO METOAA pipe ().
BoamoixHo, 60osiee yHuBepcanbHasi Bepcus findDistance Moruia 6bl IpUHU-
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MaTh paszaennTesb SEPARATOR Kak apryMeHT KOMaHAHOU cTpoku. B nanHOM
ciyyae JI0O0HM U3 CIIeAYIOUIMX BBI30BOB CIIPABHJICS OBl C 3TUM, XOTS T1€p-
BbIM U3 HUX BBITJISIIUT NPEANOYTHTEIbHEE:

O rdd.pipe(Seq(SparkFiles.get ("finddistance.R"), ","));

O rdd.pipe(SparkFiles.get ("finddistance.R") +" ,").

B nepBoii Bepcuu KOMaHAHAsI CTPOKA IepeJaeTcst Kak MocJeJ0BaTeb-
HOCTb MTO3WIMOHHBIX apIryMEHTOB (C caMOif KOMaHAON B HYJIEBOH IO3U-
1[VIH ); BO BTOPOU BEPCHUH MePeNaeTcs e[MHas KOMaH/Hasl CTPOKa, KOTOPYIO
3ateM Spark pas6buBaeT Ha NO3ULHUOHHBIE APTYMEHTBI.

[Ipn Heo6x0aMMOCTH B BBI3OB pipe () MOXKHO TakXe MepeiaTh Omnpese-
JieHue rlepeMeHHbIX OKpYy>KeHusl. J{J1s1 3TOro J0CTaTOYHO MPOCTO NepesiaTh
MeTO/ly pipe() accOLMaTHBHBIA MAacCHB BO BTOPOM aprymeHTe, a Spark
CO3/1aCT Ha ero OCHOBE HEOOXOMMbIe TepeMEHHbIE OKPYIXKEHMUSI.

Tenepb BbI 1OJKHBI XOTs1 ObI B OOIUX YEPTaX TOHUMATD, KAK HCII0JIb30-
BaThpipe () a5t 06paboTky 31eMeHTOB Habopa RD D ¢ moMo1ibio BHelIHe
KOMAaH/Ibl ¥ KaK IlepeiaBaTh CLIEHApUU TAaKUX KOMaH/ Ha y3JIbl KJIacTepa.

Yucnosblie onepaun HaA Habopamu RDD

Spark noazepxuBaeT HECKOJIBKO OIMKMCATEIbHBIX CTATUCTHYECKUX Olepa-
uuit ¢ Habopamu RDD, conepxaiiuMu YKCJIOBbIE JaHHbIE. DTH, a TAKKE
npyrue, 6oJiee CIOKHBIE CTATUCTHYECKUE ONEPALIMHM U METObI MALIMHHO-
ro obyueHus GoJiee moapo6HO GyAyT paccMaTpuBaThcs B riaBe 11,

Yucnossle onepauuy B Spark peann3oBaHbl ¢ IPUMEHEHHUEM MTOTOKO-
BbIX aJITOPUTMOB, MpPeAyCMaTPUBAIOIUX 06pPabOTKY 3JIEMEHTOB 110 Ofi-
HoMy. Bce omucaTesnbHble CTATUCTUKY BBIYUC/ISIOTCS 32 OUH MPOXOJ 110
JIaHHBbIM U BO3BpalLIalOTCs MeTOAOM stats() B Buze obbekTa StatsCounter.
Mertoabt o6bekra StatsCounter nepeunciienst B Tab1. 6.2.

Tabnuua 6.2. Crarucruku, gocrynHsle B o6bexre StatsCounter

MeTopn Bosspauwaert
count () Yucno anemeHToB B Habope
mean () CpefHee 3HaYeHue No aNemMeHTam
sum() O6LLYI0 CyMMY 3N1eMEHTOB
max () MakcumanbHoe 3HaveHune
min() MuHumanbHoe 3HaveHue
variance () Aucnepcuio aneMeHToB
sampleVariance () Jvcnepcuio ana BbIGOPKN dNeMEHTOB
stdev() CTaHaapTHOE OTKNOHEHWe
sampleStdev () CTaHaapTHOE OTKNOHEHUE AN BbIGOPKU 31eMeHToB
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Ecan BaM moHamoOMTCsA BBIYMCAUTD TOJBKO OAHY U3 3THX CTaTUCTHK,
MOJXHO BBI3BaTh COOTBeTCTBYIOUMit MeTox RDD, Hanpumep rdd.mean ()
uam rdd.sum().

B npumepax c 6.19 no 6.21 geMoHCTpPUPYETCS MCNOIB30BAaHUE CTATHUC-
THK IJIS1 yAQJIEHUs] HEKOTOPBIX aHOMAaJIbHBIX 3HAaueHWH. Tak Kak OOWUH
u ToT ke Habop RDD 6ynet npocMaTpuBaThCst ABaXKAb! (OAUH pa3 — AJs
BBIYMCJIEHUS] CTATUCTUK M BTOPOil — AJIs yAaJeHUs] aHOMaJIbHbIX 3Haye-
HHii), ObLIO HEJIMLITHUM K3IIMPOBaTh 3TOT Habop. MTak, BepHeMCS K MPH-
MepY C )KypHajlaMH CEaHCOB PaJHOCBA3H M yIAJIUM 3aIIUCH O KOPPECIIOH-
ZIeHTaX, KOTOPbIE 0KA3aJMCh CAMIIKOM AAJIEKO.

Mpumep 6.19 < YpaneHne aHOManbHbIX 3Ha4YeHu B Python

# NpeoBpa3oBaTh RDD CTpOK B HAGOp YMCNOBHX OAHHHX,
# uTOOH BHYMCIIMTL CTATUCTMKM INA YHaJleHUA QHOMAJIbHHX 3HAYEHMiA.
distanceNumerics = distances.map(lambda string: float (string))
stats = distanceNumerics.stats()
stddev = std.stdev()
mean = stats.mean()
reasonableDistances = distanceNumerics.filter (
lambda x: math.fabs(x - mean) < 3 * stddev)
print reasonableDistances.collect()

Mpumep 6.20 < YnaneHne aHOManbHbIX 3HaYeHW B Scala

// Tenepb MOXHO YNAJUTh AHOMAaNbHHE 3HAUEHUS, MNOJYUEHHHe
// u3-3a owMBOK B ONpEemeNeHMy MeCTONOJIOKEHUA,; HO IUIA 3TOTO
// npexnme HeoGxomMMo npeoBpa3oBaTh CTPoku U3 RDD B umucna.
val distanceDouble = distance.map(string => string.toDouble)
val stats = distanceDoubles.stats()
val stddev = stats.stdev
val mean = stats.mean
val reasonableDistances =

distanceDoubles.filter (x => math.abs(x-mean) < 3 * stddev)
println(reasonableDistance.collect().toList)

Mpumep 6.21 < YpnaneHne aHOManbHbIX 3Ha4YeHWUn B Java

// CHauama HeoGBxommMo npeoBpa3oBaTh Habop 3neMeHTOB String B DoubleRDD,
// 4TOGH MONyYUTb HOCTYN K CTATMCTMKAM
JavaDoubleRDD distanceDoubles =
distances.mapToDouble (new DoubleFunction<String>() {
public double call(String value) {
return Double.parseDouble (value);

1

final StatCounter stats = distanceDoubles.stats();
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final Double stddev = stats.stdev();
final Double mean = stats.mean();
JavaDoubleRDD reasonableDistances =
distanceDoubles.filter (new Function<Double, Boolean>() {
public Boolean call (Double x) {
return (Math.abs (x-mean) < 3 * stddev);}});
System.out.println(StringUtils.join(reasonableDistance.collect(),

"))

ITUM nocneqHUM (PparMeHTOM KOJa Mbl 3aBEpPIIAeM Halle MPUJIoXKe-
HMeE, KOTOPOE UCIOJIb3YeT aKKyMYJISITOPbI M IIMPOKOBELIaTe IbHbIE TIepe-
MeHHbIe, 00pabaThIBaeT JaHHbIE 110 pa3jiesiaM, B3aUMOAEHCTBYET C BHELI-
HMMM MPOrPaMMaMH Y UCTIOJIb3Y€eT CTATUCTUKHU. VICXOMHBIN KO/ LETUKOM
noctyneH B daitnax src/python/ChapterSixExample.py, src/main/scala/
comyoreilly/learningsparkexamples/scala/ChapterSixExample.scala v src/
main/java/com/oreilly/learningsparkexamples/java/ChapterSixExample.
Jjava.

B 3aknloveHue

B aT0ii r11aBe BbI TO3HAKOMUJIUCH C HEKOTOPBIMM JOTOJHUTENbHBIMH BO3-
MOXXHOCTSIMUM (ppeiiMBopka Spark, KOTOpble MOXXHO MCIOJIb30BaTh ISt
noBbleHNs 3(pdeKTHBHOCTH UM BblpasuTeabHOCTH nporpamm. Iloce-
IyIOllMe [JIaBbl OXBAaTHIBAIOT pa3BEPThIBAHME U HACTPOUKY MPUJIOXKEHHI
Ha ocHoBe Spark, a Takxe 3HAKOMSIT CO BCTPOEHHBIMU GUOIHOTEKaMHU 1151
B3auMOJeHCTBUH ¢ 6azamu qaHHBIX SQL, MOTOKOBON 06pabOTKM JaHHBIX
Y UCTI0JIb30BAH U IPMEMOB MalIMHHOro 00yuyenus. Kpome toro, nanee Mol
GyneM uccrienosarts elle 6osiee CI0XKHbIE U 3aKOHYEHHBIE TPUMEDDI MPU-
JIOXXeHUH, 60JIee ILHMPOKO UCHOIB3YIOIMX (PYHKIMOHAIBHBIE BO3MOXHO-
CTH, ONUCBIBABLIMECS 10 CUX MOP, U 3TO AODKHO MPUJATh BaM YBEPEHHO-
CTH, 4yTOOBI HayaTh COOCTBEHHbIE HCCIenoBaHus ¢peiiMBopka Spark.
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BbinoAnHeHVe
B KAGCTepe

BeeaeHue

[lo HacTosillero MOMeHTa Mbl KOHLIEHTPHPOBAJTHCh Ha 3HAKOMCTBE
C MHTEPAaKTUBHON o6osoukoil ¢peiiMBopka Spark u mpumepamu, Bbl-
NOJIHAIOUMMUCS B JIOKalbHOM pexxuMe. OTHUM U3 MPEUMMYLIeCTB MpPHU-
JIOXXeHUU Ha ocHOBe Spark siB/isieTCst BO3BMOXXHOCTH BbINOJHEHUsT Bbl-
YHCJIEHUI HAa MHOXECTBE KOMIIBIOTEPOB, OObEAMHEHHBIX B KJACTED.
CaMoe MHTEPECHOE, YTO PU pa3paboTKe NPUJIOKEHUH 1151 apaJLiesib-
HBbIX BBIYMCJIEHUH B KJacTepe MCIOJb3yeTcst TOT e camblit API, uto
Mbl U3y4aJu 10 cUX 1nop. IIpuMepsl U IpUJIOXKEHHU ], HallMCaHHblIE B IIpe-
OBIAYIUX TJaBaX, TOYHO TaK JKe CIIOCOOHBI BBIMOJHITHCS M B KJAcCTe-
pe. OnHo U3 caMbix 60JIBUIMX MPEUMYLIECTB BHICOKOYPOBHEBOTO Spark
API 3aksouaercst B TOM, YTO MOJIb30BATEIH MOTYT GBICTPO CO31aBaTh
MPOTOTHIIBI CBOMX NMPHJIOXKEHUI, OMPOOOBATD UX JIOKATbHO, HA HEGOJIb-
wux Habopax JaHHbIX U 3aTeM (e3 BCAKUX MOANGDUKALUI 3aMyCKaTh Ha
6OJIBIINX KJIacTepax.

B aroii riaBe Mbl cHayana pacckaxem 06 apXUTEKTYpPe pacnpelesieH-
HbIX NpuIoxeHuit Spark, 3atem o6cyauM BapuaHTh 3amycka Spark Ha
pacrpesie/leHHbIX KaacTepaXx. Spark MoxeT paboTaTh Moj yrnpaBieHHeM
cambIx pa3Hbix qucreryepos kiaactepoB (Hadoop YARN, Apache Mesos
1 cOBCTBEHHOrO BCTpoeHHoro aucneryepa Spark Standalone). Mbi o6cy-
VM TaK>Xe JOCTOMHCTBA M HEJOCTAaTKU KaXk[Oro BAapMAHTa, a TAKXXe He-
06xoarMble HACTPOUKU. IIOMyTHO MBI MCC/IElyeM HEKOTOpbIE TEXHHYE-
CKHe JieTajly, Kacaloliyecs IVIaHN POBaHUsl, pa3BEPThIBAHUS U HACTPOHKU
npuiioxennit Spark. ITocsie mpoutenust 3ToM rJ1aBbl Bbl Oy/eTe UMETh BCe
3HaHWs1, HeoOXOAMMBIe [/Ist 3alyCcKa pachpeleieHHbIX mporpamm. B cie-
Aylolleil rj1aBe Mbl paCCMOTPUM IPHEMbl TOHKOH HAaCTPOMKU M OTJIAAKU
NPUJIOKEHUH.
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ApxuTteKTypa cpeabl Spark spemeHu
BbINOAHEHUS

[Ipexxae yeM MOrpy3uThCsi B UCCJIe0BaHUE OCOOEHHOCTEl BbIMOJHEHHUs
Spark B kiactepe, Bam 6y/eT MoJie3HO MO3HAKOMUTBLCS C apXUTEKTYPOi
pacrnipeziesieHHoro pexxuma Sprk (cm. puc. 7.1).

Rpaitsep Spark

v

Koopauxartop
xnacrepa:
Mesos, YARN
wunum Standalone

v v v

PaGouuit ysen PaGouwii yaen Pa6ouwii yaen

Puc. 7.1 < KoMnoHeHTbl pacnpeaeneHHoro npunoxexus Spark

B pacnpenenenHoM pexxuMe Spark UCHO/Ib3yeT apXUTEKTYPY BeLyLINi/
BelIOMbIN (master/slave) ¢ ofHMM LEHTPaJbHBIM KOOPAMHATOPOM U MHO-
JKEeCTBOM pacrpenesieHHbIX pabounx y3;0B. LleHTpanbHbIii KOOPAMHATOD
HasbiBaeTcsa Opaiieepom (driver). JlpaiiBep B3aumomeiicTByeT ¢ (BO3MOX-
HO) GOJIBIIMM YHCJIOM PabOYMX Y3JI0B, KOTOPbIE HA3bIBAIOT UCNONHUMENAMU
(executors). /[paiiBep 1 MCTIOJTHUTEN BBINIOJIHSIOTCS B OTAENbHBIX U He3a-
BHCHUMBIX JIPYT OT Jpyra Mpoleccax Java 1 COCTaBJSIOT npunoxcenue Spark.

[Ipunoxenue Spark 3amyckaercss Ha MHOXECTBE KOMIIBIOTEPOB C MC-
IMOJIb30BaHUEM BHEILHEl C1yKObl, KOTOpPast Ha3bIBAETCA OUCNEMUEPOM, UMY
Koopounamopom, kracmepa. Kak otMeuasnocs Bbilue, B coctas Spark Bxoaut
CBOM, BCTPOEHHDIi aucnetyep kiactepa Spark Standalone. Spark moxer
TaKXe BbINOMHATBCs 101 ynpasieHrneM Hadoop YARN u Apache Mesos,
JIBYX TONYJISIPHBIX AMCIETYEPOB KJIACTEPOB C OTKPBITBIM HCXOIHBIM KOIOM.

ApanBep
[lpaiiBep — 3TO mpoliecc, B KOTOPOM BBINOJIHSIETCS METO main() mpo-
rpaMMbl. ITOT MPOLIECC BBIMOIHSET MOJb30BATENbCKUIT KO, CO3AAIOIIMIA
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o6bekT SparkContext, Ha6opst RDD u BeinosHsomumii n1peo6pa3oBaHust
U ZeiicTBUs. 3alyckKas MHTepaKTUBHYI0 060y04Ky Spark, Bbl cosmaere
nporpamMmy-/paiiBep (eciu NOMHHUTE, UHTEpPAKTHBHas ob6osouka Spark
aBTOMaTH4YeCKU co3znaer oObekT SparkContext ¢ umeHeM sc). C 3aBepiue-
HueM paboThl [paiiBepa 3aBEPLIAETCS U BbIMOJHEHUE IPUIOKEHUSL.

B npouecce BbinosHeHUs ApaiiBep pellaeT ABe 3aauH:

1. IIpeoGpa3syer no1b30BaTENbCKYIO MPOrpaMmy B 3aaanus. [{paii-

Bep Spark oTBeuaer 3a npeo6pa3oBaHUE MOJb30BATENIBCKON MPO-
rpaMMbl Ha eJUHULIbI BHIIIOJHEHHUS, KOTOPbIE HAa3bIBAIOT 3a0auamu
(tasks). Ha BepxHem ypoBHe Bce nporpammbl Spark UMeIoT oaHy
U Ty )€ OpPraHu3aluIo: OHU co3aalT Habops RDD Ha ocHoBe He-
KOTOPBIX MCXOAHBIX AaHHBIX, MOPOXAAIOT HOBble Habopsi RDD
C TNpUMeHeHHeM IMpeoOpa3oBaHUil U BBIMOJHAIOT AEHCTBUS AJs
cbopa u coxpaHeHus maHHbIX. [Iporpamma Spark HesiBHO cosma-
€T JIOTHYECKUil opuenmuposannvlii ayuxauveckuii epag (Directed
Acyclic Graph, DAG) onepauuii. B npouecce paboTsl apaiisep
npeobpasyeT 3TOT Jiornyeckuii rpad B haKTUUECKHit NIJIaH BHINOJ-
HEHUSI.
Spark npuMeHsieT HeKOTOpbIE ONITUMM3ALMHU, TAKME KaK «KOHBele-
pusauusi> (pipelining) mnpeobpa3zoBanuii ¢ ux o0ObeIMHEHUEM,
1 npeo6pa3syeT rpad BbIIOJHEHMS] BO MHOXKECTBO 3TanoB. Kax bt
3Tal, B CBOIO OYepe/ib, COCTOMT U3 MHOXECTBA 3adanuil. 3anaHus
KOMIIOHYIOTCSI U TMOATOTABJIUBAIOTCS IS Iepelauu B Kjactep. 3a-
JaHWsl — 3TO HaUMEHbILYe eUHULbI BbIMOIHEHU B Spark; Tunuy-
Hasl T0JIb30BATE/IbCKAsi MPOrPaMMa MOXKET Pa3OUBAThCS HA COTHU
Y THICSIUM 3aIaHUH.

2. IlnaHupyet BbIMOJHEHHE 3ajaHuii ucmoinutensimu. Ha ocHose
COCTaBJIEHHOTO TJIaHa BHIMOJIHEHUs ApaiiBep Spark KoopaAUHUpPYeT
nepeiayy OTAENbHBIX 3alaHuii ucnoyaHutensiM. Koraa ucnonxure-
JIM 3aMyCKaIOTCsl, OHM PErUCTPUPYIOT cebsi B ApaiiBepe, Giaropaps
yeMy JpaiiBep UMeEET IOJIHOE TpeCTaBaeHrne 06 UMEIOLIUXCS B €ro
PacnopspKeHUU UCTOTHUTENsIX. Kakaplii MCOSTHUTENb NMPeCcTaB-
JISIET NIPOLIeCC, MPUTOAHBIN /ISl BHINOJHEHUs 3alaHUi U XpaHEeHHUs
JMaHHbIX U3 Habopa RDD.

I paiisep Spark onpeznesisieT MHOXECTBO IOCTYIIHBIX HCIIOJHUTEIEN
U NbITAETCS NEPeaaTh KaKIOMY U3 HUX CBOE 33/JaHUe, OCHOBBIBAsICh
Ha MECTOIOJIOKEHUM JaHHBIX. BhINoJHsIOmIeeCs 3aaHue MOXeT
nopoXaaTh Mo6ouHble 3(PGEKTH B BUAE KIIIMPOBAHUS MaHHbIX.
JlpaiiBep Takxe CIeAUT 32 MECTOIOJIOKEHNEM KILUIMPOBAHHBIX IaH-
HBIX U MCIOJIb3YeT 3TY UH(GOPMALIMIO, KOr/la IPUHUMAET pelleHue
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O BBIMOJIHEHUH CJIEAYIOIMX 3aAaHU I, UCTIONB3YIOLIMX 3TH JaHHBIE.
[paiiBep axcnoptupyeT MH(pOPMAIHMIO O BBHIIOIHSIEMOM IPUJIOXKE-
Huu Spark yepe3 Be6-unTepdeENic, ZOCTYIHBIN 10 YMOJIYAHUIO Yepe3
nopt 4040. HanpuMep, B IoKaibHOM peskuMe BeG-uHTepdeiic 1ocTy-
1eH no aapecy: http://localhost:4040. ITogpo6Hee o Be6-uHTepdeiice
Y MeXaHu3Max IJIaHMPOBAaHUS paccKa3biBaeTcs B IJiase 8.

UcnonHutenu

Hcnonuurenu B Spark — 3T0 paGoume npouecchl, OTBETCTBEHHbIE 32 BbI-
NIOJIHEHUe OTAeJIbHbIX 3afjaHuil. VcnosHuTenu samyckamoTcs OJUH pa3
B Hauasie NpuioxeHus Spark 1 06bI14HO MTPOAOIKAIOT PabOTATh B TEUEHHE
BCETO JKU3HEHHOTO LIUKJIA TIPUIOKEHHUs1, OOHAKO MpuioxeHus Spark mo-
TYT MPOAOJDKATh paboTaTh Aaxke MMOC/Ie aBAPUITHOTO 3aBepIIEHUs UCIIOJI-
Huteseil. Mcnonnuteny urpaior e posiu. Bo-nepBbIX, OHY BBINOJHSIOT
3ajaHysl, NepeJjaHHble NPUJIOXKEHUEM, M BO3BPAILAIOT Pe3yJIbTaThl Jpaii-
Bepy. Bo-BTOpBIX, 06ecneynBaloT coxpaHeHue B nmaMsity Ha6opos RDD,
K3LIMPOBAHHBIX NMOJIb30BATEILCKMMU NPOrpaMMaMH, yepes ciiyx6y Block
Manager, neiicTBYIOIYI0 BHYTPU KXAI0T0 UCIONHUTEIS. Tak Kak Habopsl
RDD x3wmmpyioTcsi HemocpeaCTBEHHO BHYTPU HCIOJHUTeJEH, 3ajaHus
MOTYT MaHMITYJIMPOBATh KIIUIMPOBAaHHBIMH JAHHBIMU.

POB, IEMOHCTPUPYEMBIX B 3TON KHUTE, MbI BHITIOJHSAIN U Oy1€M BbIMOJIHATD
B JIOKaJbHOM pexuMe paboThl Spark. B atom pexume apaiiep Spark Bbi-
T0JIHAETCS BMECTE C MCIIOJIHUTEISIMU B OJJHOM Mpoliecce Java. ITo ocobblit
cJ1yyaif, MOTOMY YTO OGBIYHO UCTIOJHUTENH AEHCTBYIOT B pAMKaX OTAENbHbBIX
IPOLIECCOB.

Q JlpaiiBepbl M HCNOJHHUTENH B JIOKAJbHOM PeskuMe. BoJIbLIMHCTBO TprMe-

AucneTtuep knactepa

o cux nop Mbl TOBOPHJIM O ipailBepax v UCIOJHUTEJISX KK O 4eM-TO ab-
ctpakTHOM. Ho Kak e B 1e/iCTBUTENIbHOCTH ITPOMUCXOIMT 3aIYCK MPOIEC-
COB JIpaifBepoB U UCMOJHUTeNEH? B oTHOIEHUM 3amycKa UCITOJHUTEEN
U uHorza apaiiBepoB Spark mosaraercs Ha mucnetyepa knactepa. Juc-
neTyep Kjacrepa — 3TO MOAKIOYaeMblii komroHeHT Spark. MpeiiMBopk
Spark nomnepxxuBaetT BO3MOKHOCTb PaGOThI MOBEPX BHELIHUX AUCIIETYE-
poB, Takux kak YARN u Mesos, a Tak)ke ToBepX BCTPOEHHOTO IHUCIIETYEPA
Spark Standalone.

"} B nokymenrtauuu Spark moBceMecTHO UCNOJIB3YIOTCSI TEDMUHBI «ApaiiBep»
./ (driver) u «<ucrnosHuTeb> (€XECUtor) AJsi ONUCAHUS POLECCOB, B KOTOPBIX
- BBITIOJIHAIOTCST BCe NMpUioKeHust Spark. TepMunbl «Benyumii» («master»)

M «BeNOMBlit» (MK «paboymil> — «worker») UCMOAB3YIOTCS B OCHOBHOM



154 < BbinonHEHVEe B KAaCTepe

[UIs1 OMUCaHUsl LIEHTPAJIbHOM M pacrpele/ieHHbIX YacTell AucneTyepa KJjac-
Tepa. ITH TEPMHUHBI JIETKO CIyTaTh, NO3TOMY Oy/IbTe O4€Hb BHUMATEJIBHBI.
Hanpumep, Hadoop YARN sanyckaer Beayuiero gemotna (master daemon,
KOTOPBIi1 Ha3bIBaIOT AucneTyepoM pecypcoB — Resource Manager) u He-
CKOJIBKO BEZIOMbIX, UK pabouux, 1eMoHoB (worker daemons, Mx Ha3bIBAIOT
aucneryepamy y3i0B — Node Managers). Spark MoxeT BbInoJiHsITb Ha pabo-
4MX y3J1aX NPOLECcChl 000MX TUIOB, APAHBEPbI U HCTIONHUTEH.

3anyck nporpammbi

HeszaBucuMo oT Mcmosb3yeMoro aucreryepa kjactepa Spark mpemo-
CTaBJIsieT OAMH U TOT Xe CLIeHapuil [JIs 3amycka MporpamM, KOTOPBIH
Ha3biBaeTcs spark-submit. B 3aBUCHMOCTH OT mapaMeTpOB KOMaHIHOI
CTPOKHM spark-submit MoOXeT COeaMHSTbCA C pasHbBIMU AUCHETYepaMu
KJIACTEPOB M YNPABJSITH BblIeJIEHHEM PeCYPCOB AJis npuioxenus. C He-
KOTOpPBIMU [HCIIETYEPAMHM KJIACTepOB spark-submit ModxeT 3amyckatb
npaiiBep BHYTpH KjacTepa (Hanpumep, Ha paboueM yane YARN), Torza
KaK ¢ IpYrMMHU ApaiiBep BCera 3anycKaeTcs Ha JIOKaAbHOI MaliHe. bo-
Jiee noapob6HO Mbl OyZieM paccMaTpuBaTh ClieHapHii spark-submit B cJe-
Ly1olleM pa3ziee.

UTorm

Yrobsl noaBecT UTOrd 060 BCEM, YTO PACCKa3bIBAJIOCh B 3TOM pasjielie,
MePeYrC/IMM, KaKie HMEHHO IIard BbIMOJIHsAET Spark, Korza samyckaer
MPUJIOXKEHUE B KJIaCTEPE:

1. Tlosp3oBaTesb BbI3bIBAET ClieHAPHIt spark-submit, 4TO6OBI 3aMyCTUTD
MPUJIOXKEHHUE.

2. spark-submit 3amyckaeT mporpaMMmy-ipaiiBep U BbI3bIBAET METO.
main(), ykasaHHBIH IOJIb30BATEJIEM.

3. IlporpaMma-apaiiBep CBsI3bIBA€TCS C JUCIIETYEPOM KJIACTEPA M 3a-
NPAaLIMBAET y HETO PECYPCHI AJIs 3alyCKa UCIOTHUTEJIei.

4. Jlucnerdyep KjacTepa 3aMmyCcKaeT UCIIOJHUTEIEN OT UMEHH Mporpam-
MbI-ZpaiiBepa.

5. Ilpouecc mpaiiBepa BBINOJIHSIET HHCTPYKIUHU B MOJb30BATEIbCKOM
npusioxenuu. Onupasch Ha AeiicTBUs U peobpa3oBaHusi HAGOPOB
RDD B nporpamme, apaiiBep NochLIaeT 33IaHUST UCTTOJTHUTEISIM.

6. VcmomHUTeNN BBIMOJHAIOT 3aaHMs, MOJYYaAIOT U COXPAHSIOT pe-
3yJIbTaThL

7. Ecnu npaiiBep BBIMOJIHSET BBIXOA M3 METOAA Main () MJIM BbI3bIBAeT
SparkContext.stop (), Spark octaHaBiMBaeT UCTIOJHUTENEN U OCBO-
GoXmaeT pecypchl, BO3Bpall[asi X AUCIIETYEPY KJacTepa.



Pa3sepThiBaHVe NPUAOXKEHWA C NOMOLLLIO Spark-submit < 155

Pa3sepTbiBaHe NPUAOXKEHWIA C NOMOLLLIO
spark-submit

Kak BbI yxe 3Haete, Spark npefocTaB/isieT eIMHbII MHCTPYMEHT [IJIsl pac-
npezieJieHUs] 3alaHUI He3aBUCHMO OT THIA JUCIeTyepa KJacTepa, KOTo-
pblit HasdbIBaeTcst spark-submit. B ryiaBe 2 BbI BUzies M MpOCTOit MpuMep 3a-
IycKa mporpaMMbl Ha s3bike Python ¢ moMourbo spark-submit, koTopyio
MBI TIpUBeEJIEM ellle pa3 B npumepe 7.1.

Mpumep 7.1 < 3anyck npunoxeHus Ha a3bike Python
bin/spark-submit my script.py

Korza cuenapwmit spark-submit 3amyckaercsi ¢ eTMHCTBEHHBIM [TapaMeT-
pPOM — UMeHeM creHapus WM JAR-daitna, oH npocTo 3anyckaeT ykasaH-
HYIO IIpOrpaMMy JIOKasibHO. [lomycTuM, YTO HaM HYXHO 3aIyCTUTb 3TY
nporpammy T0Ji yrpaBjieHHeM aucreTdepa kiactepa Spark Standalone.
Mb1 MOXeM mepefaTh AONOJHUTEbHBIE (JIaTH, YKa3blBAalOIIMe Ha AUC-
neryepa Standalone, v onpenesUTh pa3Mep KaXXA0ro NPOLEecca UCTIOIHHU-
TeJIs, KaK II0Ka3aHo B IpuMepe 7.2.

Mpumep 7.2 < 3anyck NPUNOXeEHUN C AONONHUTENbHLIMU NAapaMeTpamMn
bin/spark-submit --master spark://host:7077 --executor-memory 10g my script.py

Dar --master onpexnensier URL kactepa Aist OAK/IIOYEHUST; B 1aH-
HoM cayyae URL spark.// o3Hauaet kiactep, AeHCTBYIOIUIN MO yIIpaB-
neHvieM Spark Standalone (cM. Ta6:. 7.1). ipyrue tumnsi agpecoB URL mb1
0bCcy MM HUXe.

IMTomumo URL kiacrepa, cueHapuio spark-submit MOXXHO mepezaTs ele
MHOKECTBO Pa3HbIX TAPAMETPOB, OMUCHIBAIOLINX KOHKPETHbIE 0COOEHHOCTH
3allyCKaeMOro IpUuJI0XeHUs. 3TI/I napaMeTpbl YCJIOBHO OEJIATCA Ha ABE Ka-
teropuu. [lepBast: uHbOpMauus /151 IIAHKUPOBaHMSL, KaK, HanpuMep, 06beM
PecypcoB, HeOOXOAMMBIX /ISl BBIIIOJIHEHUS 3a/IaHni (KaK MOKa3aHO B MPH-
Mepe 7.2). Bropas: cBeieH!s 0 3aBUCUMOCTSIX IPUJIOKEHUS, TAKUX KaK 616-
JIMOTEKHU WU (ailiibl, KOTOpble TpeOyeTcs 3arpy3uTh Ha pabo4yKe MalINHBI.

OO6muMit CHHTAaKCUC KOMaHIHOM CTPOKM spark-submit mokasaH B mpu-
Mepe 7.3.

Mpumep 7.3 < O6WMIA CUHTAKCUC KOMARAHOW CTPOKKM spark-submit
bin/spark-submit [options] <app jar | python file> [app options]

O [options] — cnucok ¢JiaroB [Ajst spark-submit; HOJYyYUTD MOJIHBIN
cnucoK (hy1aroB MOXKHO, BBINTOJIHUB KOMaHAy spark-submit --help;
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Tabnuua 7. 1. BoamoxHbie 3Hayeuns ana ¢pnara --master cyueHapus

spark-submit

Tun URL

OnucaHuwe

spark://host:port

Apnpec knactepa Spark Standalone ¢ ykazaHHbIM
nopTtoM. Mo ymonuaHuio aucneTyepsl knactepos Spark
Standalone ncnonbayiot nopt 7077

mesos://host:port

Appec knactepa Mesos € yka3aHHbIM MOPTOM.
Mo ymonuaHuio aucnetyepsbl knactepos Mesos
ncnonbayloT nopt 5050

yarn Apnpec knactepa YARN. Nepea 3anyckom YARN Heob6xoau-
MO ONpeaenuTbL NepemMeHHyto okpyxeHusa HADOOP _CONF DIR,
B KOTOPOW yKa3aTb NyTb K KaTanory ¢ HacTponkamm
Hadoop, onucbiBaiowmmMm napamMeTpel knacrepa

local 3anyck B TIOKanbHOM peXuMe Ha OiHOM afpe

local N] 3anyck B nokansHOM pexume Ha N aapax

local[*]

3anycx B NOKaNbHOM pexume Ha Bcex aapax,
nMerwmnxca Ha MawunHe

NnepedyeHb HauboJjiee 4acTo HCIIOJIb3YyEMDbIX (b]laI‘OB NMPpHUBOAMTCA

B Tabsn. 7.2;
<app jar | python

file> — umst JAR-¢aitna nnu cuenapus Ha Python,

COJIep>Kalllero TOYKy BXOZa B IPUJIOKEHHE;
[app options] — mapameTpsl 411 epeayyl MPUIOXKEHHIO; €CIH Me-
TOZA main() mporpaMMbl NpexycMaTpUBaeT aHAINM3 NIapaMeTPOB KO-

MaHIHOM! CTPOKH,

OH YBUIUT TOJIBKO MapaMeTpslI [app options], ¢uta-

I, NpefiHa3HaYeHHble [Jisi spark-submit, 6yayT eMy HEOOCTYIHBL
CueHapuit spark-submit mosBoJisieT Takxe nepefaBaTh IPOU3BOJIbHbIE

napameTpbl HaCTPOMKH
1160 B (paitie ¢ mapamu
file. I[Tompo6Hee mopsimo

SparkConf nu6o B Buae ¢uara --conf prop=value,
KJII04Y/3HaueHue, C TOMOIlIbIo ¢iiara --properties-
k HacTpoliku Spark 6yner o6cyxaaTbcs B riase 8.

B npumepe 7.4 mokazaHO HECKOJIBKO IJIMHHBIX KOMaH/ BbI30Ba ClLieHa-
pus spark-submit ¢ pa3HbBIMU MapaMeTpaMH.

Mpumep 7.4 < UNcnonb3oBaHue spark-submit ¢ pa3aHbiMu napameTpamm

# 3anyck npunoxenus Ha Ja
$ ./bin/spark-submit \

va B pexuMe kiacrepa Standalone

--master spark://hostname:7077 \

--deploy-mode cluster \
--class com.databricks.

examples.SparkExample \

--name "Example Program" \
--jars depl.jar,dep2.jar,dep3.jar \

--total-executor-cores

300 \

--executor-memory 10g \
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Tabnuya 7.2. Hanbonee yacro ncnonsayemsie pnarn gnsa spark-submit

®dnar Onucanue

--master OnpepenseT gucneTtyepa knacrepa ana NOAKNIOHEHUS.

MapameTpbl ans atoro ¢pnara onuceiBaoTcs B Tabn. 7.1

--deploy-mode Onpepensiet, AONXHA NN NporpaMma-apansep 3anyc-

KaTbCA NokanbHo ("client") Mnn Ha ogHOM M3 paboumx
y3nos knactepa ("cluster"). B pexume client cueHapun
spark-submit 3anycTuT Nnporpammy-apansep Ha TOM xe
MallnHe, rae 3anyweH cam cueHapuii spark-submit. B pe-
XUMe cluster nporpamma-aparisep 6yner ortnpaeneHa
Ha oauH 13 pabounx y3nos knactepa. Mo ymonyaHuio
MCNONb3YETCHA PeXuMm client

--class «[naBHbI» KNAacc gnNs NpUNoXxeHuit Ha Scala nnu Java

--hame Ypo6ountaemoe UMs NPUNOXEHUSA, KOTOPOE AONXKHO
oTobpaxartbcs B Be6-uHTepdeiice Spark

--jars Cnuncok JAR-dainoB ans BbIrpy3ku U COXpaHEHUs B NyTH

noucka knaccos (classpath) npunoxexus. Ecnu npu-
NOXEeHWe 3aBUCUT OT HEGONBLLIOIO YCNAa CTOPOHHUX
JAR-daiinos, nx MOXHO Nepe4yncnnTb 3aechb

--files Cnucok ¢ainos ans pa3melleHvs B paboyeM katanore
npuUNoXeHusa. 1o MoryT 6biTb Pannbl C AaHHLIMU, KOTO-
pble HeOBXOANMO CKONUPOBATb Ha KaX/blii y3en

--py-files Cnucok daiinos ana no6asneHna B PYTHONPATH npunoxe-
Hus. MoxeT BknioyaTtb paninsl .py, .egg v .zip
--executor-memory 0O6bemM namaTh B HanTax, BbiAENAEMON AN UCNONHUTE-

nei. ina 0603HaYeHMA eanHNL, U3MEPEHUA AONYCKAeTCa
ncnonb3oBaTb cydPukchl, HAaNpUMEp: 512m (512 M6ainT)
vnn 159 (15 MéanT)

--driver-memory O6bem namnaTh B HGaliTax, BbiaeNsieMon ans npouecca
Apaisepa. [Ana 0603HaYeHNA eanHUL N3MEepPEHns No-
nyckaeTca ncnonb3osatb cyddukcol, Hanpumep: 512m
(512 M6aiiT) nnwn 15g (15 ManT)

W W HE

myApp.jar "options" "to your application" "go here"

3anyck NpuioxeHus Ha Python B KIMEHTCKOM pexmme

non ynpabnenuem YARN

export HADOP_CONF_DIR=/opt/hadoop/conf
./bin/spark-submit \

--master yarn \

--py-files somelib-1.2.egg,otherlib-4.4.zip,other-file.py \
--deploy-mode client \

--name "Example Program" \

--queue exampleQueue \

--mum-executors 40 \

--executor-memory 10g \

my_script.py "options" "to your application" "go here"
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YnakosKa NpOrpaMMHOro KOAQ
n 3aBncMMocTein

Ha npoTsikeHu# NpaKTUYECKU BCE KHUTH MbI OyIeM MPEACTABIIATD IPH-
Mepbl [IPOrpaMM, He MMEIOLIMEe 3aBUCHMMOCTEH OT BHEMIHUX OUOJIHOTEK.
OnHako MoJb30BaTeJIbCKUE MPOrPaMMbl OYEHb YaCTO UCIMOJb3YIOT CTO-
poHHue GubanoTexku. Ecim mporpaMMa MMIOPTUPYET Kakue-aubo 6u6-
JIMOTEKH, He BXOJSLIME B COCTAaB MaKeTa Org.apache.spark U He SIBJISIIO-
IMeCs] 4aCTblO CTAHAAPTHOM OMOJIMOTEKH sI3bIKA MPOrPaMMMPOBAHMS,
HeoGXOIMMO rapaHTHPOBATh YIOBJETBOPEHHE BCEX 3aBUCUMOCTEl TaKOi
IIPOrPaMMBl.

IMonb3oBatenu Python uMeT Heckombko cmoco6OB YCTaHOBKH CTO-
pounux 6ubsmnorek. Tak kak PySpark ucmosssyer Python, ycranosaen-
HBbI Ha pabGoYMX MalIMHaX, HeOOXOAUMble GUOIMOTEKH MOXXHO YCTaHO-
BUTb HENOCPEACTBEHHO Ha MALIMHBI B KJIaCTEPE, UCIOJIb3YsI CTAHAAPTHbII
aucneryep nakeros Python (Takoit kak pip umm easy install), uim Bpyuy-
HYI0, B NOAKATaJIoOr Site-packages/ B Kartajore yctaHoBku Python. Or-
nejibHble 6UOIMOTEKH MOXHO TaK)Ke OTIPaBJATh Ha paboyue MalluHbI
¢ nomolublo ¢ara --py-files cuenapust spark-submit. Jlo6assits 6ubamo-
TEKM BPY4HYIO yao0Hee, KOTa HeT JOCTyIa K yCTaHOBOYHBIM MaKeTaM Ha
KJIACTEpPE, HO UMENTE B BUIY, YTO ITO MOXET NMPUBOAUTh K KOHQIUKTAM
C MAaKeTaMM, y)Ke YCTAaHOBJEHHBIMHM Ha MalIMHBI.

A cam Spark? KoMnoHys npuioxeHue, HUKOraa He BKJoyaiite cam Spark
B CIHCOK 3aBUcHMocTeit. CuieHapHit spark-submit aBTOMaTHYeCKH rapaHTH-
pyer npucyTtcTBue Spark B myTH NporpaMMmsi.

[Toss3oBarenu Java u Scala uMeOT Takxe BO3MOXHOCTD MepeaaBaTh
otnenbHble JAR-daiinbl ¢ ucnosnbp3oBaHuem dara --jars cleHapHsi
spark-submit. Takoii mpuemM MOXXeT NMPUTOAUTHCS, KOrAa UMEETCsl 3aBU-
CHMOCTb OT OJHOW-ABYX MPOCTHIX OGMOIUOTEK, KOTODbIE CAMH HE UMEIOT
HHMKakux 3aBucuMocTeil. OHAKO yalle BCTPeYyaloTCsl MPOEKThI Ha Java
u Scala, koTopble 3aBucAT OT Gosbliero yucia 6ubaunorex. Koraa nmpusio-
eHue nepenaercst ppeiimBopky Spark, 0HO JOKHO GBITH pacpocTpaHe-
HO 10 KJIACTEPY CO BCEeMU NPOMEHCYMOUHbIMU 3asucUmMocmamu. B ux uncio
BXOSIT HE TOJBKO GUOIHOTEKH, KOTOPbIE MCIIONb3YIOTCS MPUIOKEHHEM
HeNoCpe/CTBEHHO, HO TAK)Ke UX 3aBUCHMOCTH, 3aBUCUMOCTH UX 3aBHCHU-
MocTel 1 T. A. OTCaequTb BCe 3TH 3aBUCHUMOCTH BPYYHYIO MOPOU OYeHb
coxHo. [oaToMy yaliie ¢ OMOIIBI0 HHCTPYMEHTOB COODKU IIPOM3BOISAT
onuH 6osbinoii JAR-daii, cogepxainii MpuIoKeHHe CO BCEMH €ro 3a-
Bucumoctsamu. Takue JAR-daiinbl Hepeako HasbiBaloT cynep-JAR umm
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JAR-c6opkxa. ApredakTbl MOJOGHOrO TUMA MOTYT NMPOU3BOAUTH MHOTHE
MUHCTPYMeHTHI cbopku [ist Java u Scala.

Haub6o:1ee momy isipHpiMY HHCTPYMeHTaMK cO6OpkH 111 Java u Scala siB-
Jsiiotest Maven u sbt (Scala Build Tool — unctpyment c6opku st Scala).
Ob6a MHCTPYMEHTA MOXHO UCIIOJIb30BATh [JIs 0600 U3 3THX ABYX SI3bI-
KOB, Ho Maven yaiie ucrnosib3yercst 151 cOOPKM IPOEKTOB Ha Java, a sbt —
nJist cbopku npoektoB Ha Scala. B aToM paszesie Mbl mpuBeieM MpuUMepsbI
cbopku npusoxenuit ays Spark ¢ UcnoJib30BaHHEM 060MX WHCTPYMEH-
TOB. BBl MOXETE UCI0JIb30BATh UX KAK 1IA0JIOHBI J1s1 CBOMX [POEKTOB.

CbOopka npunoxeHua Ha Java ¢ nomowbio Maven

Hasaiite paccMoTpuM c60pKy cymnep-JAR [1st poeKTa Ha Java co MHOXKeCT-
BOM 3aBMCUMOCTel. B mpuMepe 7.5 npusogutcs daitn pomaml gast Maven,
coaepXaliuii onpeneseHust, Heobxoaumsie st cOopku. B atom nmpumepe He
JeMOHCTpUpYeTcs haKTUYeCKUii MporpaMMHBIN KO Ha Java WM CTPYKTypa
KaTaJIOroB MpoekTa, HoO Maven mpezamnosaraeT, YTO MOJIb30BATEIbCKUI KOI
Gy/IeT HAXOAUTBCS B MOAKATAJIOTE STC/Main/java KOPHEBOTO KaTajiora mpo-
exTa (aitn pomxml noKeH HAXOAUTHCS B KOPHEBOM KaTaJIore).

Mpumep 7.5 < daiin pom.xml c6OpKN NPUNOXEHUs Ha Java C NOMOLLBIO
Maven
<project>

<modelVersion>4.0.0</modelVersion>

<!-- WnpopMauua o mpoekre -->
<groupId>com.databricks</groupId>
<artifactId>example-build</artifactId>
<name>Simple Project</name>
<packaging>jar</packaging>
<version>1.0</version>

<dependencies>

<!-- 3aBucuMoctb Spark -->

<dependency>
<groupld>org.apache.spark</groupIld>
<artifactId>spark-core_2.10</artifactId>
<version>1.2.0</version>
<scope>provided</scope>

</dependency>

<!-- CropoHHAa OubmmoTeka -->

<dependency>
<groupId>net.sf.jopt-simple</groupId>
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<artifactId>jopt-simple</artifactId>
<version>4.3</version>

</dependency>

<!-- CropoHHAs OubnmoTeka -->

<dependency>
<groupld>joda-time</groupld>
<artifactId>joda-time</artifactId>
<version>2.0</version>

</dependency>

</dependencies>

<build>
<plugins>
<!-- Pacumupenue nas Maven, cospapmee cynep-JAR -->
<plugin>
<groupld>org.apache.maven.plugins</groupId>
<artifactId>maven-shade-plugin</artifactId>
<version>2.3</version>
<executions>
<execution>
<phase>package</phase>
<goals>
<goal>shade</goal>
</goals>
</execution>
</executions>
</plugin>
</plugins>
</build>
</project>

ITOT NPOEKT UMeET IBe 3aBUCUMOCTH: jopt-simple, Gubauoreka Java
IUIsl IAapCHHTa NapaMeTPOB KOMaHAHOM CTPOKH, U joda-time, 6ubanorexka
C yTHIMTaMH AJs1 paGoTsl ¢ AaToit 1 BpeMeHeM. [IpOEKT Takke 3aBUCUT
ot Spark, Ho Spark oTMeuen kak provided, YTO6BI HCKJIIOYUTDH YIAKOBKY
(peiiMmBopka B apTedakThl npuoxenus. Maiia cOOPKU BKIIOYAET TaK-
Xe paciivpenve maven-shade-plugin, cosmaromiee cynep-JAR co Bcemu
3aBucuMocTsaMu. OHO MOAKJOYaeTcs], Koraa Maven mojiyyaer KOMaH-
Iy BBINOJHUTSD 11ejib shade Ha 3Tamne ynmakoBku. C TaKMMH HaCTpOMKaMu

cynep-JAR 6yzer co3gaH aBTOMAaTHYECKM NPM 3aMycKe makera mvn (CM.
npumMep 7.6).

Mpumep 7.6 « Ynakoska npunoxeHus ana Spark ¢ nomowubio Maven
$ mvn package

# B ueneBoM kaTanore noaBATCA cynep-JAR M OpUTMHaNbHES! makeT JAR
$ 1s target/
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example-build-1.0.jar

original-example-build-1.0.jar

# EciM BHBECTM JIMCTMHT C COIEPXUMbM cynep-JAR, MOXHO YBMEETb
# B HeM BCe KJaCCH U3 GMONMOTEK 3aBUCUMOCTEN

$ jar tf target/example-build-1.0.jar

joptsimple/HelpFormatter.class
org/joda/time/tz/UTCProvider.class

# Cynep-JAR MOXHO NnepenaTh HENOCPEICTBEHHO ClLeHapuiw spark-submit
$ /path/to/spark/bin/spark-submit
--master local ... target/example-build-1.0.jar

Coopka npunoxenus Ha Scala ¢ nomouwpbio sbt

sbt — HoBelilmii MHCTPYMEHT cOOPKH, Yallle BCETO MCIIONb3YEMBIH [ist
cbopku npoekToB Ha si3bike Scala. sbt npexnonaraer ananornynyio opra-
HU3alMIo MPoeKTa, kak U1 Maven. B kopHeBOM kaTajiore nmpoeKkTa JoJKeH
HaxoauThbes (aitn cbopku ¢ umeneM build.sbt, a B noakaranore src/main/
scala — vicxonubiii xox. Maitnbr cGopky s sbt nuIIyTCs HA CEUMATBHOM
SI3bIKE U COZEPXKAT HAaCTPOHKH, KOoTopble 0OPMIISIOTCS KaK OIepanuu
IpUCBauBaHMs 3HauYeHUI pasHbIM napaMerpaMm. Hanpumep, cymectyer
KJIIOY Name, coep Kalluii UMs poekTa, U Kiod libraryDependencies, co-
JepKalliuii CIMCOK 3aBUCHMOCTel npoekTa. B npumepe 7.7 npuBoaurtcs
noJHbIA (aitn c6opku sbt [J1s1 IPOCTOro NMPUIOKEHUS!, 3aBUCSIILETO OT
Spark 1 HeCKOJIBKUX CTOPOHHUX 6UbIHOTEK. DTOT (aiin cGOPKH NpeaHa-
3HayeH JUIst MCTI0/Ib30BaHus ¢ Bepcueit sbt 0.13. Tak kak sbt passusaercs
04€eHb 6BICTPO, 00SI3ATENBHO 3arJISTHUTE B JIOKYMEHTALHIO, TI€ MOTYT OBITH
onycaHbl U3MeHeHUs! B (opMaTHpoBaHUU (HaiiioB cOOPKH, He OTPaXKeH-
HbI€ 3/1ECh.

Mpumep 7.7 < daiin build.sbt gna c6opkn npunoxeHns Ha Scala
¢ nomouubio sbt 0.13

import AssemblyKeys.

name := "Simple Project"

version := "1.0"

organization := "com.databricks"
scalaVersion := "2.10.3"

libraryDependencies ++= Seq(
// 3aBucumocTs oT Spark
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"org.apache.spark" % "spark-core 2.10" % "1.2.0" % "provided",
// CropoHHue GMBIMOTEKM
"net.sf.jopt-simple" % "jopt-simple" % "4.3",
"joda-time" % "joda-time" % "2.0"
)

// 3Ta MHCTpYKUMS MOIKIOYaeT pacliMpeHue IS CO3HaHUA COOPKM
assemblySettings

// Hacrpoutb cBopky JAR-Qaitna C nomowso pacumMpeHus
jarName in assembly := "my-project-assembly.jar"

// CneumanbHeni napaMeTp, NpPenATCTBYLUWMIA BiwyeHuw Scala B JAR-cOOpKy,
// moroMy uro Spark yxe BkJo4aeT nmoamepxky Scala.
assemblyOption in assembly :=

(assemblyOption in assembly) .value.copy(includeScala = false)

ITepBast cTpoka B 3TOM (aiisie COOPKH UMIOPTUPYET MOIAEPKKY CO3-
nanus ¢aitnos-c6opok JAR u3 pacuvpenus sbt. Uto6sl 3ameiicTBOBaTh
3TO paciiMpeHHe, HeEO6XOAUMO TaKXKe TMOAKJIIOYUTh HeOObIIoH (aiin
M3 KaTajora project/ CO CIUCKOM 3aBUCHUMOCTeil pacuinpenus. s
3TOro mpocto co3maite aitn project/assembly.sbt u nob6aBbTe B HeEro:
addSbtPlugin ("com.eed3sidn" % "sbt-assembly" % "0.11.2"). Tounas Bep-
cus sbt-assembly y Bac MOXET OTJIMYAThCS OT NpUBeAEeHHOI 31ech. IIpu-
Mep 7.8 1eMOHCTpUpYET Hcnoib30BaHue sbt Bepcuu 0.13.

Mpumep 7.8 + [NobGasneHue paclumpeHus co3aaHus c6opok B c6opky
npoekTa C NoMoLbio sbt

# BuBomuT comepxuMoe daina project/assembly.sbt

$ cat project/assembly.sbt

addSbtPlugin("com.eed3si9n" % "sbt-assembly" % "0.11.2")

Teneps, nocse co3nanus aitna cGOpKH co BceM HEOOXOAUMBIM, MOXKHO
cobparb daiin JAR (npumep 7.9).

Mpumep 7.9 <+ Ynakoeka npunoxeHus gna Spark ¢ nomoubto sbt
$ sbt assembly

# B uenesoM karanore nossurca ain JAR-c6opku

$ 1ls target/scala-2.10/

my-project-assembly.jar

# ECNM BHBECTM JIMCTMHI' C COHepxuMeM JAR-COOPKM, MOXHO YBMIETH
# B HeM BCe KJacCH M3 GMONMMOTEK 3aBUCUMOCTEN
$ jar tf target/scala-2.10/my-project-assembly.jar
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joptsimple/HelpFormatter.class

org/joda/time/tz/UTCProvider.class

# JAR-cOOpKy MOXHO NnepemaTh HeMoCPeINCTBEHHO ClieHapuio spark-submit
$ /path/to/spark/bin/spark-submit --master local ...
target/scala-2.10/my-project-assembly. jar

KoHdnukrel 3aBucumocrent

OnHoit U3 cepbe3HbIX MpoOJIeM SBISIOTCS KOHMJIMKTHI 3aBUCHUMOCTEIR,
KOTZIa II0JIb30BaTENbCKOE MpUIOXKeHHe W ¢peiiMBopk Spark ucmosb-
3YIOT O[IHY U Ty Xe 6MOINOTEKY. DTO MPOUCXOAUT JOBOJBHO PEAKO, HO
KOIZla TaKOe CJIyYyaeTcsl, 3TO MOXeT IPHUBOJUTH IOJIb30BaTesIeil B YHBI-
Hue. O6b1yHO faHHas npobsiemMa NposBJIsieTCs: B BUAe UCK/IoueHuit JVM
NoSuchMethodError, ClassNotFoundException ¥ HEKOTOpbIX APYTUX, BO3HU-
KaIOIIMX IPH TNOMBITKE 3arPy3UTh KJIacC B Ipoliecce BbIMOTHEHUS 3aJaHus
Spark. CyuecTByoT aBa peienus aToil npobyemsl. IlepBoe: U3BMEHUTD
[PUJIOXKEHHE TaK, YTOObI OHO KCIIOJNB30BATO TY K€ BEPCHIO CTOPOHHeN
6ubanorexku, yto ¥ ¢peiimBopk Spark. Bropoe: uamMeHHTb MpoLENypY
c6OPKY MPUJIOKEHHUsI, IPUMEHUB NIPUEM, KOTOPBIil YaCTO Ha3bIBAIOT «3a-
teHenreM» (shading). uctpyment c6opku Maven noamepxusaeT 3are-
HeHMe yepe3 [ONOJHUTeNbHble HACTPOWKHU pacClIMpeHMs], KaK IT0Ka3aHO
B nipuMepe 7.5 (Boob1ie roBOpPsi, UMEHHO NofiepkKa 3aTeHeHus (shading)
06BSCHSET, TOYEMY pPacIIMpPeHHe HOCUT UMs maven-shade-plugin). 3atene-
HUe T03BOJISIET CO3/IaTh BTOPYIO KOMUIO KOH(MIMKTYIOLIETO NaKeTa B pY-
rOM IIPOCTPAHCTBE UMEH U NepenucaTh KoJ MPUJI0XKEHUs AJIsI UCT0JIb30-
BaHMs NepeMEHOBAHHOI Bepcuy. JTOT MpueM «Ipy6oil cuibl» BeCcbMa
addekTHBeH 1151 pa3pelieHHs KOHMJIUKTOB 3aBUCHMOCTEN BO BpeMsI BbI-
nosHenys. KOHKpeTHble MHCTPYKUMH, KaK 3aT€HSTh 3aBUCHMOCTH, UII[UTE
B JIOKYMEHTAIK K CBOEMY HHCTPYMEHTY COOPKH.

MAaHnpoBaHue NpUAOIKeHUIN
N B NpUAOXKeHUsIX Spark

ITpumep, KOTOPBIIt MBI TOJIBKO YTO PAaCCMOTPEJH, NpeAyCMaTpPUBAeT 3a-
MYCK eIMHCTBEHHOTO 33/J]aHus B kyacTepe. B neificTBUTEIBHOCTH MHOTHE
KJIACTEPbl COBMECTHO MCIHOJIB3YIOTCST GOJBLUIMM YHCJIOM MOJIb30BaTENEN,
a Takue pasfiesisieMble OKPYXXeHusl OAPa3yMeBaOT HEOOGXOAUMOCTb ILIa-
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HupoBanus (scheduling): uto mosyuurcs, ecniu aBa nosb30BaTENS 3aMyC-
TAT NpUIOXKeHUsi Spark, KoTopble TPEOYIOT B CBOE PaCIOPSIKEHUE BCE
pecypch! kiaactepa? CiexoBanue BbIOPAHHONM CTpPaTerny MJIAHHPOBaHUS
IIOMOTaeT rapaHTHPOBATh HaJM4YKe CBOOOIHBIX PECYPCOB B 000N MO-
MEHT U pacrpejesieHre paboueil Harpy3Ku B COOTBETCTBUM C CHCTEMOIA
IIPUOPUTETOB.

[Moanepxka naaHupoBaHus Bo (peiiMBopke Spark onupaercs npexne
BCETO Ha pacrpefiesieHhe PeCYpPCOB MeXIy Spark-NpuiokeHUsIMU [uc-
neryepoM Kiactepa. Korna Spark-npusoxenve sanpammsaer y aucrner-
yepa Kj1acTepa NpeAOCTaBUTb €My IPOLIECCHI UCIIOJTHUTENE, OHO MOXET
TMOJIyYUTh GOJIbLIIE UJIM MEHBILIE UCIIOJIHUTEIEN, B 3aBUCUMOCTH OT 3arpy-
JKEHHOCTH KJlacTepa. MHoOrue aucreTyepsl KJIacTEPOB UMEIOT BO3MOX-
HOCTb OTPEZeISITh OYEPEAH C Pa3HbBIMU NIPHOPUTETAMU MJIH JOCTYTTHBIMH
obbeMaMu pecypcoB, a Spark momgepkuBaeT BO3MOXHOCTb H100aBIAThb
3a/aHusi B Takue odyepenu. 3a JOMOJHUTENbHOI WH(popManueii obpa-
IAMTeCh K JOKYMEHTALMHU C ONMCAHKEM MHTEPECYIOIIEro BaC JUCIIeTYEpa
KJIACTEPOB.

Oco6blii cryyail IpeaCTaBIsIOT 0020 HUBYUUE IPUTOKEHH S, KOTOPBIE
He IpPeyCMaTpUBAIOT 3aBeplieHus koraa-iunbo. [IpiuMepom takoro gos-
FOXXUBYIIErO MPHUJIOXKEHUsT MoxeT cayXxuth cepBep JDBC, cBsizaHHbIi
c xomnoHeHToM Spark SQL. Koraa npoucxoauTt 3anyck cepsepa JDBC,
OH 3ampalliMBaeT y AUCIeTYEPa KJIACTePa MHOXKECTBO UCIIOHUTE el U 3a-
TeM [eiiCTBYeT KaK MOCTOSIHHBIIT MOCT AJs1 3anpocoB SQL, mockliaeMbix
N0J1b30BaTeNsIMU. Tak Kak eAMHCTBEHHOE TPUJIOXKEHHUE IPeLyCMaTPUBaeT
paboTy CO MHOXXECTBOM IMOJIb30BaTe/Ied, eMy HEOOX0AMM HEKOTOPBII Me-
XaHU3M, peau3y LM CTPATErHI0 COBMECTHOTO UCIIOIb30BaHus. B Spark
MMEETCsI TAKOi1 MEXaHU3M B BUJIE BHY TPEHHETO [UIAHUPOBLIKKa Spark Fair
Scheduler, NO3BONAIONIETO MOJTOXKUBYUIMM MPUIOKEHUSIM OINPENEISTH
ouepeay C MPUOPHTETAMHU [JIs1 BBIMOJIHSEMbIX 3aaay. [letanbHblit 0630p
[AHHOTO MEXaHM3Ma BBIXOAMT AAJTEKO 32 PAMKH 3TOM KHUTH, II03TOMY 32
NOTOJHUTENBHOI HHbOopMaLueit o miaanuposiuke Fair Scheduler o6pa-
waiitecs k opULIMATBHOI ZOKYMEHTALMH.

AvcneTyepbl KAacTepoB

OpeiimMBopk Spark MoxkeT paboTaTh MoA ynpaBJeHHeM Pa3HbIX Jucnem-
uepoa xracmepos (cluster managers). Eciu BaM 1pocTo Hy>HO 3aIyCTHTh
Spark Ha MHOXecCTBe MauIKH, OCTaTOYHO OYAET UCIOJIb30BATH BCTPO-
enHoro aucrneryepa Spark Standalone. OnHako ecnu KiacTep yxe ume-
€TCSl U BaM XOTeJIOCh Obl OPraHU30BaTh BBINOJHEHHE HA HEM HE TOJIBKO
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Spark-npunoxeHnwuit, Ho U Apyrux (Hanpumep, 06eCIEYUTh OMHOBPEMEH-
Hoe BoinosiHeHue 3ananuii Spark 1 Hadoop MapReduce), y Bac Ha BbIGoOp
€CcTb [Ba TIONYJISIPHBIX Aucnerdepa kiaactepos: Hadoop YARN u Apache
Mesos. Hakonen, ny1s passeproiBanusi Ha Amazon EC2 B coctaBe Spark
UMEIOTCS ClieHapuH 3amycka kiactepa Standalone u pasnnuHbix ciiyx6
noanepxxku. B aToM paszesie Mbl pacckakeM, Kak 3amycTuTh Spark B kax-
JIOM U3 YIOMSIHY TBIX OKPYK€EHHIl.

Aucnetuep knactepa Spark Standalone

Hucneruep Spark Standalone npeanaraet npocToii cnoco6 3anycka npu-
noxeHuil B kiacrepe. OH COCTOUT U3 OJHOTO 8edyuezo (master) u He-
CKOJIBKUX 6edomblxy (worker) mpolueccos, sl KaXKAOTO U3 KOTOPBIX Ha-
cTpauBaeTcsi 06beM AOCTYNHON NaMsTH U sep Tpoleccopa. BeimosHsas
3aIMyCK NPUJIOXKEHHST, MOXKHO BBIOPATH, CKOJIBKO NaMsITU OYET BbIAESATh-
Cs1 ICTIOJTHUTEJISIM, @ TaK)Ke 0b11ee Y1CJIO siiep [Jisk BCeX UCTIOJTHUTEEI.

3anycx ducnemuepa Spark Standalone

3anyctuth aucneryepa Standalone MoxHO MO0 3aMyCKOM BeLyIIETO
U BEJIOMBIX IIPOLIECCOB BPYYHYIO, TUOO0 C MOMOLIBIO CLIEHAPUS 3aMyCKa U3
noakatasora shin B katayore yctaHoBkY Spark. CueHapuu 3amycka npef-
CTaBJISIOT c060ii caMblil MPOCTOM crmocob, HO TPeOYIOT HAMUYUS AOCTYTa
yepe3 SSH k MalMHaM B KJ1acTepe U B HacTosilee BpeMsi (HauMHas C Bep-
cum Spark 1.1) goctynust Tonsko B Mac OS X u Linux. Mbl paccMoTpum
3TH CLIEeHapHH B NEPBYIO OYepe/ib, a 3aTeM MOKaXKeM, KaK 3aMyCKaTh KJjac-
Tepbl BpYYHYIO Ha APYTUX MmiaaTdopmax.

Yro6bI 3aMyCTUTD KJIACTEP C IIOMOILbIO CLIEHAPHUsI 3aITyCKa, BBIIOJHUTE
CJIeAyIOLIMe IIary:

1. CkonupyiiTe CKOMIMJIMPOBAHHYIO BepcHio Spark B OQUH U TOT Xke
KaTaJIOT Ha BCeX MalllMHaX, HanipuMep /home/yourname/spark.

2. Hacrpoiite moctyn no SSH 6e3 mapons ¢ Beaylueil MalldHbI Ha
BCe ocTajibHble. [Jish 3TOrO HYXKHO CO3/aTh OMHY U TY XK€ YYETHYIO
3aMUCh Ha BCeX MallIMHaX, CTeHEPUPOBATh 3aKpbITHIi Ko SSH Ha
Beylleil MalllMHe ¢ MOMOMIbIO Ssh-keygen M 106aBUTH 3TOT KJIOY
B (aitnml .ssh/authorized_keys Ha Bcex pabounx mamuHax. Eciu
npeXx/e BaM He NMPUXOJANJIOCH JeIaTh 3TOrO, MPOCTO BBIMOJHUTE
CJIeyIONIMe KOMaH/IbI:

# Ha Bemymelt MauuHe: BumonHuTe ssh-keygen ¢ napaMeTpamu no yMONuaHuo
$ ssh-keygen -t dsa
Enter file in which to save the key (/home/you/.ssh/id dsa): [ENTER]
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Enter passphrase (empty for no passphrase): [EMPTY]
Enter same passphrase again: [EMPTY]

# Ha paboumx MauwmHax:

# cxonmupyiire ~/.ssh/id dsa.pub c Benymeit MaumH Ha pabouyno, 3aTeM:
$ cat ~/.ssh/id dsa.pub >> ~/.ssh/authorized keys

$ chmod 644 ~/.ssh/authorized keys

3. Ortpenakrupyiite ailn conf/slaves Ha Bexyieit MalHe u 3aHecu-
T€e B HETO CETEBbIE MMEHA BEIOMbIX MAIIIMH.

4. Yro6bl 3aMyCTUTh KJIacTep, BbIMOJHUTE KOMaHmdy sbin/start-all.sh
Ha Beflylileil MamyHe (BaKHO BBINOJHUTD 3TY KOMaHAy UMEHHO Ha
Beaylleii MallliHe, a He Ha BeqoMoii). Ecain 3anyck npoten ycnen-
HO, Ha 3KpaHe He J0JKHO MOSIBUTHCS MPUTJIallieHe K BBOY NapoJis
Y JIOJKEH CTaTh JOCTYMHbIM BeO-uHTepdeiic aucneryepa Kiacrepa
no azapecy http://masternode:8080 co cnuckom Bcex pabouux Ma-
IIHH.

5. YTob6bl OCTAaHOBUTDH KjacTep, BbIMOJHUTE bin/stop-all.sh na Bemy-
11eii MallluHe.

Ecnu BBl mosib3yerech MHOI ONMEPANIMOHHOI CUCTEMOI, OTJIMYHON OT
UNIX, uay BaM MHTEPECHO MONpoboBaTh 3aMyCTUTh KJIacTep BPYYHYIO,
Bbl MOXKETE CHEJIaTh 3TO C MOMOIIbIO ClieHapus spark-class B moakara-
Jiore bin/ katanora yctaHoBku Spark. Ha Bexyiueit ManiuHe BbINOJHUTE
KOMaHy:

bin/spark-class org.apache.spark.deploy.master.Master
3areM Ha BeJOMbIX MallIMHAX:
bin/spark-class org.apache.spark.deploy.worker.Worker spark://masternode:7077

(rzme masternode — cereBoe MMs Beayieil MamuHbl). B Windows ncnosb-
3yiite obpatHbiit s (\) BMecTo npsimoro (/).

[To ymonyanuio aucneryep Kiactepa aBTOMAaTUYECKH BbIEJIUT NaMSTh
Y siipa MPOLECCOPOB [JIs1 Ka)a0ro paboyero y3sa u [jist caMoro ¢ppeim-
Bopka Spark. ITogpoGHoCcTH 0 HacTpoiike aucreryepa kaactepa Spark
Standalone cMoTtpuTe B oduLManbHO foKyMeHTauuu Spark.

3anycx npunoscenui

YroObl 3amyCTUTh TNPUJIOXKEHUE MO YIpPaBJIe€HUEM IUCIETYepa
Spark Standalone, mepenaiite ¢uar --master ¢ aprymenToM spark://
masternode: 7077 cueHapuio spark-submit. Hampumep:

spark-submit --master spark://masternode:7077 yourapp
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Irot agpec URL rakxe otobpaxaercst B Be6-unrepdeiice aucrnerye-
pa Standalone mo azgpecy: http://masternode:8080. O6paTuTe BHUMaHUE,
YTO UMS XOCTa (CeTeBoe UMsI) U MOPT, UCIOJIb3yeMble AJISI 3aIycKa Mpu-
JIOXEHHs], IOJKHBI B To4HOCTH 1oBTOpsATh URL, npeacrasieHHbIil B Be6-
unrepodeiice. HekoTtopbie mosb3oBaTenu MOryT 6e3yCHELIHO IMBITAThCS
ucnosas3oBatb IP-anpec BMecto uMenu xocra. {axe eciu IP-aapec coor-
BeTCTBYeT TpeGyeMOMy XOCTy, pUJIoXKeHUe He Gynet 3anyueno. Hekoro-
pble aIMUHUCTPATOPbl MOTYT HACTPOUTh Spark Ha MCHOJIb30BaHKE MOPTa
C IPYTUM HOMEPOM, OTIMYHbIM OT 7077. UTOOBI OBITH TIOJTHOCTBHIO YBEPEH-
HBIMH B IIPAaBUJIBHOCTH UMEHHU XOCTa U HOMePA NOPTA, TPOCTO CKOMUPYHTE
ux U3 Be6-uHTepdeiica U BCTaBbTE B KOMAHAHYIO CTPOKY.

TouHOo TakuM Xe croco60M MOXKHO 3aMyCTUTb Ha KJjactepe spark-shell
WJIM pyspark, mepeaas duiar --master:

spark-shell --master spark://masternode:7077
pyspark --master spark://masternode:7077

Yrobbl yOeauThCs, YTO MPUIOKEHHUE UM WHTEPAKTUBHas 000JI0YKa
3aMmyCTUIMCh, OTKpoiTe BeG-uHTepdeiic aucmeryepa kiaactepa http://
masternode:8080 u npoBepseTe: (1) MOAKIIOUUIOCH JIM Ballle ITPUJIOKEHHE
(TO ecTh MPUCYTCTBYET Jiu OHO B cnucke Running Applications ([eii-
CTBYIOILIIME MPUJIOKeHUS)) U (2) yKa3aHO JIU B CIIUCKe, YTO eMy (TpHJIO-
JKEHUIO) BbIfiejieHa naMsTh U 6osee 0 sizep.

YacTo HOpMaJbHOMY 3aINyCKy NMPUJIOKEHHUS TPENSATCTBYET ero TpeboBaHue
\y/ BBIAEJIUTD UCTIOJIHUTENAM 6oJiblie naMsaTH (C IoMolbIo ¢iara --executor-

memory cueHapust spark-submit), uem moctynHo B kjactepe. B atoM ciyyae
nucrnerdep Standalone HUKOra He 3aMyCTUT MCITIOJTHUTEEH IS IPUIIOXKE-
Hus. Yoenurecs, yTo TpebOBaHNE MPUJIOKEHUSI MOKET ObITh yI0BIETBOPEHO
KJIaCTEPOM.

Hakonen, nucneruep Standalone moanepxuBaer nBa pexuma pas-
BEPTHIBaHUS, ONpee/sIIomuX, rae Oyaer 3anyuesa nporpaMma-apaisep
NpUIoKeHusl. B kiaMeHTCKkoM pexxuMe (MCMOJb3yeTcs MO YMOJYAaHHUIO)
ZpaiiBep 3amyckaeTcsl Ha MalllMHe, I7le BbINTOJHEHA KOMaHAa spark-submit,
M JefiCTByeT KaK YacTb 3TOH KOMaHAbL JTO O3HAyaeT, YTO BBl MOXETe
HENOCPeCTBEHHO HAGJII0AaTh BBIBOJ CBOEH MPOrpaMMbI-ApaiiBepa HJIH
nepeiaBath eit BBOJ (HanpuMep, ecJId IporpaMMoii-1paitBepoM sIBJIsieTCs
UHTEPAKTUBHAs 000JI0YKA), HO /ISl 3TOTO MAIIMHA, I7le 3aAMyCKAETC s TIpPU-
JIOXXEHHeE, JOJKHA UMeTh ObICTPOE coeqMHeHHe ¢ paboYMMK MalIMHAMU
Y OCTaBaThCsI JOCTYITHOI B TEYEHHE BCETO BpeMeHU paboThl IIPUIOKEHUSL.
Hanporus, B pexxime kyactepa ipaiiBep 3anyCcKaeTcsi BHyTPU AycreTyepa
Standalone xax ee oguH npouecc Ha OAHOM U3 PaGOYMX Y3JIOB U 3aTEM
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BHOBb MOJIKJIIOYAETCS K AUCIETYEPY, YTOObI MOTPeOOBATh BHIAEIUTH HC-
nonHutesiell. B aToM pexxume komanaa spark-submit paGotaeT mo npuHIM-
Iy <3aMyCTU1 1 3a0bLI» — Bbl MOXKETE 3aKPHITh KPBILIKY CBOEr0 HOYTOYKA,
TI0Ka [IPUJIO’KEHMe BBINOJIHsIeTCs. Bl Bee elle cMOXKeTe MOJy4YUThb JOCTYI
K JKypHaJlaM NPUJIOXKEHUs1 yepe3 Beb-uHTepdeiic aucneryepa Kiaacrepa.
YTtoObl BHIMOJHUTH 3alyCK B PEKUME KJacTepa, KOMaHIe spark-submit
cnenyet nepenathb duiar --deploy-mode cluster.

Hacmpoiixa ucnoav3oeanus pecypcos

Korza knactep Spark oqrHoBpeMeHHO HCTIOIB3YeTCsT MHOXKECTBOM MPHU-
JIOKEHUI, HEOOXOMMO PEINTh, KaK JAOJKHBI PACIPENENATHCS PECYPCHI
Mexay ucrnonnurensmu. Iucnerdep Spark Standalone peanusyer npoc-
TEHIIYI0 CTPATEruio IJIAHUPOBaHMs, O0ECIEYNBAIOUIYI0 BO3MOXHOCTh
KOHKYDEHTHOIO BBITIOJIHEHUSI HECKOJbKMX TNpHJIoKeHUH. [lucneryep
Apache Mesos moanepxuBaer Gojiee AMHAMMYHOE YIPaBJIEHUE, OCY-
IIECTBJISIEMOE TIPSIMO BO BPEMs BBIIIOJIHEHUS IPUJIOXKEHHUH, a JUCTIeTYep
YARN peanusyer KOHLUEMUHIO Oo4yepeneil, C MOMOILBIO KOTOPbIX MOXXHO
JeJINTDb TIPUJIOXKEHHUST Ha TPYIIbL.

Boinenenue pecypcos B qucnerdepe Standalone perynaupyercst nBymst
HACTPOMKaMMU:

1. O6bem namsATH A UCHIOJHUTENA. JHAYEHUE [JIsl TOrO apaMeT-
pa MOXHO 3a/1aTh C NMOMOIIBIO (hiara --executor-memory cLeHapHs
spark-submit. J[Jist KaXKa0ro nMpuIoXeHust OyaeT 3anmyckarbcst He 60-
Jiee OJTHOTO IPOLIECCA UCIIOJIHUTENS Ha KaXKI0M paboyeM y3Jie, COOT-
BETCTBEHHO, JaHHbIIl TapaMeTp onpe/eJsieT, Kakoil 0ObeM MaMsITH
Ha paboueM yaiie 6yzner 3anpamuBaTh npuioxenue. [lo ymonuanuio
aTOT napametp uMmeet 3Hauenue 1 I'Gaiit, HO B 6OIBIIMHCTBE Ciyva-
€B [0J1b30BaTEJISIMU 321a€TCs1 GOIbllee 3HAYEHHE.

2. MaxkcumanbHoe obuee yucao siaep. Obuiee YuCIO sAxep B KJac-
Tepe, UCIOJIb3yeMOe BCEMH HCMOJHUTeNssMU B npuioxenuu. [lo
YMOJIYAHUIO YHCJIO siiep He OrPAaHUYMBAETCSI; TO €CTh MPUJIOXKEHHE
GyZeT MbITaTbCs 3ayCTUTh UCIIOMHUTEJIEN HA BCeX paboyumx y3nax,
JIOCTYNHbBIX B KjacTepe. OTHAKO BO MHOTOIOJIb30BATEJbCKOH cpelie
’KeJIaTeIbHO OTPAHUYMBATD allNEeTUTHI NoJib30Barteseil. Cuenatb 3To
MO2KHO € riomouiblo ¢ara --total-executor-cores cueHapus spark-
submit mau mapamerpa spark.cores.max B KOH(pUrypaunuoHHom daii-
Jne Spark.

Jli1st TpOBEPKH HACTPOEK MOXKHO 3arsiHyTh B BeO-uHTepdeiic qucner-

yepa Standalone (http://masternode:8080), rae otoOpaXkaeTcst TEKyIee
pacnpezesieHue pecypcos.
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Hakownen, nucneryep kiactepa Standalone mo ymMosnyanuio ctpeMutcs
3aMyCTUTh MAKCUMAJIbHOE YHCJIO UCTIOJTHUTENEN IJIS1 KaXKA0ro IPUJIoXKe-
Hus. Hanpumep, npexncrassre, uTo y Hac uMeetcs kuactep u3 20 y3oB
C 4-s11epPHBIMM ITPOLIECCOPAMH HA KQXKJOH MAaLIIMHe U BBINTOJIHSETCS 3aMyCK
NpUJIOXKeHUs ¢ daramu --executor-memory 1G u --total-executor-cores 8.
B pesyasrate Spark 3amycTuT BoceMb UCIIOTHUTEJIEH Ha pa3HbIX MaIIMHAX
1 kaxaoMy Buiaenut 1 6aiit O3Y. ITo KemaeTcs 1Mo yMOIYAHUIO, YTOOBI
[aTh MPUJIOKEHUIO IIAHC JOCTHYb JIOKAJIbHOCTH JAHHBIX B pacIpeeseH-
HbIX GaNJIOBbIX CUCTEMAX, JEHCTBYIOIIMX Ha TeX Ke MallMHax (Hampu-
mep, HDFS), noroMy 4To 3TH cHCTEeMbl OGBIYHO PACTIPEAESIOT JaHHbIE
o BceM y3iaM. I1pu xxenanun MoxHO notpe6oBath ot Spark cocpenoro-
YUTb UCTIOJIHUTE e HA MUHUMAaJIbHO BO3MOYKHOM 4HCJie Yy3J10B, MIPUCBOUB
3HaueHue false KOHGUrypalMOHHOMY CBOMCTBY spark.deploy.spreadOut
B (aiine conf/spark-defaults.conf. B atoMm ciyyae s JaHHOTO TPHJIO-
JKeHUs1 Oy/IeT 3aMyIIeHO TOJIBKO B UCHIOJTHUTESI, KaXKI0MY M3 KOTOPbIX
6yner BoineseHo 1 ['6aiit O3Y u yethipe simpa. [[aHHAs HACTPOIIKA OKaXeT
BJIMsIHYE Ha BCe MPUJIOKEHUS], BHIMOJIHsALIIMECS B KaacTepe Standalone,
¥ I0JKHA OBITH BBINOJIHEHA Tlepe] 3amyckoM aucnerdepa Standalone.

Buicoxasa docmynnocmo

B npoMblLIIEHHOM OKpYXXEHHH BECbMa JKeJIaTeJbHO, YTOObI KjacTep
Standalone octaBasics 1OCTyTEH [/ IPUIOKEHHIA, 1aXKe B CJIyYae BBIXOZA
U3 CTPOSI OTAEJbHBIX y3J0B. [lucneryep Spark Standalone momnepxusa-
€T MPOoJIoJIXKeHHe PaboThI 1OC/Ie OCTAHOBKH HECKOJIbKMX pabo4MXx y3JIOB.
Ha ciyuaii, ecain taxxe norpe6yercst 06eCreynTb BHICOKYIO IOCTYITHOCTD
Belylero y3sa kaacrepa, Spark moaaepxxuBaer ucnosib3oBanue Apache
ZooKeeper (pacnipenesieHHOMN CHCTEMbl KOOPAWHALIMM ) 111 CO3/IaHUSI pe-
3epBHBIX BeAyIUX y3JIOB U MEePeKII0YeHUs MeXAy HUMHU, eCIy OAMH U3
HHMX BHIXOAMT u3 cTposi. Hacrtpoiika uHterpauuun knacrepa Standalone
¢ cucteMoit ZooKeeper BbIXOAUT JajieKO 32 paMKH 3TOW KHUTH, HO OIHU-
caHa B oduuuanbHoi nokymentauuu Spark (https://spark.apache.org/
docs/latest/spark-standalone.html#high-availability).

Hadoop YARN

YARN - 3710 aucneryep kjaacrtepa, nossubLiuiica B Bepcuu Hadoop 2.0
Y TI03BOJIAIOIININ Pa3HoOOpa3HbIM (peiiMBOpKaM 06paGOTKH JaHHBIX HC-
T0J1b30BaTh pa3fie/isieMblii myJ pecypcoB. OObIYHO STOT AUCMETYED YCTa-
HaBJIMBAETCS Ha Te Xe y3Jbl, 4To U ¢aitnobas cucrema Hadoop (HDFS).
3anyck Spark nox ynpasiaenneM YARN uMmeet cBou nperMy1ectsa, NoTo-
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My uTo obecreynBaet ppeiiMBOpKy ObICTpPbIi focTyn K AaHHbIM B HDFS,
XPaHSIIMMCSI Ha TeX XK€ y3J1aX, re paboTalT UCTIOTHUTENH.

3anyctutb Spark nox ynpasnennem YARN coBceM He CI0XKHO: HY>KHO
OTIpeeUTh epEMEHHYI0 OKPYXXEHHsI, CChIAIOLIYIOCS Ha KaTajor ¢ Ha-
crpoitkamu Hadoop, a 3ateM 3anycTuTh npHIOXKEHHE C TIOMOIIBIO CLie-
Hapusi spark-submit, nepexaB eMy creunasbHo cOPMHUPOBaHHBII anpec
URL Benymero y3ia.

Ha nepBom aTane Heo6X0AMMO y3HATh MYTh K KAaTAJIOTy C HACTPOHKa-
mu Hadoop 1 coxpaHuTh ero B nepeMeHHoii okpyxeHust HADOOP_CONF DIR.
B atom katasnore HaxonsTcs daitn yarnsite.xml u npyrue koudurypamu-
onnple ¢aitnpl. O6bIYHO aTMM KaTasmoroM siBasiercs HADOOP HOME/conf,
ecan ¢peitmBopk Hadoop ycranosnen B HADOOP HOME, MM CHCTEeMHBbIIA
Karasor /etc/hadoop/conf. 3aTeM MOXHO 3alyCTUTb NPUJIOKEHUE, KAK
TMIOKa3aHO HMXKe:

export HADOOP_CONF _DIR="..."
spark-submit --master yarn yourapp

Tak ke kak npu ucnosb3oBaHuu aucrneryepa Spark Standalone,
YARN noanepxuBaer nBa peXXMMa BBINOJHEHUS B KJacTepe: KJIHUEHT-
CKHUI peXHUM, KOT[la MporpaMma-JapaiBep BBINOJHIETCS Ha MalllMHe, Te
NpOM3Be/ieH 3aMycK (HampuMmep, Ha BalleM HOYTOYKe), U KjacTepHBIN
PEXHUM, KOTZIa IpaiBep BbINMOJHsIeTCs BHYTPU KoHTeiiHepa YARN. Bri-
6op pexuMa MPOU3BOAMUTCS € moMouibio ¢duara --deploy-mode cueHapus
spark-submit.

O6aunctpymenTa Spark, uHTepakTHBHast 060J104Ka U pyspark, moaaep-
KUBAIOT paboTy nox ynpasieineM YARN; npocTo onpenenute nepeMeH-
Hyio HADOOP_CONF DIR u mepenaiiTe ¢ar --master yarn sTMM MPUJIOKEHH-
sim. VImeiite B BuLy, 4TO 062 MHCTpyMeHTa Oy T 3aMyLeHbI B KJIMEHTCKOM
PEXHMe, TaK KaK OHM OXKMIAIOT BBO/IA MTOJIb30BaTE s,

Hacmpoiixa ucnoav3oeanus pecypcos

Korna npunoxenus: Spark sanyckatorcs 8 YARN c¢ ucnosnbzoBanuem
(buKcHpoBaHHOIO YKCJIa UCTIONHUTEJIEH, KOTOPOe MOXKHO 3aJaTh ¢iarom
--num-executors cuenapus spark-submit, spark-shell u 1. 1., mo ymosua-
HUIO AUCIeTYep 3alycKaeT TOJIbKO ABYX MCIIOJHUTesIeH, IO3TOMY 4acTo
ObIBaeT HYXHO YBEJMYMTh UX YMCI0. Takke MOXHO yka3aTh 0ObeM na-
MsTH (ar --executor-memory), KOTOPbIit JOJKEH BbIAESITHCS KAKIOMY
HCIIOJIHUTEIO, U YUCJIO sifiep AJisl BceX ucnoiHuTeneit (duar --executor-
cores). O6bryHO Spark pabotaer adexTHBHEE ¢ HEGONBIIMM YUCIOM
KPYTHBIX UCTIOJHUTENEN (KOrAa KaXK[0My BbiessieTcst 6oJibLioii 06bem
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HaMSITH U HECKOJIBKO s1/1ep ), TOTOMY YTO UMEEeT BO3MOXXHOCTh ONTUMH3HU-
POBaThb B3aUMO/IENCTBUSI BHYTPU Kax10ro ucnoaHuresnsi. OaHako umeiite
B BUJLY, YTO HEKOTOPBIE KJIACTEPH! HAKJIAAbIBAIOT OrPaHNYEHHE HAa pa3Mep
ucnosnuTesis (8 ['6aiiT 110 yMoJIYaHMIO ) U He O3BOJISIIOT 3aIlycKaTth 6oJiee
KPYIHBIX UCTIOJHUTEJIEN.

WHorna ¢ uesnpio yjayylleHUs yNpaBjieHUs] PecypcaMu B KJacTepax
YARN HacTpauBaloT mjaHMpOBaHHE MPUJIOKEHUIT TOCPENCTBOM «OYepe-
neii». Bpibop nMeHu oyepei OCYIEeCTBIISIETCSI C TIOMOIIbIO (hJiara --queue.

Haxonern, nonosxnurenbuyto nHgopMaluio o Hactpoiike YARN MoxHO
HaiiT B opuuuatbHoil nokymeHtauuu Spark (http://spark.apache.org/
docs/latest/submitting-applications.html).

Apache Mesos

Apache Mesos — 3T0 yHUBepcasIbHBI AUCIIETYEDP KJIACTEPa, CIIOCOOHBII
BBINOJIHATh AHAJMTUYECKME 3a/1a4U M JIOJITOKUBYILUE CIyXObl (Harpu-
Mep, BeG-TIPUIOKEHUA WJIH XPAHWIUILA AaHHBIX B BUJE Nap KJI04/3Haye-
Hue). Yto6wl 3anyctuth Spark nox ynpasnenneMm Mesos, nepezaiite agpec
mesos;// cueHapHIo spark-submit:

spark-submit --master mesos://masternode:5050 yourapp

Kinacrepsr Mesos MOXXHO HAacCTpOUTh Ha HCIOJb30BaHUE CHCTEMBI
ZooKeeper mj1s1 BbI6Opa BeayLiero yaJa npy paboTe B PeXXUME C HECKOJIb-
KUMHU BefyIIMMU y3iaMu. B atoM ciyuae ucnosssyiite URI mesos:;//
zk://, ykasbiBaowuii Ha ciucok y3;10B ZooKeeper. Hanpumep, eciiu ume-
1oTcst Tpu y3ia ZooKeeper (nodel, node2 u node3), Ha KOTOPBIX CHUCTEMA
ZooKeeper ob6ciyskuBaet 3anpocsl Ha opTy ¢ HomepoM 2181, MoxHO uc-
noJsib3oBath cienyiomuit URI:

mesos://zk://nodel:2181/mesos,node2:2181/mesos,node3:2181/mesos

Pesxcumot naanuposanus ¢ Mesos

B otsinume ot npyrux qucneryepoB kiiactepoB, Mesos npeaJsiaraer 1Ba
peXrMa pacripefieJIeHusi peCypcoB MeXAy HMCIOJMHUTeNssMH. B pexxume
«TOHKOTO yTIpaBJIEHUSI», KOTOPBII MCIOJb3YeTCs M0 YMOJYAHUIO, YHCJIO
siiep NpOLECCOPOB, PEOCTABJIsIEMbIX UCIIOJTHUTESIM, MOXET peryJmpo-
BaTbCs qucreryepoM Mesos B Ty WM HHYIO CTODOHY IPSIMO B Ipoliec-
ce BBINIOJIHEH WS, 6y1arofiapsi YeMy UMeeTCs] BO3MOXKHOCTb IMHAMUYECKH
nepepacrpeiessiTh BBIYUCTUTETbHBIE PECYPCHI MEXIY HECKOJIBKUMMU UC-
MOJHUTEJISIMY, IEUCTBYIOIIMMH Ha OAHOW MauvHe. B pexume «rpy6o-
ro ynpasjieHusi» Spark 3apaHee BbizesisieT (PMKCUPOBAHHOE YUCJIO SIIED
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Ka)X/JOMY HCIIOJHHUTENI0 U HUKOIAAa He U3MEHSIET ero A0 3aBepLIeHMs]
NIPUJIOXKEHMS], JaXKe eCJIM B HACTOSIIIMIT MOMEHT MCIIOJTHUTENb He 3aei-
CTBOBaH B BbIYMCJIEHUSIX. BKJIIOUMTH PEXUM rpyOOro yrpaBieHUsT MOX-
HO ¢ nomolpio ¢uara --conf spark.mesos.coarse=true cueHapust spark-
submit.

PexxuM TOHKOTrO ynpaBieHMs BHIIVISIAUT NpHBJIEKaTeslbHee, KOTAa He-
CKOJIBKO IOJIb30BaTeJell HCIOMb3YIOT OAMH KJACTep AJISL BBIIOJHEHMS
MHTEPAKTUBHBIX MPUJIOXEHUH, TAKUX KaK WHTEPAKTHBHbIE OOOJNOYKH,
NOTOMY YTO Ha BpeMsl NMPOCTOS AJISI TAKUX NPUJIOXKEHWI COKpalaercs
YKCJIO UCIMOJIb3YEeMBIX Si/iep, U OHU OTAAIOTCSI B PAaCIOpPsKEeHUe NPOorpam-
MaM ApYTrux nojb3oBareseid. OQHAKO PH 3TOM YBEJIUYMBAETCS 3aJ€PHKKa
(4T0 0COOEHHO 3aMETHO Ha TAKUX MPHUJIOKEHUsX, Kak Spark Streaming),
M TIPUJIOXKEHHSIM MPUXOAMTCS JKAATh HEKOTOPOE BpPeMsi OCBOOOXKIEHHSI
siIEp MPOLECCOPa, KOTOpbIe OYAYT «OTOOPaHbI» Y NPUJIOKEHHSI TIPU BBOJIE
TN0JIb30BaTeJIeM KOMaHZbl B JPYTOM MHTEPAKTUBHOM npuyoxenuu. Cre-
AYyE€T OTMETUTH, YTO €CTb BO3MOXXHOCTb CMEIIMBATbh PEXUMBI IIJIAHUPO-
BaHUS B OOHOM KJjactepe Mesos (TO eCTb AJIsT HEKOTOPBIX MPUJIOKEHUI
napaMeTp spark.mesos.coarse MOXHO yCTaHOBUTDb B 3HaYeHHUe true, a AJIs
apyrux — B false).

Knuenmcxuii u xaacmepnoiii pexcumol

Hauwunas ¢ Bepcuu 1.2, Spark, paboras non ynpasnenueMm Mesos, nox-
JlepKMBaeT BbINOJHEHUE IPUI0XXEHUH TOJIbKO B «KJTHEHTCKOM» PeKUMe —
TO eCThb KOrJa porpaMma-zipaiiBep BBINOJIHSETCS Ha MalllMHe, I7ie 3amyc-
KaeTcsl cueHapuil spark-submit. Yto6sl 3amycTUTh NpOrpamMMy-apaiiBep
B KJIaCTEPHOM pexuMe oA ynpasjieHneM Mesos, MOXKHO BOCIIO/Ib30BaTh-
cst TakuMmu ppeiiMBopkamu, Kak Aurora u Chronos. Bbl MoXeTe HCTI0JIb30-
BaTh J11060i1 U3 HUX JIJIS 3aMyCKa ApaiiBepa CBOETO MPHJIOKEHMUSI.

Hacmpoﬁxa ucnoJjib3oeanun pecypcos

YnpaBieHue UCNOJb30BaHUEM peCYpcoB B Mesos oOCyllecTBIsieT-
Cs1 C TIOMOIIBIO NBYX ¢yiaroB cueHapusi spark-submit: --executor-memory
(ompenensier 06bEM NaMSTH, BbIAEASEMOH KaXAOMY HCIOJHUTENIO)
u --total-executorcores (ompenesnsieT MaKCMMaJbHOE YHCJO siiep Mpo-
LIECCOPA, BbIAEJSIEMBIX B CyMMe BCEM MCIIOJTHUTENSIM B NPUJIOXKEHHUH ).
Mo yMmomyanuio Spark crapaercst mepeaath KaKaoMy MUCIOJHUTENIO MaK-
CUMa&JIbHO BO3MOXHO€ YMCJIO fEP, 3allyCTUB MUHUMAJIbHO BO3MOXXHOE
YHCJIO UCTIOJIHUTEJIEH, YUTOObI BBIIEIUTD KaXKA0MY JKeJIaeMOe YUCJIO siZEp.
Ecau napamerp --total-executor-cores He 3agaH, Spark monbitaercs 3a-
NeiCTBOBATh BCe OCTYIIHbIE sI/Ipa B KJIacTepe.
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Amazon EC2

B cocraB Spark BxoauT cueHapuil mss 3amycka KjiacTepoB Ha Amazon
EC2. 91oT cueHapuii 3amyckaeT MHOXECTBO y3JIOB U 3aTeM YCTaHaB-
JIMBAaeT Ha Hux aucneryepa kiacrepa Spark Standalone, mosromy, kak
TOJIbKO KJIACTEDP 3aMyCTUTCS], €T0 MOXXHO HCII0JIb30BaTh B COOTBETCTBHU
C MHCTPYKIUHUSIMHU MCIIOJIb30BaHUs pexxuMa Standalone, yTo mpuBoAUIUCDH
B IIpeAbIAyIeM pa3zese. JlonoaHuTeabHo cueHapuit moaaepxku EC2 Ha-
CTpaMBaeT IOCTYI K CJIy>k6aM MOHMTOPUHTA KjacTepa, TakuM kak HDFES,
Tachyon u Ganglia.

ITOT cueHapuil Ha3biBaeTcst spark-ec2 M HAXOAUTCS B NOAKATaJIOTe
ec2 xaranora ycraHoBku Spark. OH TpebyeT Hanuuusi B CUCTEME BEPCUU
Python 2.6 wnu Beie. Bor Moxere 3arpysuts Spark u 3amyctuThb cueHa-
puii spark-ec2 6e3 mpeaBapUTENbHOM KOMITUJISILUU CaMOro (ppeiiMBOpKa.

Cuenapuit moanepxxku EC2 MoxeT ynpaBjsTh MHOXXECTBOM UMEHO-
BaHHBIX KIACMEPOB, UAEHTUPUUUDPYS UX C TOMOLIbIO TPYyIIN 6€30MacHOCTH
EC2. [lns xaxaoro Kjacrepa CUeHapHii co3fact rpynmny 6e30macHOCTH
C UMeHeM clustername-master (/s Bemyiero y3sa) u clustername-slaves
(anst pabouux y3yioB).

3anycx xaacmepa

Yrto6bl 3aMyCTUTh KJaacTep, HEOOXOAUMO CHayajla CO34aTh YYETHYIO
3anuch Ha Amazon Web Services (AW S) u npuobpecty uneHTuduKarop
KJII0Ya [IOCTYTa U CEKPETHBII KJII0Y A0CTyna. 3aTeM 3KCIOPTUPOBATh UX
yepe3 NlepeMeHHbIe OKPY XKEHUST:

export AWS_ACCESS KEY ID="..."
export AWS SECRET ACCESS KEY="..."

JononnutensHo co3nats napy kmoueirt EC2 SSH u 3arpysuts daitn
3aKpBITOro KJi0ua (0OBIYHO C UMEHEM keypair.pem), YTOOBI UMETb JOCTYII
K ManMHam yepe3 SSH.

Hanee BbimosHUTH KOMaHAY launch cuenapus spark-ec?, mepenaB uUMs
napsl Kiaio4eit, uMs (paitya 3akpbITOro kioya v uMs kaacrepa. Ilo ymou-
YaHUIO 3Ta KOMaH/a 3alyCTUT KJIacTep ¢ eJUHCTBEHHBIM BeAyIIUM U O~
HUM BeJJOMBIM y3JI0M, UCTIO/Ib3Ys 3K3eMIsippl EC2 ml. xlarge:

cd /path/to/spark/ec2
./spark-ec2 -k mykeypair -i mykeypair.pem launch mycluster

Bbl MOXkeTe Tak)ke HAaCTPOUTD TUITBI 3K3EMILJISIPOB, YHCJIO BEZIOMBIX y3-
JioB, pernoH EC2 u npyrue napamerpsl, epeaB UX B BUJ€e apIyMEHTOB
cueHapuio spark-ec2. Hanpumep:
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# 3anyck xnmacrTepa c 5 BemoMeMu y3namu Tinma m3.xlarge
./spark-ec2 -k mykeypair -i mykeypair.pem
-s 5 -t m3.xlarge launch mycluster

[TonHblif cNMCOK MapaMeTPOB MOXHO NMOJYYUTb KOMaHAON spark-ec2
--help. B ta6.1. 7.3 nepeuncieHsl HEKOTOPbIE U3 HanGOJIee YaCTO UCIOJIb-
3yeMbIX 1apaMeTPOB.

Tabnuya 7.3. Yacro ucnonb3ayemsie napamerpbl cyeHapus spark-ec2

MapameTp Ha3naueHnune
-k KEYPAIR MmMa ncnonb3yemon napsbl kKnioyen
-1 IDENTITY FILE ®daiin 3akpbITOro knioya (C paclmpeHnem .pem)
-5 NUM SLAVES Yucno segomelix (paboumnx) yanos
-t INSTANCE TYPE Tun ncnonb3dyemoro ak3emnnspa Amazon
-r REGION PervnoH Amazon (Hanpumep, us-west-1)
-2 ZONE 30Ha AOCTYNHOCTU (HanpuMep, us-west-1b)
--spot-price=PRICE Mcnonb3oBath CNOTOBbLIE 3K3EMNAAPLI N0 yKa3aHHON
ueHe (B ponnapax CLUA)

[Tocne 3amycka cueHapusi 06bI4HO TPeOYETCsT YTO-TO OKOJIO MSATH MU-
HYT [JI51 3aMyCKa MallluH, 3alilINTe HA 9TY MalllMHbI U HacCTpoiTe Spark.

Kypunanupoeanue 6 xnacmepe

Bel MoxeTe 3aiiTH Ha Beayuiuii y3en knactepa yepe3 SSH, ucnonb3ys
(aiin pem nns coeit napsl Kaoueil. st 60biuero yno6¢TBa clieHapuit
spark-ec2 npegocraBJisieT KOMaHAy login:

./spark-ec2 -k mykeypair -i mykeypair.pem login mycluster

Kak anbrepHaTHBa: MOXKHO ONpPeEUTh UMs XOCTa BeAyILEro y3ia Ko-
MaHI0M1

./spark-ec2 get-master mycluster

U 3aTeM BOiiTH B Hero yepe3 SSH komaHmoii ssh -1 keypair.pem root@
masternode.

Oka3aBUIMCh Ha KJacTepe, MOXXHO HCIIO/b30BaTh Spark, ycraHoB-
JieHHbId B /root/spark, mjsi 3amycka mporpamM. JTo — kiactep Spark
Standalone ¢ agpecom URL Bemymiero ysna spark://masternode:7077.
Ecay Bbl npeanouynTtaeTe 3amyckaTh MPOrpaMMbl C MOMOUIBIO ClLIEHAPUSI
spark-submit, oH y»xe 6yneT KODPEKTHO HACTPOEH MJIsl 3alyCKa BalIUX
NpUIoKeHUit Ha Kiactepe. BeG-unrtepdeiic Takoro knactepa 6yzeT mo-
CTYIEeH Mo aapecy http://masternode:8080.
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OGpaTuTe BHUMaHMeE, UTO 3aMyCKaTh 3aaHUsl CMOTYT TOJIKO IIPOrpaM-
Mbl, 3aMyIEHHbIE Ha KJIACTepe; HaCTPOWKU OpaHaMayapa He MO3BOJAIOT
BHELIHUM XOCTaM /IeJIaTh 9TO MO cooOpakeHUsAM Ge3onacHOCTH. UTOOBI
3aIyCTUTb TOTOBOE NPUJIOKEHHE Ha KJIacTepe, €ro CHayaaa Hy»HO CKOIMH-
pOBaThb KOMaHZOM SCp:

scp -1 mykeypair.pem app.jar root@masternode:~

Ocmanoexa Kaacmepa

YT0o6BI OCTAHOBUTH KJIACTED, 3AMYLIEHHBIN ClleHapUeM spark-ec2, Bbl-
MIOJTHUTE KOMaHAy

./spark-ec2 destroy mycluster

OHa 3aBepLIMT BCe 3K3eMILISIPHI, CBS3aHHBIE C KIaCTEPOM (TO eCTh BCe
SK3EMILISIPHI B IBYX IpyMnax 6e3omacHocT, mycluster-master mmycluster-
slaves).

IIpuocmanoexa u nepesanycx xnacmepa

ITomMuMo 3aBeplIeHMsT KIacTepa, CLieHapHii spark-ec2 Mo3BOJISIET MPH-
OCTAaHOBUTb 3K3eMIUISIpbl Amazon B KjlacTepe M 3aTe€M I1€PE3anyCTHUTh
ux. IIpu ocTaHOBKE 3K3EMILISAPBI 3aKPHIBAIOTCS M TEPSIIOT BCE JaHHbIE HA
«3emepHbIx» auckax (<«ephemeral» disks), koTopsle HacTpauBaioTCs
c ycranoBkoit HDFS nis spark-ec2 (cM. pasnen «XpaHuiuiie Ha OCHOBe
KJactepa» Huke). OMHAKO OCTAHOBJIEHHBIE 3K3EMILISIPbI COXPAHSIOT BCE
[aHHbIE B CBOMX KOPHEBBIX KaTasorax (To ecTb BCe (halisibl BHITPY>KEHHbIE
Tyza), 61arogaps 4eMy MOXHO OBICTPO BO30GHOBHUTH paboTy.

[IprOCTaHOBUTD KJIaCTEP MOXKHO KOMAHION

./spark-ec2 stop mycluster
A nepe3anycTuTh — KOMaHIOM
./spark-ec2 -k mykeypair -i mykeypair.pem start mycluster

(” HecMoTps Ha To 4TO clieHapuii spark-ec2 He IMeeT KOMaH/ibl, TO3BOJISIOLIEH
‘Q M3MEHUTDb Pa3Mep KJIACcTepa, 3TO BCe XK€ MOXKHO JeJ1aTh, 106aBJIsis MaILIUHBI
B rpymnny mycluster-slaves uau yaansis ux ortyaa. Y1obsl 106aBUTH HOBYIO
MallHHY, CHayasia NMPUOCTAHOBUTE KJIacTep, 3aTeM B KOHCOJIM yNpaBJieHUs
AWS 1ienkHMTE NPaBoii KHOMKOM MbILLIM Ha OAHOM U3 BEZIOMBIX Y3JIOB U BbI-
6epure nyHKT « Launch more like this» («3anyctuts ele Takoii xe»). B pe-
3yJIbTaTe B TOii ke rpynie 6e3onacHocT 6yAeT Co3/1aHa ellle OiHa MalllMHA.
3ateM ¢ noMoliblo spark-ec2 nepesanyctute kaactep. s yaaneHus: Ma-
IIMH MPOCTO 3aBepliaiiTe UX U3 KoHcod AW'S (HO MMeiiTe B BUAY, YTO 3TO
npuBezeT K yHuuToxenuio Aanubix B HDFS knacrepa).
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Xpanunuuie Ha ocHO8e Kaacmepa

Knacrepnt Spark EC2 npennaraior nBe npenycraHoBjieHHbIe ¢aiijio-
Bble cucteMbl Hadoop, KoTOpble MOXHO MCIIO/IB30BATD /IS XpAHEHUS pa-
604MX NaHHBIX, HAMPUMEP HAOOPOB NAHHBIX, B Cpelle, ObecneynBaoLIe
6oee 6bicTphlit mocTyt, yeM Amazon S3. Bor atu Bepcuu:

O «3demepHas» daitnoBas cucrema HDFS, ucnonpsyomas ade-
MepHble OUCKM Ha y3jaX. BOJBUIMHCTBO THUIOB 3K3€MILISPOB
Amazon NpenoCTaBJsSETCS CO 3HAYMTENBHBIM OOBEMOM JIOKAJIb-
HOTO TPOCTPAHCTBAa Ha «3(deMepHBbIX» AMCKAX, KOTOPOe HCYe3aeT
NpU OCTAaHOBKe 3k3emmuisipa. [laHHas ¢aiinoBas cuctema HDFS
MMeeT 3HAUNTEbHBIN 06beM paboyero MpPOCTPAHCTBA, HO aHHBIE,
XpaHsIlMecs B Hell, TEPSIIOTCS TPH OCTAHOBKeE U Nepe3aIycke Kjac-
tepa EC2. JTa Bepcus ycraHoBjieHa Ha y3jax B Karajore /root/
ephemeral-hdfs, rne Mmoxuo Halitn komanny bin/hdfs nns nocryna
K (aitiaM 1 mosiy4eHust UX CIUCKA. YBUAETb CoAepXUMoe apemep-
HOM (hailJIoBON CHCTEMBI MOXKHO TaK)Ke 4yepe3 Beb-uHTepdeiic 1o
azpecy: http://masternode:50070.

O «llocrosinHasi» Bepcuss HDFS Ha kopHeBbIX TOMax y3j0B. JTa
(haityioBast cucremMa coxpaHsieT JaHHbIE aXKe B CJIydae nepe3amnycka
KJIacTepPa, HO OOBIYHO OHA MEHbIIE M Me/JIEHHee, YeM 3cbeMepHast
Bepcust. Ee xopo11o ucnoib30Bath 1J1si XpaHEeHUsI He 04eHb O0JIbLINX
HabopOB [JaHHBIX, KOTOPbIE HE XOTEJIOCh Obl 3arpy»KaTh MHOTOKPAT-
HO. JTa BepCUs YCTAHOBJIEHA Ha y3J1aX B KaTajore /7oot/persistent-
hdfs. ¥Bunetb conepxuMoe oCcTOSTHHOM (haiiioBON CUCTEMbI MOX-
HO yepe3 BeG-unTepdeiic 1o aapecy: http://masternode:60070.

ITomuMo aTuX ABYX (alIOBbIX CHCTEM, AJIsS JOCTYNA K JAHHBIM YacToO
ucnosb3yercs Amazon S3, noctynHasi B Spark uyepes cxemy URI s3n://.
[Tonpo6HocTH cM. B pa3zene «Amazon S3» riassl 5.

Buibop AucneT4epa KnacTepa

Pa3sHble aucneTyepsl KacTepos, Moanep)xuBaeMbie ppeiiMBopkoM Spark,

NpeAJaraloT pa3jiMyHble BAapUAHThI [JIs1 Pa3BEPThIBAHUS TPUJIOKEHUH.

Ecsu BbI npucTynaere Kk CO3JaHUIO HOBOTO MPUJIOKEHHUS U CTOUTE MepeN

BbIOOPOM MOAXO/SIIETO AUCIETYEPA KJIACTEPA, Mbl DEKOMEH/IYEM CJIEMI0-
BaTh PEKOMEHAALIUSIM HIXKE:

O Haunure ¢ aucneryepa Spark Standalone. Jtor gucneryep npocr

B HAaCTPOUKe ¥ 06ecreyuBaeT MPaKTHUYECKH T€ K€ BO3MOXKHOCTH,

4TO U IPYTHE AUCTIETYEPDI, ECJIU TOBOPUTD TOJBKO O MPUIOKEHUSIX
Spark.
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Q Ecau Hapsny ¢ npuinoxenusmu Spark TpeGyeTcs 3amyckartb apy-
rue IpUJIOKeHUs Wi HeobxoaumMbl 6ojiee GoraTsie BO3MOXHOCTH
IJIAHUPOBaHUsl (HANpUMep, ouepean), monpobyiiTe KCHOIb30BATh
YARN unu Mesos. U3 Hux aucnerdyep YARN o6b1uHO npemycra-
HaBJiMBaeTcs BMecTe ¢ cuctemoit Hadoop.

QO Oano u3 npeumyuects Mesos nepen YARN u Standalone — tonkoe
yIpaBjleHHe paclipe/ieleHHeM pPecypcoB, YTO II03BOJIsIET MHTep-
AKTHBHBIM TPUJIOXKEHUSIM, TAKUM KaK WHTEPAKTUBHas 0060j104Ka
Spark, ocBO60XIaTh BBIYMCJIMTENbHBIE PECYPCHI, KOrZa OHU HE
HY>XHBL. ITO OCOGEHHO TPHUBJIEKATENbHASI OCOOEHHOCTb B OKpYXKe-
HUSX, T7le MHOXKECTBO ITOJIb30BaTeslell 3alyCcKaeT MHTePAKTHBHBIE
060JI0YKH.

QO Bo Bcex cayyasix eaTebHO 3anmyckats Spark Ha Tex e y3iax,
e ycraHosJsieHa aiinoas cucteMa HDFS, uto6e1 nobutbes 60-
Jiee GBICTPOrO AOCTYNA K XpaHuauiy. Ber Moxere BpyuHyIo ycTa-
HOBHUTD Ha 3TH Y3JIbl IUCIIETYEPHI K1acTepoB Mesos uiu Standalone
WM ucnosb3oBath auctpubytussl Hadoop, ycranasiusawouue
YARN u HDFS BuMmecre.

O HakoHer, nMeiiTe B BUY, YTO YIIpaBJeHHE KIaCTEPAMH — 3TO OYEHD
6BbICTPO pa3BUBAIOILAsCS cepa: K MOMEHTY, KOI/J[a 3Ta KHUra BbIN-
JeT U3 MeYaT, MOTYT MOSIBUTHCS HOBble BO3MOXKHOCTH B YK€ CY-
IECTBYIOLIMX AMCIeTYepax, a TaKKe HOBble JUCIeTYepH! KjacTe-
poB. MeTozbl 3amycka NpUJIOKEHUH, ONMCAHHbIE 3[1eCb, HE OYaYT
MEHSITBCsI, HO BaM 06513aTeJIbHO CJieflyeT 0OpaTUThCs K opuHab-
HOUl IOKyMeHTauunu 1151 cBoeit Bepcuu Spark (http://spark.apache.
org/docs/latest/), 4TOObI 03HAKOMUTHCA € MOCAEAHUMH BO3MOXHO-
CTSIMMU.

B 3akno4eHue

B at0ii raBe cHauasa Gblyia ONMCcaHa apXUTEKTYPa PacpeaeeHHbIX IPH-
noxenuit Spark, cocrosaumux u3 npouecca apaiiBepa U pacnpeneJeHHOro
MHOJ€eCTBA IPOLIECCOB UCTIOJHUTEIEN. 3aTeM Mbl PacCKa3au, Kak cobu-
paTh, yIaKOBLIBATH U 3aMyCKaTh npuaoxenus Spark. B 3akouenue B 06-
IIMX YepTaX OMucaau HanboJiee pacnpoCTpaHEHHBIE CPEbl BBITOJHEHUS
nnist Spark, BJOYasi BCTpoeHHBIN aucneryep kiaacrepa, YARN, Mesos,
a Tak)e paccMOTpeJIM BO3MOXXHOCTb 3amycka Spark B o6yake Amazon
EC2. B caenymoueii riaBe Mbl MOrpy3uMMcs B UCClie[oBaHKe 6oJiee CII0X-
HBIX BONPOCOB (PYHKI[MOHUPOBAHUSI U COCPENOTOUMMCS HAa HACTPOMKe
Y OTJIaJIKe IPOMBIILJIEHHBIX IPpUJIOKeHuil Spark.
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HacTpownka
N OTA3AKA Spark

B aT0i1 T1aBe paccKa3bIBaeTCsA, KaK HACTPaMBaIOTCS NMPUJIOXKEHHUS Spark,
M [aeTcsl KpaTKUH 0630p MPUEMOB HACTPOMKH M OTJIaAKH MPOMBIIILIEH-
HbIx nipunoxeHuil Spark. MpeitmBopk Spark crnpoekTHpoBaH Tak, YTO
HACTPOWKHU 110 YyMOJYAHHIO XOPOILIO MOAXOAST B GOJIBIIMHCTBE CJIyYaeB.
OnHako B HEKOTOPbIX KOHOUIYPaLMsSX MOXET IOSBUTbCS XKeJaHHe U3-
MEHMTb MX. B 3TOil r1laBe OMMCHIBAIOTCS MeXaHM3Mbl HacTpoiiku Spark
Y BBIIEJISIIOTCSI HEKOTOPble NapaMeTpbl, KOTOPbIE MOJIb30BATEISIM MOXKET
MOHa06UTbCSA OTPErYIMPOBATh MO CBOU HYXAbl. HacTpoiiku MoryT 1o-
MOYb YBEJUYUTb NMPOU3BOAUTEIBHOCTD NMPHUJIOKEHUH; BO BTOPOIi YacTu
3TOW IJIaBbl OMUCHIBAIOTCS OCHOBBI, HEOOXOAMMBIE JJISl TOHMMaHMsI UCTOY-
HHMKOB TIOBbILIEHUs TPOM3BOAUTENBHOCTH MpPUJIOKeHuit Spark, a Takxke
COOTBETCTBYIOIIME NapaMeTPbl HACTPOMKH U 11a6JI0HbI TPOEKTUPOBAHUS
[T CO3IaHUsT BBICOKOTTPOM3BOAMUTENbHBIX MPUJIOXKeHHIA. MbI Takxe pac-
CKa)XeM O TOJIb30BaTeJbCKOM MHTepdelice Spark 1 MexaHM3Max XypHa-
JIMPOBAHMsI — OHU HaBepHSIKA MPUTO/SATCS BaM Ui HACTPOUKH MPOU3BO-
JIUTENTbHOCTU U pa3peleHust mpobem.

HacTtpoiika Spark ¢ nomowbio SparkConf

Yacro nox HacTpoiikoil Spark noxpasyMeBaeTcsi u3BMeHeHHE KOHUTYpa-
LMK CPelbl BbINOJHEHUs npuioxerust Spark. OCHOBHBIM MeXaHHU3MOM
HacTpoiiku B Spark sBnsercs knacc SparkConf. Dx3emmisip SparkConf
HeoOXOIMM MPH CO3JAaHHH HOBOrO obbekTa SparkContext, Kak Moka3aHo
B npuMepax ¢ 8.1 mo 8.3.

Npumep 8.1 < HacTtpoiika npunoxeHus ¢ ucnonb3osaHnem SparkConf
B Python

# Co3matb obbekT conf
conf = new SparkConf ()
conf.set ("spark.app.name", "My Spark App")
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conf.set ("spark.master", "local([4]")
conf.set ("spark.ui.port", "36000") # llepeonpenenuTs MOPT MO YMONYAHMIO

# Cosmarb SparkContext c maHHOM KOHQMI'ypaumeit
sc = SparkContext (conf)

Mpumep 8.2 < HacTtpoika npunoxeHus ¢ ncnon3osaHnem SparkConf
B Scala

// Co3paTe ob6bekT conf

val conf = new SparkConf ()

conf.set ("spark.app.name", "My Spark App")

conf.set ("spark.master", "local[4]")

conf.set ("spark.ui.port", "36000") // NepeonpelemTs MOPT MO YMOMYAHMW

// Co3maTe SparkContext C HaHHOM KOHUIypaumeit
val sc = new SparkContext (conf)

Mpumep 8.3 < HacTpoiika npunoxeHus ¢ ncnonbaosaHmem SparkConf
8 Java

// Cospars obwexT conf

SparkConf conf = new SparkConf();

conf.set ("spark.app.name", "My Spark App");

conf.set ("spark.master", "local(4]");

conf.set ("spark.ui.port", "36000"); // llepeonpemenuTb MOPT MO YMOMYAHMIO

// Co3marb SparkContext C RaHHOM# KOHUIYpaumeit
JavaSparkContext sc = JavaSparkContext (conf);

Knacc SparkConf uMeeT oyeHb NpPOCTOE YCTPOMCTBO: 3K3IEMILISID
SparkConf cocTouT U3 map kJO4Y/3HayeHUe, NPeACTaBISIONINX [TapaMeT-
pBl KOH(UTrypaluHd, KOTOpbIe II0Jb30BaTelb MOXET IMEPeONpenesUTb.
Kaxapiit mapameTp B Spark onpenessieTcsi CTPOKOBBIM KJIIOUOM U 3HaYe-
HueM. UTo6bI BOCIIO/Ib30BaThCs 06BEKTOM SparkConf, ero cHauasa Hy>KHO
€031aTh, BHI3BaTh MeTO[ set (), 4Tob6bl 106aBUTH MapaMeTpbl KOH(Urypa-
L[1H, ¥ 3aTeM TlepelaTh 3TOT OOBEKT B BHI30B KOHCTPYKTOpa SparkContext.
ITomumo Metona set (), xkymacc SparkConf uMeet ele HECKOJIBKO BCIIOMO-
raTeJbHbIX METOJOB [JIsS1 HAaCTPOMKM YacTO MCIHOJIb3yeMbIX ITapaMeTpOB.
B Tpex npeablymux npuMepax MOXHO GbLJIO Gbl BOCIIOJIb30BATHCSI TAKXKE
MeTtoaMu setAppName () u setMaster () A uM3MeHeHMs] 3HaueHMi mapa-
MeTpOB spark.app.name U spark.master COOTBETCTBEHHO.

B aTux npumepax 3HaueHust napameTpoB B SparkConf ycTaHaBIMBaIOTCS
NPOrpaMMHO, B KOJ€e MPUJIOKEHHUs], YTO OYeHb YI0OHO, Koraa KoHGpHry-
paLuIo AJIsi JAHHOTO MPUJIOXKEHUS] TPeOYyeTCsl U3MEHSITh AMHAMUYECKH.
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Kpome Toro, Spark nossosisieT onpenensTb KOHPUIypaluio ¢ IOMOLIbIO
MHCTpyMeHTa spark-submit. Koraa mpousBoaMTCS 3amycK NPUIIOXKEHUS
C MMOMOUIBIO ClieHapust spark-submit, OH BHEAPsSIET B OKPY’>KeHMEe NapaMeT-
Pbl HACTPOMKHU MO YMOJIYAHHUIO, KOTOPbIE 3aT€M ONPENENSIOTCS U Tepemnu-
CbIBAIOTCSI BO BHOBb CO34aHHbIl 00bekT SparkConf. Baaronapst atomy
T0JIb30BATENIbLCKHUE TIPUJIOXKEHUS MOTYT IPOCTO KOHCTPYMPOBATh <IIyC-
Thle» 00beKThl SparkConf M mepemaBaTh MX HENMOCPEACTBEHHO B BbHI30B
KOHCTpYKTOpa SparkContext.

Cuenapuii spark-submit nmoamep>kuBaeT MHOXXeCTBO (hJ1aroB /st Hau-
GoJiee YacTO MCIMOJIb3YEMbIX IapaMETPOB HacTpPOWKM Spark u yHuBep-
caJbHbIN (uiar --conf, KOTOPBIA MOXKET IPUHUMATD Jit0Oble KOH(UTrypa-
1uoHHble 3HaueHus Spark. [Ipumenenne aTux $HJaaros 1EMOHCTPUPYETCS
B puMepe 8.4.

Mpumep 8.4 < OnpeneneHve NnapameTpoB HACTPOKU
C ucnonb3oBaHueM ¢naros cueHapusa spark-submit
$ bin/spark-submit \

--class com.example.MyApp \

--master local[4] \

--name "My Spark App" \

--conf spark.ui.port=36000 \

myApp. jar

spark-submit mommep>kuBaeT Tak)ke 3arpy3Ky HacTpoek u3 ¢aitia. ITo
MOJKET IIPUTOANTHCS 1JIs1 OTIpeZieIeHHsI MapaMeTpOB KOHMUTypaLy OKpY-
JKEHHUs1, OOIMX [IUIsI MHOXKECTBa moJib3oBareseit, Takux kak URL Benyuie-
ro yana. [lo ymosuanuio spark-submit uiner daiin conf/spark-defaults.
conf B Katasore Spark v bITAETCS MPOYMUTATH NAPbI KJII0Y/3HAYEHHE, Pa3-
nejieHHble TPOGEbHBIMU CUMBOJIAMU. ECTb BO3MOXXHOCTb OIPENESHUTh
MHOe MecTomoJioxeHue daiina ¢ noMoulpio dJara --properties-file, kak
NOKa3aHo B npumepe 8.5.

Mpumep 8.5 < OnpepeneHve napameTpoB HACTPOIKM
C NCcnonb3oBaHMeM KOHOUrypaumoHHoro darina
$ bin/spark-submit \

--class com.example.MyApp \

--properties-file my-config.conf \

myApp. jar

## Comepxmmoe ¢aitna my-config.conf ##
spark.master local(4]

spark.app.name "My Spark App"
spark.ui.port 36000
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- O6mbekT SparkConf, accOMMPOBAHHDIIT C AaHHBIM NIPUJIOXKEHHEM, HE MOXeET
%/ M3MEHSTbCS MNocJie Nepelayl ero B BbI30B KOHCTPYKTopa SparkContext. ITo
¥ 03nauaer, 4To BCe KOH(UTrypalHOHHBbIE peleH s 10KHBI ObITh MPHHATHI 10

co3nanus obbekta SparkContext.

WNHorna onHO M TO Xe KOH(GUTYpPalMOHHOE CBOICTBO MOXET YCTaHaB-
JIUBAThCS B pa3HbIX MecTax. HanpuMep, nosb3oBaTesb MOXET HeoCpe.-
CTBEHHO BBI3BaTb MeToJ setAppName () oGbekTa SparkConf, a Takxke mepe-
nathb ¢Jar --name cueHapuio spark-submit. B Takux ciyyasix HacTpoOHKH,
BBINIOJTHEHHBIE HENOCPEJCTBEHHO B MPOrPAMMHOM KOZe, UMEIOT BBICLIMIA
npuopuTer. [TapameTpsl, nepefaHHble ClEHAPUIO spark-submit, umerot 60-
Jlee HU3KU I IPMOPUTET, HACTPOHKH B KOH(pUrypauoHHom daitne umeor
eute 6ojiee HU3KUIT IIPUOPUTET, U, HAKOHEII, CAMBI HU3KUHA TTPUOPUTET
MMEIOT HaCTPOIKH 10 yMoryauuio. YTo6bl y3HATh, KaK1e HACTPOMKY Jeii-
CTBYIOT [UIS1 JAHHOTO NPUJIOXKEHUs], 3aTJITHUTE B CIMCOK aKTUBHBIX KOH-
(purypauuii, orobpaxkaeMblii B BeG-uHTepdeiice MPUIOKEHUS, KaK OIMU-
CBIBAETCs HIKE B 3TOI IJ1aBe.

B Tabs. 7.2 6bL1M NepeYrciieHbl HEKOTOPBIE YACTO MCIIOJIb3yeMbIe Ha-
crpoiiku. B Tabs. 8.1 npuBOAKMTCS CIUCOK elle HECKOJbKUX HACTPOEK,
KOTOpBbIEe MOTYT 3auHTepecoBaTh Bac. [IoHBINA cIMCOK HACTPOEK MOXHO
HailTH B TOKyMeHTauuu K Spark’.

[Toutu Bce HacTpoiiku Spark mepenaioTcs yepes 06bexT SparkConf, kpo-
Me OIHOTO Ba’KHOTO napaMeTpa. UToObI ONpeseIuTh KaTaJIOTH JIOKAJIbHO-
ro XpaHuwiMma JaHHbIX 1718 Spark (Tpebyercsa B knacrepax Standalone
1 Mesos), He06X0MMO 3KCIIOPTHPOBATh IEPEMEHHYIO OKPY>KeHHst SPARK
LOCAL DIRS B cueHapuu conf/spark-env.sh, koTopasi JoJKHa colepaTh
CIIMCOK KaTaJIOrOB, pa3jiejleHHbIX 3anaThiMu. [logpoGHee 0 mepeMeHHOIA
SPARK_LOCAL DIRS paccka3bIBaeTcs B pa3fie]ie « AlnapaTHoe obecrieyeHne»
HUXKe. DTOT MapaMeTp HaBEePHSIKA J0JXKEH UMETh Pa3Hble 3HAUEHHUs B pa3-
HbIX KOHGUTrypauusax Spark, 10TOMy YTO OHU MOTYT OTJIMYATHCS ISl Pa3-
HBIX XOCTOB.

IKOMNOHEeHTbl BbINOAHEHUST: 3aAaHUS, 3aAa4n
n Ctaann

[Ipex e yueM MpUCTYNATh K HACTPONKE U OTJIajiKe puoxeHuit Spark, He-
06x011MO TnoyyuTh H0s1ee ry60Koe MOHMMAHKUE BHYTPEHHEH apXUTeK-
TYpbI cucTeMbl. B npeapiaymyx riaBax Bl BUAETH <«JIOTMYECKOe» Mpes-
crasyienue Ha6opoB RDD u ux pasznenos. B npouecce Boinosnnenus: Spark

! http://spark.apache.org/docs/latest/configuration.html.
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Tabnuuya 8. 1. Yacto ncnonbayembie HacTporiku Spark

NapameTp(bl)

3HaueHue
No YMONYaHUIO

OnucaHue

spark.executor.memory
(--executor-memory)

512m

O6bemM namMaTn oNs Kaxaoro npouecca
ncnonHutTens. 3HauyeHne onpenens-
eTcsa B popmaTe CTPOK onpeaeneHns
o6bemoB namsTv B JVM (Hanpumep,
512m, 2g). Noapo6HOCTH CM. B pa3pene
«AnnapatHoe obecneuyeHne» Huxe

spark.executor.cores
(--executor-cores)
spark.cores.max
(--total-executor-cores)

(Her)

MapameTp, orpaHn4MBaloLWnn YnCcno
aaep, AOCTYNHbIX NpunoxeHuio. B knac-
Tepe YARN cBoiicTBy spark.executor.
cores NpMCBanBAETCH YNCNO SAEP ANA
KaXaoro oTAenbHO B3AITOr0 UCNONHU-
Tens. B knactepax Standalone n Mesos
3TOT NnapameTp onpeaenseT obuiee
4ncno faep, BbiAENEMbIX AN5 BCEX
MCNONHUTENEN B NPUNOXEHUN.
Noapo6HocTu cMm. B pa3aene
«AnnapaTHoe obecnevyeHne» HUXe

spark.speculation

false

3HayeHue true B 3TOM NnapameTpe
pa3peluaeT CnekynsaTUBHOE BbINOSHe-
HWe 3ajaHunin. ATo 03HavaeT, 4To Ans
3afaHui, BbINONHSAIOWMXCA CMMLWKOM
meaneHHo, 6yayT 3anyckaTbCs A0-
NONHUTENbHbIE KONWK Ha APYrvX y3nax.
C NoMoLLbIO 3TOro NnapaMmeTpa MOXHO
YCKOPWTL BLINOAHEHWE OTCTAIOLWMNX
3afaHuin B 6oNbLUNX KnacTepax

spark.storage
.blockManagerTimeout-
IntervalMs

45000

BHyTpeHHWi1 TaM-ayT, NICNONb3yeMbli
ans onpeaeneHnsa pabotocnocobHOCTH
ncnonHutenewn. [ina 3anaHuin, nepexu-
BaIOLWMX NPOAONXUTENbHBIE NAy3bl, Bbl-
3BaHHble pa6oTo MexaHn3ma c6opku
Mycopa, ycTtaHoBka 3HaveHus 100000
(100 cekyHA) nnu Bbiwe B 3TOM napa-
MeTpe MOXeT NpeaoTBpaTuTL
BbINONHEHNE HEHYXHbIX AEeNCTBUIA.

B 6yaywmx Bepcusx Spark aToT napa-
MEeTP, BO3MOXHO, 3amMeHuT 6onee 06-
w1 napamMeTp HaCTpokK Tanm-ayTa,
noaToMmy He 3abbiBaiiTe obpawaTbea

K AOKYMeHTaumm

spark.executor.
extraJavaOptions
spark.executor.
extraClassPath
spark.executor.
extralibraryPath

(nycroe)

3Tn TpM NnapamMeTpa AaloT BO3MOXHOCTb
HacTpaveaTb NoBeAeHWE MexaHn3Ma
3anycka ucnonuutenei 8 JVM. Tpu
dnara no6aBNRIOT AONONHUTENBHBIE
napameTpbl Java, 3neMeHTbl NyTU Nouc-
Ka knaccos (classpath) n anemeHTbl NyTn
noucka 6ubnmotek JVM.
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Tabnuua 8. 1 (o0koH4YaHne)

MapameTp(bl)

3HaueHue
no YMON4aHuIo

OnucaHue

3Tn napamMeTpbl AONXHbI Onpe-
AENSATLCA Kak CTPOKOBbIE 3HaYe-

HUA (HanpuMmep, spark.executor.
extraJavaOptions="-XX:+PrintGCDetails-
XX:+PrintGCTimeStamps"). O6paTute
BHUMaHMWe, 4TO, HECMOTPS Ha Hanuune
BO3MOXHOCTU BPYYHYIO U3MEHATL
classpath ucnonnutens, ans nobasne-
HUS 3aBUCUMOCTEN peKkoMeHayeTCs
ucnonb3osartb dnar --jars cueHapus
spark-submit (kOTOpPbIN HE CNoNb3yeT
3TUX NapameTpos)

spark.serializer

org.apache.spark
.serializer
.JavaSerializer

Knacc, ucnonesyemsii ans cepuanu-
3auun o6bekToB Nepen nepepayeit ux
no ceTu unu nepep, kawmposaxuem. Mo
ymonyaHuio ans ecex Java-o6bekTos,
peanunayowmx uHtepdeic Serializable,
ncnonb3yeTtca Java Serialization, HO OH
AencrTeyeT CANLWKOM MeA/IEHHO, NO3TO-
MY Mbl PEKOMEHAYEM UCMONb30BaThb 0rg.
apache.spark.serializer.KryoSerializer

1 HacTpausaTtb cepuanusaumio Kryo
sceraa, korga Heobxoamma Bbicokas
npovssoauTenbHoCTb. MoxeT BbiTb
no6bIM NoaxNaccoMm knacca org.apache.
spark.Serializer

spark. [X].port

(cnyyaitHoe)

Mo3sonseT onpenenste HOMepa Nop-
TOB, UCNONb3YEMbIX AENCTBYIOLLMMN
npunoxeHuamu Spark. Moxet npuro-
AUTbCA B KNacTepax, rae AOCTyn K ceTu
3awmuieH cuctemMoin 6esonacHocTu.
BoamoxHble 3HaveHus ans X: driver,
fileserver, broadcast, replClassServer,
blockManager u executor

spark.eventLog.enabled

false

3HaueHue true paspelsaeT XypHanupo-
BaHue cobbiTuiA, 4TO NO3BONSAET yBUAELTL
(c nomoLwwbio cepsepa XpoHONOruu),
Kakuve 3anaHuns Spark 6binv Boinon-
HeHbl. 3a noapobHOCTAMK O cepBepe
xpoHonorun Spark obpauiantecb

K opnumanbHOM AOKyMEHTauum

spark.eventLog.dir

file:///tmp/
sparkevents

MyTb K XxpaHUNULLY XypHANoB cobbITuiA,
€CNn XypHanupoBsaHue paspeLueHo.
Yka3aHHOe MeCcTononoxeHue f0nkKHO
HaxoAuTbLCA B 06wenocTynHon daino-
BOW cucteme, Takoi kak HDFS
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TPAaHCJIUPYET JIOTHYECKOE NpeCTaBieHre B (PU3MUYECKHUI MJIaH BBIMOJIHE-
HMS IIyTEM CJAUSHUS OTAEJbHBIX onepaluii B 3anauu (tasks). ITonpobroe
06CyXIeHHe KaXI0ro acreKTa BbINOJHEeHUs Spark BBHIXOOWT Jajieko 3a
PaMKH 3TOi KHUTH, HO NPeJICTABJIEHME O BHINOJIHSIEMbIX IIAraX U UCIOJIb-
3yeMOil TEPMUHOJIOTMH COBEPIIEHHO HEOGXOAMMO /ISl HACTPOUKHU U OT-
JIaJIKV 3aJaHU .

Ins nemoHcTpauuu (pa3 BbIMOJHEHUs Spark Mbl co3mamuM IpHIIO-
XKeHMe U Ha ero npuMepe NMOCMOTPUM, KaK I0JIb30BATEIbCKHI KOA mpe-
obpa3yeTcsi B HU3KOYPOBHEBBIN ILJIaH BBINOJHEHUs1. PaccMarpuBaeMoe
NPUJIOXKEHUE TPEACTABIIsIET COOOM MPOCTOMN aHAIN3 )KYPHAJIOB B MHTEPAK-
THBHOMI 06osouke Spark. B kauecTBe UCXOOHBIX JAHHBIX GyNET MCIOJb-
30BaTbCA TEKCTOBBIM (aill ¢ COOOLEHNAMH Pa3HOU CTENEHH BaXXHOCTH,
nepeMeXXalolMMHUCS IyCThIMU cTpokamu (rpumep 8.6).

Mpumep 8.6 < input.txt — pann c ucxoaHbIMM AaHHBIMWU

## input.txt #4

INFO This is a message with content
INFO This is some other content
(mycrasa cTpoka)

INFO Here are more messages

WARN This is a warning

(mycrasa cTpoka)

ERROR Something bad happened

WARN More details on the bad thing
INFO back to normal messages

HaM Hy»HO OTKpBITb 3TOT (haiisl B UHTEPAKTUBHOM o6GoJsouke Spark
U TI0CYMUTATD YUCJIO COOOIEHNH C KaXKAbIM ypOoBHEM BaxkHOCTH. CHayasa
Co371aIMM HeCKOJIbKO HabopoB RDD, koTopble MOMOTYT HaM OTBETUTH Ha
atort Bomnpoc (npumep 8.7).

Mpumep 8.7 < O6paboTka TEKCTOBbLIX AAHHbIX B UHTEPAKTUBHOM
obonouke Scala Spark

// TpountaThb Qaitn
scala> val input = sc.textFile("input.txt")
// Pa3buTb Ha CNOBAa M YHANMTh MyCTHE CTPOKU
scala> val tokenized = input.

| map(line => line.split(" ")).

| filter (words => words.size > 0)
// W3Bneyb nepBoe CJOBO M3 KaxmOi# CTPOKM (ypOBEHb BAaXHOCTH)
// v yBemMuuThH COOTBETCTBYOUWMIA CUETUMK
scala> val counts = tokenized.

| map(words => (words(0), 1)).

| reduceByKey{ (a, b) => a + b }
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[anHas mociemoBaTebHOCTh KoMaHA co3maetT Ha6op RDD counts
C YHCJIOM 3amMcelt /s Kaxaoii crenenu BaxkHocTH. ITociie BeImoIHeHUS
3TUX KOMaH[ B MHTEPAaKTUBHOI 000JIOYKE MpPOrpamMMa He BBIIOJHSIET
HHUKaKUX AeHcTBUI. BMecTo 3TOro oHa HesIBHO onpezessieT OpUeHTHPO-
BaHHbIN auukauyeckuit rpad (Directed Acyclic Graph, DAG) o6bek-
toB RDD, KoTOpblie OyAyT UCMOIb30BATHCS B MOCHEAYIOUIMNX AEHCTBUAX.
Kasxzpiit Habop RDD xpaHuT ykasaTteb Ha OMHOro Uiy 6oJiee poaquTesie,
a TaK)Xe MeTaZlaHHble O B3aMMOOTHOIIeHusiXx ¢ HuMu. Hanpumep, koraa
BBITIOJIHSIETCS MHCTPYKUUsA val b= a.map(), B Habope RDD b coxpausiercs
CCBLJIKA HA POAMTENbCKUI Habop a. Takue cchuiku (YKa3aTesn) MO3BOJIS-
10T HabopaM OIpesesATh BCEX CBOUX MPENKOB.

Ilnst BeIBOZA Mepapxuii npourcxoxaeHust Habopos RDD B Spark ume-
eTcsi MeToZ toDebugString (). B npumepe 8.8 paccmarpuBaoTcst nepapxuu
IIPOMCXOX/IEHHSI Tapbl HA6OPOB, CO3IaHHBIX B MPEAbIAYIEM IIPUMEDE.

Mpumep 8.8 < Busyanusaums nepapxum nponcxoxaeHus Habopos RDD
C nomoLwio toDebugString() B Scala
scala> input.toDebugString
res85: String =
(2) input.text MappedRDD([292] at textFile at <console>:13
| input.text HadoopRDD([291] at textFile at <console>:13

scala> counts.toDebugString
res84: String =
(2) ShuffledRDD[296]) at reduceByKey at <console>:17
+-(2) MappedRDD[295] at map at <console>:17
| FilteredRDD[294] at filter at <console>:15
| MappedRDD(293] at map at <console>:15
| input.text MappedRDD[292] at textFile at <console>:13
| input.text HadoopRDD[291] at textFile at <console>:13

[lepBoiit BBI30B toDebugString() BBIBEN comepxumoe HabGopa input.
Itot Habop 6bLI co31aH BbI30BOM SC. textFile (). [lonyuyenHslii pesysbsrat
TI03BOJISIET NOHSATB, YTO JesIaeT sc.textFile (), Tak Kak MOKa3bIBaeT, Kakue
Habops! Ob1H co3nanbl dyHKIMeH textFile (). Kak Buaute, oHa co3nana
HadoopRDD 1 3aTeM NMpUMEHUJIA K HEMY Npeobpa3oBaHue Map, YTOOBI MOJTy-
4nTh BO3BpalaeMsiii Habop. Mepapxus npoucxoxaeHust Habopa counts
BBITJISITUT CJIOXKHEE, ITOT HaGOp UMEET HECKOJIBKO TPEAKOB, TOTOMY 4TO
K MCXOIHOMY Habopy 6bUIO IPUMEHEHO HECKOJIBKO OTEpalMid, TAKUX KaK
otobpaxkeHue, GUIBTPALUs U CBePTKa. Vlepapxusi MPOMCXOXKIEHUS Counts
n3obpaxkeHa Takxe Ha puc. 8.1 ciieBa.

ITepen BbInONTHEHMEM [EACTBUI 3TH HAGOPHI XPAHSAT TOJIbKO METaaH-
HblE, HA OCHOBE KOTOPBIX MO3[HEE MOXHO Oy[eT BbIYMCIUTD UX COMIEP-
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xumoe. UToObl 3aMyCTUTh BBIYMC/IEHUs, HYXKHO NMPUMEHUTH AEHCTBHE
K Habopy counts, HaNpUMep BO3BPAILAIOLIEe €r0 COAEP)KMUMOE, TAKOE KaK
BBI30B MeToza collect () B gpaiiBepe, kak moka3aHo B mpumepe 8.9.

Mpumep 8.9 < U3BneueHue copgepxxummoro Habopa

scala> counts.collect()
res86: Array[(String, Int)] = Array((ERROR,1), (INFO,4), (WARN,2))

Jlnst BBINMOJIHEHUST 3TOTO AeHCTBUS TIaHUPOBIIUK Spark co3nact ¢u-
3MYECKUH NJIaH BHIYMCJIEHUH, HeOOXOAMMBIX [IJISI BHIIOJIHEHUSI A€CTBUSI.
B nanHom ciyuae Bbi3biBaeTcs aeiictTBue collect (), AJist BHIMOJHEHUS KO-
Toporo Spark 10/keH MaTepraan30BaTh BCe pa3ziesibl Habopa U nepenath
ux nporpamme-zapaisepy. Ilnannposuuk Spark Haunnaer paboty c no-
cenHero Habopa B Mepapxuu (B JAHHOM cJiy4ae ¢ Habopa counts) u ABH-
XKeTcs1 B 0OOpaTHOM HarnpaBJieHUH, OTIpeieisisl, KaKue ele Habopbl [OJKHBI
6bITh BbIuMC/IeHbl. OH MEPEXOAUT K POAUTEI0 Habopa counts, 3aTeM K po-
[WUTEJIIO €r0 POAMTEIS U T. 1., IOKa He OyIeT COCTaBJieH IJIaH BHIYMCIIEHHUS
Bcex HeoGxoaumbix Habopos RDD. B npocreiituem ciyyae nmiaHMpOBIIMK
ornpe/ieJisieT CTaAMIO BbIuMCIenmit 1s kaxxporo RDD B rpade, rae kaxxaas
CTajusi AEJUTCS Ha 3a4a4u /sl BCEX Pa3/iesioB B 3TOM Habope. 3aTeM 3TH
CTa/IuY BBITIOJHAIOTCSA B 06paTHOM MOPS/IKE /1J1s1 BLIYMCIEHUS TpebyeMoro
Habopa.

B 6oJiee C10KHBIX CITy4asix MHOKECTBO CTa[IMil MHOT/IA HE COOTBETCTBY-
et B TouHocTu rpa¢dy RDD. Takoe BO3MOXXHO, KOTAA IJIAHUPOBIIMK BbI-
TNOJIHSIET KoHBetiephyto obpabomxky (pipelining) nin cBepTKY HECKOJBKUX
HabopoB BHYTpU ofiHOM cTanuu. KonseilepHasi 06paGoTKa BbINOJIHAETCS,
Korzia HaGOPbl MOTYT BBIUMCJISITCS U3 UX MPEIKOB (€3 IepeMelleH st JaH-
HbIX. B BbiBOZE Mepapxuu npoucxoxaeHus (B npumepe 8.8) oTcTymaMu
[OKa3aHo, I1le BHINOJHAETCA KoHBeilepHas o6paboTka. Habopsl, n3obpa-
JKEHHbIE HAa OHOM YPOBHE CO CBOMMH IpPEAKAMHU, BHIUUCISIOTCS TaKUM
KOHBeilepHbIM crioco6oM. Hanpumep, B epapxuu npoucxoxaenns Ha6o-
pa counts, fake MPU HAJMYUH GOJIBLIOrO YUCJIA POAUTEIBCKUX HAGOPOB
RDD, umMetoTcs Bcero 1Ba ypoBHsl. ITO YKa3bIBaeT HA HAJIMUHE BCETO IBYX
CTaauil BbIYMCIEHUH B IaHe. B naHHOM ciyyae KoHBeitepHas o6paboTka
BKJIIOYA€ET B cebs1 HECKOJIBKO I10CJIe0BATEIbHBIX Ollepalnii 0TOOpaKeHus:
¥ ¢dunbTpaunu. Crnpasa Ha puc. 8.1 NokasaHbl ABe CTAAUHU BINOJTHEHUS,
HeoOXOoAMMBIE /IS MoJydeHuss Habopa counts.

Ecnu otkpbiTh BeG-uHTEpdEiic NPUIOKEHUS, MOXHO YOEIUThCs, YTO
neicteue collect() meCTBUTENBHO BBINOJIHSETCS B IBE CTaauu. Beb-
uHTepdelic nocTyneH no aapecy http://localhost:4040, ecy BBINOJHUTD
3TOT IpUMeEp Ha JIOKaJbHOH MaiuuHe. [TogpobHee 0 BebO-uHTEpdeElice Mbl
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Puc. 8.1 < lNpeob6pa3oBaHnsa Ha6opa RDD,
cobpaHHble B ABe cTaanun

Gy eM rOBOPUTD HUXKE, HO YK€ Ceifyac Bbl MOYKETE UCTIOJIb30BATh €TI0, YTOObI
BU/IETb, KAKHE CTA[UHU BBIMIOJIHSJINCD B X0[€e paboThl JaHHOH IIPOrPaMMBI.

B nonosHeHue Kk KOHBelepHO 06pabOTKe BHYTPEHHMIA TJIaHUPOBILUK
Spark moxeT ykopaunsats rpad npoucxoxaenuss RDD, eciiu Tpebyembiii
Ha6op y>xe ObLT COXpaHEH B IaMATH KJlacTepa WM Ha aucke. B Takux ciy-
yasx Spark MoXeT HCTI0JIb30BaTh IPUEM «BBIYMCJIEHUH MO KOPOTKO CXe-
Me» M Cpa3y NPHUCTYNaTh K BHIYMCIIEHUIO CJIEAYIONIEro Habopa Ha OCHOBE
coxpaHeHHoro. Bropoii ciyyaii, koraa MoxeT IPOM30MTH YKOpauMBaHKe
rpaca, — koraa Habop RDD 6611 MaTepHain30BaH B PE3yJIbTATE IPEAbIY-
KX ONeEPaLHii, JaXe eCJIU OH He GbLI IBHO COXPaHeH BLI30BOM persist ().
ITO — BHYTPEHHSS ONTHMU3AL1sA, OCHOBaHHast Ha ToM ¢akte, uto Spark
COXPaHsIET IPOMEXYTOUHBIE PE3YJILTAThI Ha IMCKE U UCIIOIb3YeT ero, YTo-
6b1 M36€XaTh MHOTOKPATHOTO BblYMcIeHUs ¢parmMeHToB rpacda RDD.

Yro6bl oumyTUTh 3(pGhEeKT KIMUPOBaHUs, JaBaiiTe COXpaHMM Habop
counts M MOCMOTPUM, Kak GyleT yKOpoudeH rpad BBINOJHEHHUS [Jis IMO-
cnenyoumx aeiicreuii (npumep 8.10). Eciu Teneps 3arsisiHyTh B Beb-
uHTepdeiic, MOXXHO YBUIETh, YTO KIIIHPOBAHNE YMEHBUIMJIO YHCJIO CTa-
Iuit, Heo6XOMUMBIX 1S Gy Ay KX BeiuncaeHuH. [lo6aBieHre HECKOIbKUX
BBI30BOB collect () mpuBesiO K CO3JJaHUIO €IMHCTBEHHON CTaAUX BBINOJI-
HEHUSI.
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Mpumep 8.10 < BbluncneHue kawmpoBaHHoro Habopa RDD

// KaumposaTs RDD

scala> counts.cache()

// Korma 3T0 HeMCTBME BCTPETMNIOCH B NEpBHI pa3, OHO ORUIO

// BHMONHEHO B IBE CTamuu

scala> counts.collect()

res87: Array[(String, Int)] = Array((ERROR,1), (INFO,4), (WARN,2),
(##,1), ((empty,2))

// Tocnenyoume BH30BH OEUCTBMA BHIMOJHANTCA B OOHY CTamMo

scala> counts.collect()

res88: Array[(String, Int)] = Array((ERROR,1), (INFO,4), (WARN,2),
(##,1), ((empty,2))

MHoxecTBo cTagui, NpOM3BEIEHHBIX 151 KOHKPETHOIO NeNCTBUS, Ha-
3bIBalOT 3adanuenm (job). B kaxnom ciydae, Koraa BhI3bIBaeTCs A€iCTBHE,
TakKoe Kak count (), cosgaercsi 3aaHue, COCTosLIee U3 OAHOU uau Gosee
cTagui.

Kax Tonbko rpad cranuit 6yaer onpeneneH, co3nanTcs 3agadu (tasks)
Y IIepeaaloTCsl BHYTPEHHEMY IIaHMPOBLIMKY. CTaauu B GU3UYECKOM IJIa-
He BBINIOJIHEHUSI MOTYT 3aBHCETb IPYT OT pyra B 3aBUCUMOCTH OT Hepap-
xuu npoucxoxzaeHust Habopa RDD, noaTomMy 0oHU BBINOJIHSIIOTCS B OIpe-
neneHHOM mopsiake. HanmpuMep, craausi, KOTopasi NpOM3BOAUT JaHHbIE,
JIOJDKHA BBIMOJIHATHCS Nepell CTaAUsIMHU, UCMOJIb3YIOIIMMHU 3TH JJaHHBIE.

@Dusunyeckas CTaausi 3ayCKaeT 3a/1auM, KaX/1asi U3 KOTOPBIX BbITIOJIHSI-
€T OJIHU U T€ K€ OTepalliy, HO C pa3HbIMM pa3zieiaMu Habopa naHHbIX. Bee
3a/1auM COCTOAT U3 OJJHOM U TOH XK€ IMOCJIeJOBATEJbHOCTH ILIATOB!

1. Iosy4yuTs MCXOQHbBIE AaHHbIE U3 XPAHUJIMILA AaHHBIX (ec/u Habop
RDD saBaserca ucxogHbiM Habopom RDD), M3 cylecTByIomero
Habopa RDD (ecau cragus omupaercsi Ha MCMOJb30BaHUE KILIM-
POBAHHBIX JAHHBIX) UJIM U3 MPOMEXYTOUHBIX PE3YJILTATOB, IPOU3-
BeJIEHHBIX JIPYTOii CTagueH.

2. BpimosHUTH Onepauuy, HeoOXOAMMble JIsSi BbIYMCJIEHUS Habopa.
Hanpuwmep, npumenuts pynkuuio filter () nau map() K MCXOQHBIM
JaHHBIM WJIM TIPOUM3BECTH TPYNIMUPOBKY JUOO CBEPTKY.

3. CoxpaHUTb pe3yJbTaT BO BHEIIHEM XPAHUJIUILE UM BEPHYTD Apaii-
Bepy (ecJi1 3TO pe3yJIbTat AeCTBUsI, TAKOro Kak count () ).

Bo/IbIIMHCTBO CPEACTB XypHAIMPOBaHUs M TPACCUPOBKHU B Spark ome-
PUPYIOT CTagusIMH, 33Ja4yaMU U MPOMEXYTOYHbIMM JaHHbIMU. [loHMMa-
HHe mpoliecca npeoOpa3oBaHUs MOJb30BATEIbCKOTO KOMa B KOMIIOHEHTHI
(hr3HyecKOoro BHINOJHEHUS JAETCsI OYEHb HEMIPOCTO, HO 3TO 3HAHHE IOMO-
JKET BaM B HACTPOITKe U OTJIaZIKe MPUIOXKEHUIA.
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WUrak, npouecc BoinoiHeHust Spark BKIIoYaeT cjieayrouye aTambl:

1. TlonbaoBatennckuii kox onpeaensier DAG (opHeHTHPOBaHHBII
auukandeckuit rpagd) Ha6opos RDD. Onepauuu Hag HaGopa-
mu RDD cosnaioT HoBble Habopel RDD, koTopbie nmeroT o6par-
HbI€ CCBIJIIKM Ha CBOUX POAMTEJIEN, B pe3ybTaTe Yero obpasyercs
rpad.

2. [MeiicTBua BoiHY>KAal0T Spark npeoOpasosars DAG B miaH BbI-
noaHenus. Koraa k Habopy RDD npumeHsieTcst aeiicTBUE, 3TOT Ha-
60p 06s13aTENIBHO 10JXKEH ObITh BhrurceH. Ho aist aToro Heob6xomu-
MO TaKXe BIYUCIUTb poauTesibckue Habopsl RDD. ITnaHuposuiuk
Spar cosnaet 3adanue N5 BBIYUCJIEHUS BCeX HEOOXOAUMBIX HAG0POB
RDD. 3to 3amaHue aenuTcs Ha OAHY WM Oojiee cmaduii, KOTOpbIE
BBITNOJIHSIIOTCS TapaJUle/IbHbIMU BOJIHAMM, COCTOSIIUMHU U3 3aday.
Kaxnas cranust cooTBeTCTBYeT ogHOMy uiu Gosee Habopam RDD
B rpade DAG. OnHa cTagust MOXeT COOTBETCTBOBATb HECKOJIBKUM
Ha6opam RDD u3-3a xoHBeilepHOi 06paboTKH.

3. 3amauM MIAHUPYIOTCS M BBINOJHSIOTCA B Kiacrepe. CTaauu BbI-
TIOJTHSIIOTCS B OTIpe/leJIEHHOM IOPsIIKe, 3aIyCKasi OTAEJIbHbIE 331a4U
s BeiuucyaeHus: cermeHToB RDD. Kak Tosibko 3aBepuiaercs mo-
CJIe[IHSISI CTAAMs B 33[IaHUH, 3aBEPLIAeTCs U IeiicTBHe.

B KOHKpPETHOM NPUJIOKEHUU BCS 3Ta MOCJIEA0BATENBHOCTD IIATOB MO-

JKET BBIMOJHATHCS HEOJHOKPATHO U MTOCJIEIOBATE/IBHO, 10 MEPE CO3/[aHUsT
HOBbIX HaGopos RDD.

Mounck nHpopmaunn

OpeiimBopk Spark noapobHo huKcUpyeT MOPSALOK BBHINOJHEHUS U Xa-
pPaKkTepPUCTUKH NPOM3BOAUTEIBHOCTH NpUJIoxkeHHs. Besa ata undopma-
1Mst JOCTYIHA MOJIb30BATEISIM B IBYX MecTax: B Be6-unTepdeiice Spark
u B daiiyax XKypHaJOB, IPOM3BOAMMBIX MpolleccaMy JpaiiBepa M UCIOJI-
HuTesei.

Be6-untepdeiic Spark

[TepBoii OCTaHOBKOI1 HAa MyTH UCCIEAOBAaHUS NMOBEJEHUS] U IPOU3BOIM-
TeJbHOCTU npusioxxeHus: Spark siisiercst BeG-untepdeiic. OH goctyneH
Ha MallliHe, rJie BHINOJIHsIeTCs ApaiiBep, Ha nopTy ¢ HoMepoM 4040, mo
ymosryanuio. Ho umeiite B BuAy, YTO B clIyyae Koraa JpaiiBep NpHUJIOXe-
Hus BhinosHsetcs: B knactepe YARN, noctyn k BeG-untepdeiicy ocy-
1lecTBsieTcs yepe3 nqucneryepa pecypcoB YARN ResourceManager, ko-
TOPBIH NepeHanpasJiseT 3alPOCh! HeMOCPeACTBEHHO ApaiiBepy.
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Be6-unrepgeiic Spark cocTOUT U3 HECKOJIBKUX CTPaHUIL, TOYHBIH (op-
MaT KOTOPBIX 3aBUCHUT OT Bepcuu Spark. Tax, B Bepcumn Spark 1.2 Be6-
uHTepdeiic BKIIOYAET YETBIPE Pas/iesia, KOTOPBIE OMUCHIBAIOTCSA HUXKE.

3adanus: x00 6bINONHEHUA U XAPAKMEPUCMUKU
npouseoodumenvnocmu cmaouii, 3adax u m. o.

Crpanuua jobs, n3obpaxeHHas Ha puc. 8.2, COAEPXKUT NMOAPOOHYIO HH-
¢dbopmanmio 06 aKTUBHBIX ¥ HEABHO 3aBEPLIMBLIMXCA 3agaHusax Spark.
31ech COAEPKUTCS O4YeHb lleHHass WH(OPMAlUs O XO[€ BbIMOJHEHHUS
3aaHui, ctaguii u 3agay. 1 Kaxaoil CTaaguyd NPUBOAUTCS HECKOJbKO
XapaKTEPUCTHK, KOTOPble IIOMOTYT JIy4llle MOHATh, KaK MPOTEKaeT BbI-
MOJIHEHHE.

™ Crpanuua jobs 6biia 106aBeHa ToJabKO B Bepcuu Spark 1.2, moatomy B 60-

-  JIee PAHHUX BepCHsX Spark oHa HemocTynHa.
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Puc. 8.2 < MmasHana cTpaHuua Be6-nHTepdeiica NnpunoxeHns
CO CNUCKOM 3aaaHui
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OG6BIYHO 3Ta CTPAaHMIA UCHOJB3YETCS IJIs MOJaydeHUs: uHbopMmaun
O NPOU3BOAUTENBHOCTH 3afaHui. [[J1s1 Hayaja XOpOLIO MOCMOTPETD, Ka-
KHe CTAaAUM COCTABJSIOT 3aJaHHE M MMEIOTCS JIM CPEAU HUX OCOOEHHO
MeJl/IeHHble WJIM 3HAaYMTEJbHO MEHSIOLIMe CBOIO IPOU3BOAUTENBHOCTD
MpY MHOTOKPATHOM BBITIOJIHEHUM OJJHOTO M TOTO e 3ananusi. OGHapyxXuB
TaKYI0 MEIUIMTEJbHYIO CTAINIO, MOXKHO LIEJIKHYTh Ha HEH, YTOOB! YBUIETD,
KaKO MPOrpaMMHBIN KOJI CBSI3aH C HEH.

[Tocne cyxenust kpyra npobIeMHBIX CTAAMNA MOXHO MEPEATH Ha CTpa-
HUILy BBIOpaHHOIA cTaquu stage (cM. puc. 8.3), YTOObI ONBITATHCS BBIBUTD
npo6JieMbl, 06yCIOBIMBAIONIME HU3KYIO MPOU3BOAMTENBHOCTD. B cucre-
Max napasuiesibHoit 06paGOTKH TaHHBIX, TAKUX Kak Spark, 4acTo BO3HUKaeT
npobJieMa, Korzia He6OJIbILOe YUCIIO 33124 TPATUT HAMHOTO GOJIbIle BpeMe-
HM Ha BBIITOJIHEHUe, 4eM apyrue. CTpaHuUlLa Stage MOXeT IIOMOYb BbISIBUTD
nof06HbIe TPO6IEMBI Ty TEM CONOCTABJIEHHS XaPAKTEPUCTHK BBITIOJHEHHUS
3anay. [[ns Havama cpaBHUTE BpeMsl BBINOJTHEHUS 3a/1a4 — KakKue 3aa4yu
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Puc. 8.3 < CrtpaHuua seb-uHtepdeinca npunoxeHus
¢ noapobHon nHdpopmauueir o ctaonn
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BBINOJIHSIIOTCSL OJIbllle APYTUX? BbISBUB Takue 3aaud, MOXHO MOMTH
Jasbllle U TIOCMOTPETD, YTO 3aCTABJISIET 3a/1a4i ObITh TAKUMH MEJINTEb-
HbIMU. MoXeT 6bITh, 3TH 3a1a4M YMTAIOT U 3AMUCHIBAIOT 60JIbLINE OGBEMBI
naHHbIX? V11 OHU BBIMOJIHSIIOTCS HA OY€Hb MeIJIEHHBIX y3/1ax? OTBETbI Ha
3TH BOMPOCHI OY€Hb TIOMOTYT BaM B OTJIaJIKe 3a/IaHUS.

IToMKrMO BBISIBJIEHUS MeIJIUTEJbHbIX 3a4a4, HEJIMITHUM 6yz[eT y3HarThb,
CKOJIbKO BPEMEHM TPATAT 3a/lauyd Ha KaXKIOM 3Tarne CBOEro >KM3HEHHOrO
L[MKJIA: YTEHUE, BBIYUCJIEHUE U 3anuch. Ecy 3a1aua TpaTUT Majio BpeMeHH
Ha UTeHHUE,/3aMNUCh JAHHBIX, HO BBINOIHSETCS CIUILKOM JI0JITO, 3TO MOXET
ObITh 06YCIIOBJIEHO HEONITUMAJIbHOM PaboTOl MPOrpaMMHOTO Koja (Ipu-
Mep ONTUMHU3AL1H KOla MOXHO HaliTH B pa3aesie «PaboTa ¢ pas3aenamu o
OTZAEeJIbHOCTH» B IiaBe 6). HekoTopsle 3aaun MOryT TPaTUTh NMOYTH BCE
CBO€ BpeMsI Ha UTEHUE AHHBIX U3 BHEIIHUX UCTOYHUKOB, U B 3TOM CJIyYae
ONTUMH3ALMA KOJa HE AaCT OIIYTUMBIX PE€3yJJbTAaTOB, IOTOMY YTO Y3KUM
MECTOM SIBJISIETCS BBOZ NaHHBIX.

Xpanunuwe: unpopmayus o coxpanennvix naéopax RDD

CrpaHnuua storage comepXuT WHGOPMALHUIO O COXPaHEHHBIX Habopax
RDD. Ha6op RDD coxpansiercst, ecii B KaKOH-TO MOMEHT BbI3bIBAETCSI
ero Meroz persist (), # nosaHee, B KaKOM-HUOY b 3alaHKH, ITOT XKe Habop
BBIYMCJISIETCSL BHOBb. VIHOIA, €CJIM K3IMPOBAHO CIMUIIKOM MHOTO Habo-
poB RDD, caMble cTapble MOTYT BBITAJIKUBATbCA U3 K3llla, YTO6bI 0cBO6O-
IUTb MaMSATh ISl HOBBIX. JTa CTPaHHUIIA COOOLIUT BaM, KaKoil (hparMeHT
kaxzaoro Habopa RDD xpaHuTcs B kale 1 Kakue 00beMbl JaHHBIX K3IIHU-
POBaHbI Ha pa3HbIX HOCUTENAX (IUCK, TaMATh U npodee). Horna 6piBaeT
T0J1€3HO MPOGEKaTh B3TJISIIOM 110 3TOM CTPAHUIE U BbISICHUTD, COXPaHsI-
I0TCs JIM B NaMATH HauboJiee BaXkKHbie HAGOPHI TaHHbBIX.

Hcnoanumenu: cnucox ucnoanumenei 6 npuoNHceHuu

Ha 3T10it cTpanuue (executors) Bbl HaiiieTe CTMCOK aKTUBHBIX UCIIOJ-
HUTeJIEN B MPUJIOXKEHNU BMECTE C HEKOTOPHIMU XapaKTEPUCTUKAMHU, OIU-
CBIBAIOIUMH JOCTYIIHbIE UCIIOJTHUTENSAM OOBEMBI /1711 XPaHEHU s JaHHBIX.
JlaHHasi CTpaHHUIIa TIOMOXXET BbIICHUTD, 00JIalaeT iU MPUJIOKEHHE JOCTa-
TOYHBbIMHM 06beMaMu pecypcoB. Ha nmepBoM aTarie OT/1afKu XOpOLIO 3arisi-
HYTb Ha 3Ty CTPaHHUILY, TAK KaK HEPEAKO U3-3a HEMPABUIbHON HACTPOUKH
NPUJIOKEHUS] YUCJIO MCIIOJHUTENIEN OKa3bIBAETCSI MEHbBIIIE OXHIAEMOTO.
O6paruTe Tak)Ke BHUMaHKWe Ha UCIIOJIHUTEJEH ¢ aHOMaJIMsIMK B MOBeJie-
HUM, HallpUMep HUMeoIUX 60JblIoe 3HAYEHHEe OTHOINEHMS HeydayHbIX
W YIOAYHBIX MOMBITOK BBIMOJHEHUs 3aaady. [IpucyTcTBHe ucnonHUTENEN
¢ GOJIBIIMM YMCJIOM HEYAAaYHBIX MOMBITOK MOXET CBUAETENbCTBOBATDH
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0 HETPaBUJIbHOI HACTPOIKe MPUJIOKEHHUST UJIH O YACTOM BBIXOJIE U3 CTPOSI
¢usmnueckoro xocra. IIpocToe UCKIIOYEHHE ITOTO XOCTA U3 KJIaCTEPA MO-
XKET crocoOCTBOBATD YBEJUYEHUIO TIPOU3BOIUTEIBHOCTH.

Eme omHON 0COGEHHOCTBIO CTPAaHUIIbI executors SIBJISIETCS BO3MOX-
HOCTb MOCMOTPETh TPACCUPOBKY CTEKa, [JIsl YETO CJeqyeT LIEJKHYTh Ha
kHornke Thread Dump. (JaMn moToka) — 3Ta 0COGEHHOCTb MOSIBUJIACH
B Bepcuu Spark 1.2. ITo TpaccupoBKe CTeKa BbI30OBOB II0TOKA UCIIOJHHTE-
JIS1 MOXKHO TOYHO BBISICHUTD, KAKOU KOJ BBIMOJIHSIJICS B KXl MOMEHT
BpeMeHu. Eciiu nenath BHIGOPKM TPACCUPOBKU CTEKA Yepe3 KOPOTKHE MPo-
MEXYTKH BPEMEHH, MOXKHO BBISIBUTb «TOpsSYHe» YYaCTKH IPOrPAaMMHOTO
Kofla WK (parMeHTBl, BBINOJHAIOUUECS H0JIblie APYrux. Takoi cnocob
HedopMasbHOrO NpOodUIMPOBAHUS YACTO MOMOTaeT BhIIBUTH Headdek-
THUBHBII TOJIb30BaTENbCKUIA KO/,

Oxpyocenue: nacmpoiixa mexanusma omaaoxu Spark

Ha ctpanuue environment nepe4ucisiioTcst akTHBHbIE CBOMCTBA OKpY-
KeHus1 npuioxenus: Spark. Hactpoiiku, npeacraBieHHble 3/1eCh, OTpa-
xKaloT «6e3 npukpac» KoHdurypauuio npunoxenus. Ha ocHoBanuu nau-
HOI1 UHGOPMALIMU MOXKHO BBISICHUTH, KaKie KOH(pUTrypallMOHHbIe (aru
BKJIIOYEHBI, YTO OCOOEHHO BaXKHO MPU UCIOJb30BAHUU HECKOJBKUX Me-
XaHU3MOB HACTPOMKU. 37ech Takxxe nepeuncyieHsl JAR u npyrue daiisl,
no6aBJIeHHbIE B IPUJIOKEHUE, YTO MOXKHO UCIIOJIb30BATD /IS BBISABJIEHUS
npo6JieM C HeYI0BJIETBOPEHHBIMH 3aBUCUMOCTSIMHU.

XypHanbl apaiiBepoB U UCNONHUTENEN

WNHoraa nosnb3oBaTenM MOTYT NMOJYYUTb JONOJHUTENBHYIO MOJIE3HYIO
nHbopMauuio, uccienys daiabl XXypHAIOB, 3aMojHsIeMble Hemocpen-
CTBEHHO NPOrpaMMoii-apaiiBepoM U ucnosHutenssMu. JKypHansl conep-
Kar 6GoJiee MOJIHbIE CJI€bl AHOMAJIbHBIX COOBITHI, TaKHUE KaK BHYTPEHHUE
NpenyNpexaeHus WK CBefleHUs: 00 UCKJIIOUEHUSIX B MOJIb30BATENbCKOM
Kojie. ITH JaHHbIE MOTYT IIOMOYb IIPU PellleHUH NMPobJIeM WM yCTpaHe-
HUM HEOXXUIAHHBIX aHOMAJIUii B TOBEJEHUH.
ToyHoe MecTOmOoIOXEHNE XKYPHAJIOB 3aBUCUT OT PEXHUMa Pa3BEPTHI-
BaHUSL
O B pexume Spark Standalone xypHasbl IpUIOXeHUs1 0TOOPaXKAKOT-
sl HEMOCPEACTBEHHO B Be6G-uHTEpdeiice Benyuiero y3na. ITo ymor-
YAaHUIO OHU COXPAHAIOTCS B IIOAKATAIOTe work/ KaTaJora yCTaHOB-
ku Spark Ha kaxa0M pabouem yaie;
O B pexumMe Mesos jxypHasbl XpaHATCA B KaTajore work/ BeAOMOrO
y3na Mesos u noctynHsl B BeG-uHTepdeiice Beayuiero yana Mesos;
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O BpexuMe YARN nosnyuuts JOCTYN K >)KypHaJjiaM MpolLle BCETO C MO-
MOLLbI0 HHCTPYMEHTA BhIOOPKM MHGOPMALUK U3 JKyPHAIOB (BbI-
MOJIHUTEe KOoMaHAay yarn logs -applicationId <app ID>), kOTOpBIA
BO3BpalllaeT OTYET C >KYPHaJaMH AJs YKa3aHHOTO MPUJIOXKEHHSI.
ITUM IIPUEMOM MOXKHO BOCIOJIb30BAThCSI TOJIBKO IOCJIE TOJHOM
OCTaHOBKM NpuJIoXeHus1, motoMy yTo YARN nomken cHauana o6b-
€IMHUTD 3aMHUCH U3 Pa3HbIX XXyPHaIOB. {1 IPOCMOTPA )KypHaIOB
paboTaIOLIEro MPUIOKEHUST MOXKHO CO CTPAHMIIbI AUCIIETYEDPA Pe-
cypcoB ResourceManager B Be6-untepdeiice YARN nepeiitu Ha
ctpanuny Nodes (Yanbl), 3aTeM IEPEATH Ha CTPaHUILY A5 BBIGpaH-
HOTO y3Jia M yXe TaM BbIOpaTh KOHKpeTHbIl koHTeiHep. YARN
BBbIBEJIET JKyPHAJIbI, CBSI3aHHBIE C BHIBOJAOM, KOTOPBIN MPOM3BOIUT
Spark B aToM koHTeiiHepe. B 6ynymux Bepcusix Spark ator mpo-
11eCC, BO3MOXHO, CTaHeT 6oJiee PSIMOJIMHEHHBIM 3a c4yeT nobaBiie-
HUSI IPSIMOI CCBUIKU Ha COOTBETCTBYIOLIME JKYPHAJIBL.

ITo ymonuanuio Spark 3anuchiBaeTr B KypHaJibl 3HAUNTENbHbIH 06b-
eM HHpopManuu. OIHAKO ecTb BO3MOXKHOCTb HAaCTPOUThH OTpaHHye-
HUE, U3MEHUB YPOBEHb >KYPHAJIUPOBAHHUs, WJIM BBIBOAUTDH >KYDPHAJIbI
B HeCTaHAapTHoe MecTtonoJioxxeHue. IloacucreMa >XypHaoupOBaHUS
B Spark ocHoBaHa Ha log4j, 6ubnuoTeke >XypHaJMPOBAaHUS, LIKPOKO
HCIOJIb3yeMOH B IPOrpaMMHMPOBAaHUM Ha Java, M, COOTBETCTBEHHO, Ha-
CTPOMKHM >KypHaJIMpoBaHus cienyioT ¢opmary, npunstomy B logdj.
B cocraB Spark Bxoaut npumep KoHurypaumoHHoro daiina conf/
logdj.properties.template. Uto6bl M3MEHUTb HACTPOMKH KYPHAJIMPO-
BaHUS MO YMOJIYAHUIO, CIelyeT CHavyaJa CKOIMMPOBATh 3TOT (aiiyn mox
umeHeM logdj.properties, a 3aTeM BHECTH U3MEHEHUs] B HACTPOUKH, Ta-
Kue Kak 6a30BbIil yPOBEHb XYPHAIMPOBaHUsI (II0POT CEPbE3HOCTH XKYP-
HasupyeMsbix coobiienuii). [1o yMOIYaHHMIO OH YCTAHOBJIEH B 3HAYEHHUE
INFO. Uto6bl yMeHbIINTh 06beM MHGOPMAIMHK, COXPaHSAEMON B XKyp-
HaJie, MO)KHO YCTaHOBUTH ypoBeHb WARN miu ERROR. ITocsie HacTpoiiku
NapaMeTpPOB >KYPHAJUPOBAHUS B COOTBETCTBUU C JKEJAHUSIMH MOXHO
nobasute daitn logdj.properties ¢ moMolb0 Kiaoya --files cueHapus
spark-submit. Ecsiu mocyie ycTaHOBKH yPOBHSI XKYPHAJIMPOBaHUS TAKUM
cnoco60M y Bac BO3HUKJU MpPOGJEMBI, TIPOBEPLTE, HE MOAKJIIOYAETE
JIM Bbl K MPUJIOXKEHUIO Kakue-uubyap apxusbl JAR, comepxxauue cBou
Bepcuu daiina logdj.properties. Bubavoteka logdj ckanupyer katasoru
B IyTH noucka kaaccoB (classpath) B nouckax ¢aiinos cBoiicTB H, 06-
Hapy>XUB TakKoii ¢aiijl, UTHOPUPYET BCe OCTaJabHble MOA0OHbIE (haitbl,
KOTOpBIE MOTYT HAXOAUTHCS B APYTUX KaTajorax.
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Kniovesble ¢akTopbl, BAUSIIOLLME
H3 NpPOU3BOAUTEALHOCTb

Teneps Bbl IMeeTe HEKOTOPOE MpPEACTaBJIEHHE O TOM, Kak paboTtaet Spark,
Kak HabJ1i01aTh 32 XOJIOM BBINIOJHEHUS TIPUJIOKEHHUS U T/I€ HCKATh XapaK-
TEPUCTHKHU MPOU3BOAUTENBHOCTH U XXypHaJbl. B 3TOM pa3nese Mol cena-
€M CJIeyIOIIHii Iar U paccKaxeM 06 o6umux npobjaeMax MpOM3BOAUTEb-
HOCTH, C KOTOPBIMM MOXXHO CTOJIKHYThCS B PUJIOXKEHHSIX, 2 TAKXKE TaNM
PEKOMEH/IAIINH TI0 HACTPOIiKe NMPHUJIOXKEHHUH C 1[eJIbI0 TTOBBICUTh UX MPO-
H3BOAUTENBHOCTD. B mepBbIX Tpex paszmesnax paccka3blBaeTCs, KaK MOX-
HO M3MEHUTb NMPOrPAMMHBIH KOJI, YTOObI IOAHATH IIPOU3BOAUTEIBHOCTb,
a B ocjieHeM 06CyXIaI0TCs BOMIPOCHI HACTPOMKH KJIACTepPa M OKpYyxKe-
HMsI, B KOTOPBIX BBINOJHsETCS Spark.

CreneHb napannenusma

Hanornueckom yposue Ha6op RDD siBiisieTcst eqnHOi Kosiek1ineil 06bek-
TOB. B npouecce BbInoHEH M, KaK y>Ke HEOIHOKPATHO TOBOPUJIOCH BBIILIE,
RDD gmenutcst Ha MHOXKECTBO Pa3ziesioB, KaX/bli U3 KOTOPBIX COAEPXKHUT
MOIMHOXeECTBO BceX AaHHbIX. Koraa Spark niaHupyeT v BbINOJIHAET 3a-
Jayu, A1 KaX/0ro pasfieia Co3/laeTcs 10 OLHOI 3ajaye, ¥ Kaxkaas 3aia-
ua GyJeT BBINOJIHATHCA 10 YMOJYAHUIO HA OMHOM siape. B 6osblinHcTBE
CJIyyaeB TaKOi CTENEHH NMapaJlIeIn3Ma BIIOJIHE JOCTATOYHO 151 ObICTPOIA
o6pabotku Hab6opoB RDD. Kpome Toro, mapajiennsMm s UCXOIHBIX
RDD 06b14HO 3aBHCHUT OT UCIIOJIb3yEMOI CUCTEMBI XpaHeHus. Hanpumep,
B HDFS ucxonubie Habopsl RDD pensitest Ha pasnesist nio 61okam aiina
HDFS. [Insa Habopos, nosy4eHHbIX B pe3yJibTaTe 0OpabOTKH JPYyTUX Ha-
6OpOB, CTeleHb NapajJieJM3Ma ONPEEISETCS Pa3MePaMH POIUTENbCKUX
Habopos RDD.

Crenenp mapajiesn3Ma OKa3blBaeT IBOSIKOE BJIMSIHIE Ha NPOHM3BO-
IUTeNbHOCTh. IIpH HeZoCTaTOYHO BBICOKOH CTeNeHM MapaJulesn3Ma He-
KoTopble pecypebl Spark MoryT npocransars. Hanpumep, ecaut B pacro-
psixkeHue npuioxenus nepeaada 1000 saep, a OHO BBIMOJIHSIET CTaAMIO,
cocrosiityio Bcero u3 30 3azay, MOXXHO ObLIO Obl yBEJHYUTH CTEIEHb
rapajiesM3Ma U 3azeiictBoBath Gosbliee yucio sizep. Hamporus, ecau
CTemNeHb MapajieJiM3Ma CJIUIIKOM BBICOKA, HeGOJIbIle HAKIa[Hble pac-
XO[Ibl, CBSI3aHHBIE C KX/BIM Pa3/1eJIOM, B CYMMe MOTYT 0Ka3aThCsl CYILeCT-
BeHHbIMU. [IpU3HAaKOM TaKOH CUTyallM1 MOKET CJIY>KUTb IOYTH MTHOBEH-
HOe — B TeueHHe HeCKOJIbKMX MMWJIJIMCEKYH[ — BBINIOJTHEHHe 3a/1au HJIH
KOrJa 3aj1a4yM He YUTAIOT U He 3aMHUChIBAIOT JaHHBIX.
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Spark mpexmnaraer aBa cnoco6a HaCTPOMKHM Mapajijie/id3Ma Onepanui.
ITepBoiit — nepenava creneHu napajijienu3Ma B BUJe MapameTpa B oOIe-
palLuH, KOTOpble MPOM3BOASAT HOBble Habopsl RDD. Bropoit — mo6oii
MMeoIUiicsT HAbOp MOXHO NepepachnpefeJuTh MexIy OGOJbLUINM MU
MeHBLINM YHiCJIOM pa3znesoB. OnepaTop repartition() nepepacrnpenenut
RDD cayuyaiinbiM 06pa3oM MeXIy XeJlaeMbIM YUCJIOM paszesioB. Eciu
U3BECTHO, YTO 4ucyao pa3nesoB RDD yMmeHbIIMTCS, MOXHO BOCIOJIB30-
BaTbCsl OMEpaToOpoM coalesce (), 6osee acHeKTUBHBIM, YeM repartition(),
NOCKOJIBKY OH He MCIOJIb3YeT ONepalyio NepeMelIMBaHus JaHHbIX. Eciu
y BacC CJIOXXKUJIOCb MHEHHUE, YTO CTeleHb Mapajesu3Ma CJIUIIKOM BBICO-
Kasi MJIM CJIMILKOM HU3Kasi, MonpoOyiiTe nepepacrpeienuTb CBOU JaHHbIE
C MIOMOMIBIO 3THX ONEPATOPOB.

Hanpumep, nonyctuM, 4To NpuioxeHue yutaet 60Jb1I0i 00beM HaH-
HbIX U3 S3 U cpa3y BcJiesl 32 3TUM BBINOJIHsIET onepanuio filter (), koropas
MOYTH HABEPHSIKA UCKJIIOUUT KaKyl0-TO 4acTh Habopa naHHbIx. [To ymos-
uaHuio Habop RDD, Bo3BpaiuaemMsiit pyHkuueii filter (), moayyur Tor xe
pa3Mep, UTO U POAUTEJbCKUI, U MOXKET BKJIIOUATh MHOXKECTBO MYCTBIX MJIH
MaJleHbKUX pa3ziesioB. B Takoil cuTyanuy MOXKHO YBEJTUYUTb MPOU3BOAM-
TEJIbHOCTD IIPUJIOXKEHHUS TyTeM 00beJMHEHHs MaJleHbKUX paszesioB RDD,
KaK MoKa3aHo B nmpuMepe 8.11.

MNpumep 8.11 < O6veanHeHue pasgenos RDD B o6onouke PySpark

# WaGnoHHE CMMBOJN B MMEHM MCXOOHOrO ¢aina, u3-3a

# uero B Habop MOTYT OHTb 3arpyXeHH THCAYM (alioB

>>> input = sc.textFile("s3n://log-files/2014/*.10g")

>>> input.getNumPartitions()

35154

# OunbTP, MCKIOYAOUMIA NMOYTM BCE OaHHHE

>>> lines = input.filter (lambda line: line.startswith("2014-10-17"))
>>> lines.getNumPartitions ()

35154

# ObvemmHeHue ctpok B RDD nepen K3WMpOBaHueM

>>> lines = lines.coalesce(5).cache()

>>> lines.getNumPartitions ()

q

# Tocnenywouye omepauuyu BHIMOJHAKTCA C OObeIMHEHHHM HabopoM RDD.. .
>>> lines.count()

®dopmart cepuanusauum

Korza Spark nepenaer naHHble Mo ceTH MJIM COXpPaHsiET UX Ha AUCK, OH
IOJIXKEH Cepuaiu30BaThb OObEKTH B ABOUYHBIN (hopMar. JTa omnepanus
UrpaeT BaXXKHYIO POJIb IIPU CO3[[aHUU HOBBIX HAOOPOB, KOrIa MOTYT Iepe-
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MELIaThCsl 3HAYUTEbHBIE 0ObeMbl JaHHbIX. 110 yMomyaHuio Spark uc-
MOJIb3yeT BCTPOEHHBI MexaHU3M cepuanusanuu Java Serialization, HO
JIOMyCKaeT BO3MOXHOCTb UCTOb30BaHus Kryo, cropoHHeit 6ubinoreku
cepUaM3alny, UMeoIIeil 60Jiee BHICOKYIO IPOU3BOAUTENBHOCTD U MPO-
U3BOALLYIO GoJlee KOMIIAKTHOE ABOUYHOE TIpeicTaBaeHue naHHbixX. K co-
)ajeHuo, Kryo Moxer cepuann3oBath He Bce TUIBI 00beKTOB. IIpakTu-
4ecKHU JII00bIe PUIOKEHUST CMOTYT TIOJYYUTD BBITO/bI OT UCIOIB30BAHUS
Kryo nns cepyanusanum.

Yro6el 3aneiictBoBath Oubmnoreky Kryo, MoXHO mpucBoUTbH na-
pameTrpy spark.serializer 3HayeHue org.apache.spark.serializer.
KryoSerializer. [l Gosbliedl MPOM3BOAUTENBHOCTH MOXHO 3aperucr-
pupoBaTh B Kryo knaccel, moasexaiide cepyuaau3aluu, Kak MOKa3aHO
B npumepe 8.12. Perucrpauus knaccos mnossosser Kryo uzbexatb He-
06X0IMMOCTH 3aMUCHIBATh TIOJHbIE MMEHA KJIACCOB C OTAENbHBIMU 00b-
€KTaMH, YTO MOXKET JJaTh CYIIECTBEHHYIO 3KOHOMMUIO NPH CepPHATHU3ALNH
THICSY MJIM MUJIJIMOHOB 06bekToB. Ecin motpebyercs obecrneynts mpu-
HYIUTEJbHOE UCIOJIb30BAHNE TAKOI PETUCTPALMM, YCTAHOBUTE CBOHCTBO
spark.kryo.registrationRequired B 3Hauenue true, u Kryo 6yzner renepu-
POBaTb OIIMOKH, BCTPeYasi He3aperuCTPUPOBAHHBIE KJIACCHI.

Mpumep 8.12 < Ncnonb3oBaHne 6ubnnoTekn Kryo n perncrpaums knaccos
val conf = new SparkConf ()
conf.set ("spark.serializer",

"org.apache.spark.serializer.KryoSerializer")

// Torpe6GoBaTh 0643aTejIbHYl PErMCTPALMO KIACCOB

conf.set ("spark.kryo.registrationRequired", "true")

conf.registerKryoClasses (Array (classOf [MyClass],
classOf [MyOtherClass]))

Besikuii pas, ucnosns3ys Kryo unu ctanrapTHoe cpecTBO cepUain3anum
B Java, MOXHO CTOJKHYThCSI C UCKIoueHueM NotSerializableException,
€CJIM TIPOTPaMMHBII1 KOJI TONbITAETCSI CEPUATM30BaTh KJacc, He peayu-
sytomuil unrepdeiica Serializable. B Takux cuTyanusix nopoii Cj10xHO
OTBICKATh KJACC, CTABIIMII NPUYMHON HCKJIIOYEHMS], TIOTOMY YTO IMOJIb-
30BaTeIbCKUI KO MOXET CChLIAThCS Ha MHOXECTBO Pa3HBIX KJIACCOB.
Muorue peanusanuu JVM noanepxuBaioT crielyanbHblid ¢uiar, noMo-
ralolMil B OTJIaZiKe TaKUX cUTyanui: "-Dsun.io.serialization.extended
DebugInfo=true". Bx/iouuTh 3TOT (iar MOXHO C MOMolIbI0 (hraros
--driver-java-options u --executor-java-options cueHapus spark-submit.
BeisicHuB, Kakoii KJ1acc SIBISIETCS MPUYUHONW UCKJIIOYEHUs, CAMBIH ITpOC-
TOii croco6 ucnpaButh NpobJeMy — U3MEHUTDH KJAcC, 10OABUB B HETO
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peanusanuio uHtepdeiica Serializable. Ecam ucxomnbiit kox kJacca
BaM HENOCTYIEH, NPHUIETCS UCNOJb30BaTh 0OOJiee CJIOXHBIE O0OXOIHbIE
pellieHMs], TaKMe KaK CO3JaHue IOKJacca, peanuayloliero uHrtepdeiic
Externalizable mau onpenensmolero MOAAEPXKY CepHaau3alliM C MC-
nosb3oBanueM Kryo.

YnpasneHue namsTbio

Spark ucrnosnb3yer mamsiTh AJsl pasHbIX LieJeil, MO3TOMY NOHMMaHHUe
U YMEHME HAaCTPauBaTh UCIMOJb30BAHUE MaMATH B Spark MOXeT MoMoub
ONTUMM3UPOBATh NMPUJIOXKEHUs. BHYTpH KaXkIOro UCHOJHUTENS MaMATh
UCIIONIb3YeTCs IS

O xpanenust Habopos RDD: korza mporpamMma BbI3bIBa€T METO[
persist() mmm cache() Habopa RDD, ero pasmesibl COXPaHSIOTCS
B namsiTu. Spark orpaHuunBaeT 06beM NAMATH IJIS1 KIUIMPOBAHUSI
HeKOoTOpo# foseit «kyuu» JVM, kotopasi onpenensieTcsi napaMet-
pomM spark.storage.memoryFraction. Ecan ator npeaen Gyaet mpe-
BbIlEH, Spark yIaguT U3 naMsTH caMble CTapbl€ Pa3/esbl;

O O6ydepos noa NpOMeXyTOYHbIE HAGOPHI JAHHBIX: IPY BBINOJHEHUH
neiictBuit Spark cosngaer npomexytouHbie Gydepsl s cCOXpaHe-
HUs Pe3yJIbTaToB. ITu Oydepbl UCTIOIB3YIOTCS TAKXKE [JIs COXPaHe-
HMs1 Pe3yJIBTATOB arperMpoBaHusi, KOTOpble OYAYT MepesaHbl npo-
rpamMMme-apaiiBepy wiu Apyromy gaeiictsuio. Spark orpanuunBaer
06bEM NaMSITH [IJIs1 XpAHEHHsI TAKUX PE3YJILTATOB J0JIEH, KOTOpast
onpezessieTcs: napaMeTpoM spark.shuffle.memoryFraction;

O nosb30BaTENBCKOrO KoAa: Spark BHIMOHSAET MPOU3BOJIBHBIIA NOJIb-
30BaTeJIbCKUI KO, COOTBETCTBEHHO, NOJIb30BATENbCKUM (PYHKIHU-
sIM TaK)Ke MOXeT ToTpe6oBaThCs NamMsiTh. Hanpumep, ecaiv noJjib3o-
BaTEeJIbCKOE TPHUJIOKEHUE CO3aeT GOJbIINE MACCUBBI MM APYrue
0OBEKTBI, [1J151 HUX TaKxKe HeoOXxoauMa namMsith. [101b30BaTENbCK M
KOZI MMeeT OCTYI K YyacTu Kyuu JVM, ocraBuieiicst nocse Bbigese-
HMsI IPOCTPAHCTBA /i1 XpaHeHus HabopoB RDD u mpomexyToy-
HBIX Pe3yJIbTaTOB.

[To ymonuanuio Spark Boigensier 60% namsaTi MoA XpaHWJIMIIE Ha-
6opoB RDD, 20% — mnox mpoMeXyTOYHble Pe3yJIbTaThl U OCTaBIINECS
20% — mist Hy>KA MOJIb30BATEIbCKUX NporpaMM. B HEKOTOpBIX ciyvasx
NepeHacTPOMKa 3TUX MapaMeTPOB MOXKET COCOOCTBOBATH MOBBILIEHUIO
NPOM3BOAUTENBHOCTH. EC/iM M01b30BaTENIbCKUI KO CO311a€T O4€HD GOJTB-
111ie 0ObEKTHI, UMEET CMBICJI YMEHBILIUTD TPOCTPAHCTBO, BHIAEISIEMOE MO
xpaHerre RDD u NpOMeXyTOYHBIX PE3YJIBTATOB, YTOOBI M36€XKaTh HCYEP-
MaHUs NaMSITH NOJIb30BATENbCKUMU DYHKIUSMU.
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B nonosnnenue k HacTpoiike pa3MepoB PErMOHOB MAaMSITH MOXHO HU3Me-
HUTb MapamMeTphbl PyHKIMOHUPOBAHUS MEXaHU3Ma K3IMpoBaHus B Spark
Y TeM CaMbIM YJIYYIIUTb POU3BOAUTEIbHOCTD 1JIs1 HEKOTOPBIX BUJIOB Ha-
rpy3ku. Ilo ymomuanuio oneparys cache () coxpaHsieT namsiTh, UCIIOIb3YsI
yPOBeHb XpaHeHHs1 MEMORY ONLY. 9TO 03HaYaeT, 4TO eCJIv /IS KILIMPOBaHMUs1
HOBbIX pa3ziesioB RDD okakeTcst HeoCcTaTOUHO MecTa B MaMsITH, CTapble
paszaesibl GyayT MPOCTO YAANATHCSI, a €CJIM OHU TTOTPeGYIOTCS BHOBD, Spark
BBIYMCJIMT UX NOBTOPHO. VIHOr1a MeToz persist () Jryyilie BHI3BIBATH C YPOB-
HeM XpaHeHusi MEMORY AND DISK — B aTom ciyyae ctapele pasfenst RDD
GynyT cOpachiBaThCsl HA AUCK M, KOrAa MOTPeGYIOTCST BHOBb, OYAyT IpO-
YUTaHbl B TaMSITh U3 JIOKAJbHOTO XPaHWIMIIA. JTO MOXKET OKa3aThCsl Ha-
MHOTO [IellleBJIe, YeM NTOBTOPHOE BbYKCIeHHe 6JI0KOB, U obecrieuntsb Gosee
npezicKa3yeMylo POU3BOAUTENbHOCTD. Takoil NMOAX0A MOXKET NMPUTOAUTD-
Cs1, B YaCTHOCTH, eCJIM TIOBTOPHOe BbluucieHue pasfenoB RDD sanumaer
3HauYMTeJbHOE BpeMsi (HApUMep, Koraa ux TpeGyeTcs: NpoYuTaTh U3 6asbl
nauubix). [lonHblit ciiucox ypoBHeit xpaHeHus gds Haiinere B Tabu1. 3.6.

BTopoe ycosepileHcTBOBaHHE B CTPAaTerMy MO YMOJYAHUIO MeXaHU3-
Ma K3LIMPOBaHUs — K3UIMPOBAHUE CEPUATM30BAHHBIX OOBEKTOB BMECTO
caMux Java-o6beKTOB, YTO MOXKHO 0GECIeYnTh, yCTAHOBUB YPOBEHb Xpa-
HeHust MEMORY ONLY SER mm MEMORY AND DISK SER. Kammpopanue cepua-
JIM30BaHHBIX OOBEKTOB HECKOJIBKO 3aMeJIUT PaGoTy ornepanuii ¢ Kauem
13-32 HeOOXOMMOCTH CEPUATN30BATh OOBEKTDI, HO MOXKET CYLIECTBEHHO
YMEHBIIUTh BpeMsi Ha c6opky Mycopa B JVM, NOTOMy 4TO MHOXECTBO
OT/eJIbHBIX 3aMMCeil MOXKET XPaHUTBHCS KaK eJUHCTBEHHBII Cepuainu3o-
BaHHbIN 6ydep. Kak usBecTHO, CTOUMOCTb COOPKM MycOpa ONpeaesieTcs
4HCJIOM OOBEKTOB B Ky4e, 2 He YMCJIOM GAiiTOB JaHHBIX, @ TAKOH METO/ K3-
IIMPOBAHUS 3aKJIIOYAETCS] B CEPUAIM3AIMY MHOXKECTBA OOBEKTOB B OJIMH
rurautckuil 6ydep. IToxymaiite 06 aTOM BapuaHTe, €Cjiv BaM JOBEAETCS
K3IKPOBaTh 6oJiblIne 06beMbI JaHHBIX (MCYMCIIsIEMbIE, K TPUMEPY, TUTra-
6aiitamu) B Buzie 0OBEKTOB M/WJIM HAGJIIOAATh AJIMHHBIE T1ay3bl B paboTe
IIPUJIOXKEHMs], BbI3BaHHbIE COOPKOU Mycopa. Takue nay3sl MOXHO Habuio-
natb B Be6-uHTepdeiice npusoxenus, B kosonke GC Time (Bpewms pa6o-
ThI COOPLINKA MyCOpa) IJIST KAXKIO0H 3a/lauM.

AnnapatHoe oGecneuyeHue

Al'Il'IapaTHbIe PECYpPChbl TaK>X€ OKa3bIBAalOT CYILIECTBEHHOE BJIMAHHUE Ha
IMPOU3BOAUTEJIbHOCTDb l'[pPUIO)KeHPIﬁ. OCHOBHBIMU napaMeTpaMu OLIEHKH
KJ1aCcTeépa ABJIAKOTCA: o6beM MaMsITH, BbIJEIsIEMON KaXXA0MYy UCIIOJIHHUTE-
JIIO, YUCJIO AAEP AJIsA KaXXA0ro UCITIOJTHUTEIA, 06].[186 YUCJIO UCTIOJTHUTEJIEH
W YUCJIO JIOKAJIbHBIX JUCKOB AJIsI XpPaHEHHUs IPOMEXYTOYHDIX JaHHBIX.
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HeszaBucuMo oT MCHo/Ib3yeMOro aucreryepa Kjaacrepa 06beM MaMsaT
IJISL OJTHOTO WCIIOJIHUTEJIsSI OIpe/esisieTcsl apaMeTpoM spark.executor.
memory usn ¢paroM --executor-memory cueHapusi spark-submit. Crmoco6
ompe/esieHUs] YKMCJIa WCIIOJHUTENENH U siiep I OJHOTO MCIIOJHHUTEJS
3aBHMCUT OT NpUMeHsieMoro aucrneryepa kiaactepa. B YARN moxHo ycra-
HOBUTD NapaMeTp spark.executor.cores uiu nepeaatsb ¢Jaru --executor-
cores ¥ --num-executors cueHapuio spark-submit. B Mesos u Standalone
Spark nocrapaercsi 3aXBaTUTbh TaK MHOTO SIIEP U CO3[aTh TaK MHOTO HC-
TNIOJIHUTEJIEN, KaK Oy/eT npeaoxeHo mianuposimkoM. OnHako 06a auc-
neruepa, Mesos u Standalone, mognepxusaroT napamerp spark.cores.max,
OrpaHMYMBAIOLIHiT 0611Ie€ YKCJIO SIEP, BBIAEISIEMBIX 1JISl BCEX UCTIOJIHUTE-
Jieil B ipuioxkeHun. JIOKabHble IUCKU MCIOJb3YIOTCA Kak paboyee xpa-
HUWJIMLIE [IJIs] TPOMEXXYTOYHBIX PE3YJIbTATOB ONEpPaIHii.

Boobuie rosopsi, npunoxenusi Spark crnocoGHbI U3BJIEKATh BBITOABI
ot 6Gosbliero o6beMa naMsATH M yMucaa saep. Apxurektypa Spark obec-
reyrBaeT JMHelHoe MaciTabupoBaHKe: yaBoeHne 06beMOB HOCTYTHBIX
PECYDPCOB 4aCTO MPUBOJMT K YABOEHUIO CKOPOCTH PabOThI MPUJIOKEHHUS.
J{OTIOJIHUTEIBHOTO PACCMOTPEHMUS TIPU OlIeHKe MpuIoeHus Spark 3aciy-
JKMBaeT BOIPOC yyeTa KIUIMPOBAHHUS MPOMEXYTOUHBIX HAGOPOB AaHHBIX
Kak yacTu paboyeill Harpysku. EciM Bbl MJIaHHPyeTe MCIOJb30BaTh K3-
IIMpOBaHue, YeM OOJIblle KIUMPOBAHHBIX AaHHBIX YMECTUTCS B TAMSITH,
TeM Bblllle OyaeT NMPOM3BOAUTENBHOCTb Npuiokenus. CTpaHuua storage
B BeG-uHTepdeiice Spark Mo3BoJUT NOIYYUTh NOAPOOHYIO MHGOPMALUIO
0 IaHHBIX, KIUMPOBAHHBIX B MaMsITH. [{JIs1 OLIEHKH MOXXHO BBIIOJHHUTD K3-
IIMpOBaHKeE MOAMHOXECTBA JAHHBIX Ha HEOOJIBIIOM KJacTepe U 9KCTpa-
NOJIMPOBaTh O0IUI 06bEM MaMSITH, KOTOPBIA MOHAAOOMUTCS, 4YTOOBI pas-
MECTHTb MOJIHbIA HaGOp AaHHBIX.

[Tomumo namsitu u sizep, Spark ele UCTIONB3yeT AUCKOBOE MPOCTPaH-
CTBO /IJIsl XpPaHEHHUsI IPOMEKYTOUYHBIX JAHHBIX,  TAK)KE Pa3ziesioB HabopoB
RDD, BbITeCHEHHBIX Ha AUCK. Vicnonb3oBaHue 60JIbLIOTO YUCIa JIOKATb-
HBIX JHCKOB MOXET CIOCOOCTBOBATh YBEJIMYEHUIO MPOU3BOAUTENBHO-
cru npusoxenuit Spark. B YARN koHburypauusi JOKaJabHBIX IUCKOB
OCYILECTBJISIETCSI HEMOCPeACTBeHHO yepe3 aucneryepa YARN, xotopsrit
uMeeT cOOCTBEHHBII MEXaHU3M BbIAEIEHHsI KAaTaJ0roB IS AaHHbIX. [Ipu
Ucnosb3oBaHuy aucnerdyepa Spark Standalone MoXxHO onpenenuTs nepe-
MeHHY0 okpyxeHust SPARK LOCAL DIRS B cueHapuu spark-env.sh, ucnosn-
3yeMOM IpH pa3BepThiBaHMM KiaacTepa Standalone, 1 npunoxenus Spark
OyayT HacenoBaTh 3Ty HACTPOKY. B Mesos niu Koraa npuioxeHue Bbl-
IOJTHSIETCS TO/1 YIIPaBJIEHNEM IPYTHX AUCIIETYEPOB KJIACTEPOB U TpeOyeT-
Cs1 IepeoTpeieIUTh MECTOIIOJIOKEHNE XPAHUJTUILA 110 YMOJIYaHHIO, MOX-
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HO YCTaHOBMTb apaMeTp spark.local.dir. Bo Bcex ciyyasix yka3bIBalOTCst
JIOKaJIbHbIe KaTaJIoTH B BU/E €JUHOTO CMMCKa KaTaJoroB Yepes 3armsTyIo.
OO6LIeNPUHSATO BBIAENSATh OJUH KATAJOr HA KAXAOM OTHEJIbHOM JIHCKE,
nocrynHoM B Spark. 3amuch naHHbIX OYZET PABHOMEPHO pacrpenesieHa
I10 BCEM JIOKAIbHBIM KaTajioraM. I103TomMy yeM 60J1blie JUCKOB JOCTYITHO,
TEM BbIIle 001Iast MPOMYCKHast CIOCOOHOCTb.

Ho umMeiite B Buay, 4TO IpUHUHUI «4eM 6OJIbLIE, TEM JIyylie» HE BCeraa
paboTaeT B OTHOLIEHNUH TAMSITH /IS UCTIOJTHUTE . BpineneHue canmkom
60JbIOro 06bEMa IMHAMUYECKON MAMSITH MOXET BbI3bIBATb MPOIOJIKHU-
TeJIbHBIE Nay3bl 111 COOPKKU MyCOpa, OTPULATEIBHO CKa3bIBAIOLIMECS HA
MpOMyCKHOM criocoGHocTH 3ananuit Spark. FHorna BhirosiHee 3anpocuTh
MeHbIIHI 06beM MaMATH (CKaxeM, 64 M6aiT Wi MeHblle) A UCIOJI-
HHUTeJIEH, YTOObI CMATYUTD 3Ty TpobaeMy. Tucneryepsl Mesos 1 YARN
MOJIEP)KUBAIOT BO3MOXKHOCTb BBINMOJHEHUsT HEOOJIBIINX UCIOJIHUTENE!
Ha OJTHOM U TOM e (PU3UYeCKOM y3Je, I03TOMY yMeHbllleHHe pa3MepOB
UCIIOJIHUTeNIell He O3HayaeT, YTO MPUJIOXKeHHe MOJYYUT MeHblle pecyp-
coB. B Spark Standalone nyxHo 3anmyctuTh GoJiblie paboynX MPOLECCOB
(ompenensieTcs nepeMeHHOIt okpyskeHus: SPARK_ WORKER INSTANCES), 4To6b1
[JIs OTHOTO TIPUJIOXKEHHSI HA OHOM KOMIIBIOTEDE 3aMyCTUTh G0JIEE OHOTO
UCTIOJHUTENS. DTO OTPaHUYEHHe HaBepHsiKa OyeT yOpPaHo B CJEYOLMX
Bepcusix Spark. O6eruenne c60pxu Mycopa B JOIOJHEHHE K YMEHbIIe-
HMIO pa3MepOB UCIOJHUTeNeH M XPaHEeHHIO JAaHHbIX B CepHaIM30BAaHHON
dopme (cM. paszen «YnpaBjieHHe NMaMSATbIO» BbIIIE) TaKXKe MOXeET CIIO-
co6CTBOBATH YBEIHYEHHIO TPOU3BOUTENBHOCTH MTPUIIOKEHUSI.

B 3aknl04eHue

OpnoueB 3Ty rJ1aBy, Bbl TOTOBBI IPUCTYIHUTb K TPOMBILIITIEHHOMY HCIIOJIb30-
BaHuI0 Spark. MBI 0XBaTHIIN B 9TOii IJ1aBe BONPOCHI YIIPABJIEHHS HACTPOIi-
kamu B Spark, nosyyeHus xapaktepucTuk paboTsl yepe3 BeG-untepdeiic
Spark, a Taxoxe pacnpocTpaHeHHbIE IPHEMBI YIIyYIIEHHS] TPOU3BOJUTENb-
HOCTH B IIPOMBIIILJIEHHBIX OKPY>KeHHUsIX. Bosiee nosiHble pekoMeHaaluu 10
HaCTpOMKe Bbl HaiizieTe B oUUMANIBbHOI HOKyMeHTauun Spark, B pyko-
BOZICTBe o HacTpoiike «Tuning Spark»!.

' http://spark.apache.org/docs/latest/tuning.html.
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Spark SQL

B 3101 r1aBe Mbl MO3HAKOMUM Bac ¢ KomnoHeHToM Spark SQL, o6ecnieuu-
BaloIMM HHTepdeic 1ist paGOThbI CO CTPYKTYPHUPOBAHHBIMHU U TIOJIYCTPYK-
TYPUPOBaHHbIMU JAaHHbIMU. CTPYKTYPHPOBAaHHBIMU Ha3bIBAIOT JiOObIE
NaHHbIE, MMEIOLLIE CXeMY, TO €CTh U3BECTHBIA HaOOP MmoJedl AJisi KX 0
sanucu. Korga umerorcs mannbie Takoro tuma, Spark SQL He ToJbKO
YTIPOLIAET 3arpy3Ky MoA0OHbIX AaHHBIX, HO U AesaeT ee 6oee 3 PeKTHB-
Holi. B yactHoctu, Spark SQL o6nagaet TpeMs BaXXHbIMM OCOOEHHOCTAMU
(u3obpaxxeHbl Ha puc. 9.1):

1) Moxer 3arpyxaTb AaHHblE M3 Pa3HbIX HMCTOYHUKOB (HaNpHMep,
JSON, Hive u Parquet);

2) no3BoJisieT 3aMpalliMBaTh JaHHbIE C UCNoJab30BaHueM SQL BHyTpu
nporpamMM Spark U U3 BHEIIHMX HHCTPYMEHTOB, B3aUMOAEHCTBYIO-
wux ¢ KomnoHentoMm Spark SQL uyepe3 cTaHAapTHbIE MEXaHU3MBbI
noakoyenus k 6azam nanubix (JDBC/ODBC). [Ipumepom Takux
MHCTPYMEHTOB MOXeT CIyXUTb Tableau;

3) npu ucnosnb3oBaHuu BHyTpu nporpamm Spark Spark SQL ob6ecne-
yMBaeT pa3HOOOpa3HbIil MporpamMMHbIi HHTepdeiic Mexay SQL
1 06bIYHBIM KOZoM Ha Python/Java/Scala, Bktouyas BO3MOXHOCTb
co3nanus coenrHeHuit HabopoB RDD u tabnun SQL, akcnopTtupo-
BaHusl dynkuui B SQL u MHoroe apyroe. Mcnosnb3oBaHue Takoii
KOMOMHAIIMK YacTO YIpOLIaeT pa3paboTKy 3afaHUi.

Ilns peanusauuu Bcero atoro 6GorarctBa Bo3aMoxxHocted Spark SQL
onpenensiet cneipanbhbiii Tun RDD ¢ umeHem SchemaRDD. Kiace SchemaRDD
npencrasisier Habop RDD 06beKToB Row, KaXK/blif 13 KOTOPBIX NPEACTaB-
JIsieT OTAeJbHYI0 3anuch. Tun SchemaRDD Takke YacTO Ha3bIBAIOT CXEMOIA
(TO ecTh CTMCKOM MOJIei TaHHbIX ) 3anuceit. HecMoTpst Ha To uTo SchemaRDD
BBITJIAAUT KakK 0ObIuHbIi Ha6op RDD, BHyTpeHHe OH XpaHUT JaHHbIe 60-
nee 3pdekTUBHBIM CIOCO6OM, UCTIONB3YS AJIs 3TOro cxeMy. Kpome Toro,
HabopbI 3TOrO TUNA MOAAEPXKUBAIOT PSiZl ONepaluii, HENOCTYIHBIX B APY-
rux Hab6opax RDD, takue kak BbinosiHeHue 3anpocoB SQL. Habopsl Tuna
SchemaRDD MO>XXHO cO3/1aBaTh U3 BHEITHUX HCTOYHUKOB JaHHBIX, U3 Pe3yJib-
TaTOB 3aMPOCOB U U3 00BIYHBIX HabopoB RDD.
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Tableau
Bawe WHTepakTuBHas
JDBC/ODBC NDMAOXEHHE obonouka
P Spark SQL

Hive JSON Parquet

Puc. 9.1 < WUcnonb3zosaHue Spark SQL

B aToii raBe MbI cCHauasIa MOKaXkeM, KaK MCHOJb30BaTh SchemaRDD BHYT-
pu 00bIyHbIX nporpamMM Spark [j1st 3arpy3Ku CTPYKTYPUPOBRHHBIX [JaH-
HBIX U 11 paboThl ¢ HUMU. 3ateM onuiieM cepsep Spark SQL JDBC,
no3poJisitoluii 3anmyckarb Spark SQL Ha o61iem cepBepe ¥ MOAK/II0YATH
K HEMY UHTepakTHBHbIE 06004k SQL MM MHCTPYMEHTHI BU3yasu3a-
uuy, Takue kak Tableau. B 3akitoyeHne Mbl 06CyIMM HEKOTOPBIE JOTIOJ-
HuTeJbHble 0cobGeHHocTH. Spark SQL — HoBeillNit KOMIIOHEHT B cOCTaBe
Spark u mosyuuT cyiecTBeHHble yiyulnedus B Bepcuu Spark 1.3, noaro-
My 06si3aTesIbHO o6pamaiTech K caMoii CBeXeil ToKyMeHTaluu 3a HHGOop-
mauueit o Spark SQL u SchemaRDD.

Ha npotsixxenuu 3T0ii r1aBbl Mbl 6yeM ucnosb3oBath Spark SQL st
ucciepoBanus ¢aitia JSON ¢ koporkumu coobuenusimu u3 Twitter.
Ecnu y Bac Her Takoro daiina nox pyxoii, MCIIONb3yiiTe NMPHIOKEHHEe
Databricks' a1s 3arpy3ku HeckKonbKMX cooOuieHuit uan (aiin files/
testweet json B pellO3UTOPUH NIPUMEPOB IS AAHHON KHUTH.

BraiodeHmne Spark SQL B8 npuAodkeHus

Kak u B ciiyyae ¢ apyrumu 6ubauotexamu Spark, Bkioyenue Spark SQL
B npuJiokeHue TpebyeTr m100aBjieHNsT HEKOTOPBIX 3aBucumocTeld. Takoii
IIOJIXO/] I03BOJIsIET CKOMIIOHOBaTh s1po Spark Core 6e3 JIMIIHUX 3aBUCH-
MocTel OT 60JIBLIOrO YMCJIa AOTIOJHUTEBHBIX TAKETOB.

Spark SQL moxHo ckoMnuMpoBath ¢ noanepxkoit Apache Hive, me-
xanuama Hadoop SQL, unu 6e3 nee. Hanuuune nopnepxku Hive B Spark
SQL naer BoaMoxkHOCTh noctyna k tabnuuam Hive, dyukuusm UDF
(User-Defined Functions — ¢pyHkumy, onpeznensieMsie Noab30BaTENSIMU ),

! https://github.com/databricks/reference-apps/tree/master/twitter_classifier.
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¢opmaTtam cepuanuzanuu u aecepuanusanuu (SerDes) u s3bIky 3anpo-
coB Hive (HiveQL). BaxHo 0TMETHTD, YTO /ISl OAKJIIOYeHUs1 O1bnoTeK
Hive He TpeGyercst ycranaBauBath Bech (ppeiiMBopk Hive. Hacto GbiBaer
npeanoyTUTEbHEee MeTb c6opky Spark SQL ¢ moaaepxkoii Hive, uto-
6b1 06J1a71aTh IONIOJIHUTENBHBIMM BO3MOXHOCTSIMU. Eciin BbI periniu 3a-
rpy3uThb Bepcuio Spark B 1BOMYHOM (CKOMIIMJIMPOBaHHOM) popMare, OHa
noskHa 6eiTh cobpana ¢ moaaepxkoil Hive. Eciu Bbl cobupaere Bepcuio
Spark 13 HCXOAHBIX TEKCTOB, BHIIIOJHUTE KOMaHAy sbt/sbt -Phive assembly.

Ecnu BbI cTONIKHETECH ¢ KOH(DJIUKTOM 3aBUCHUMOCTEH M MMEIOIenCst
ycraHoBkH Hive, kOTOpBINl HE cMOXKeTe pa3pelIuThb MyTeM HCKJII0YeHUsI
WK 3aTeHEHHUs, MOXKETe TONpo6oBaTh CKOMIUAMPOBaTh Spark SQL 6Ge3
noanepxku Hive. B aToM ciiyyae BaM npueTcst BBIMOJHUTb KOMIIOHOBKY
C oTAeNbHBIM apTepakToM Maven.

B Java u Scala komnonoskoit Spark SQL ¢ Hive ynpasisier Maven, kak
NoKa3aHo B npuMepe 9.1.

Mpumep 9.1 < Maven ynpasnsieT nogaepxkoii Hive B Spark SQL

groupld = org.apache.spark
artifactId = spark-hive 2.10
version = 1.2.0

Ecnu y Bac He nosryyuTcst noAkI04YUTh 3aBUcuMocTy oT Hive, ucrnons-
3yiiTe apredakT spark-sql 2.10 Bmecro spark-hive 2.10.

B Python Hukakux uaMeHeHHi B cOOPKY BHOCHTb He TpeGyeTcs.

[Ipu ucnonb3oBanuu Spark SQL B mporpamMmax y Hac UMEIOTCS /Be
TOYKH BXOJ1a, B 3aBUCUMOCTH OT HEOOXOAUMOCTH HCIIOJIb30BATh TOAAEPK-
Ky Hive. PekoMeHayeTcst uCnosib30BaTh TOUKY Bxofia HiveContext, obecme-
yuBatomyo goctyn Kk HiveQL u npyroit dynkunonaipsoctu Hive. Bosnee
npocToii 06bekT SQLContext mpexocTasisier moaaepxky Spark SQL, ue-
3aBucumyo ot Hive. Takoe pa3aenenue npeaycMOTpeHO IJIst MOJIb30BaA-
TeJied, UMeIoIMX KOH(MIIUKTHI MPU MOAKIIOYEHHH BCEX 3aBUCUMOCTE OT
Hive. Eue pa3 HanoMHuM, 4TO aJst HiveContext He TpeGyeTcsi ycTaHaBJIU-
Bath noJsiHbii ¢ppeiimBopk Hive.

Ilns pabothl ¢ koMnoHeHTOM Spark SQL peKOMeHAyeTcst UCTIOJb30-
BaTh s13bIK 3anpocoB HiveQL. Mudopmauuio o HiveQL MoxHO HaiiTu
B Pa3HbIX HCTOYHHUKAX, BKIOYast KHUTY «Programming Hive», anektpon-
Hoe pykoBoactBo «Hive Language Manual»'. B Bepcusix Spark 1.0 u 1.1
xommnoHeHT Spark SQL ocHosan Ha Hive 0.12, a B Spark 1.2 moanepxusa-
et Takxe Bepcuio Hive 0.13. 3nakomsle co crangaprom SQL He nomKHbBI
HCTIBITHIBATD CJIOXHOCTel ¢ ucnosnb3oBanueM HiveQL.

' http://bit.ly/1yC3goM.
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<?§ Spark SQL — HoBbIit 1 6bICTPO pa3BuBaolMiicss koMnoHeHT Spark. MHo-

./ KecTBO COBMeCTUMbIX ¢ HUM Bepcuit Hive MoxeT M3MeHUTbCst B OyAyLueM,

*  moaTtoMy 3a noApoGHOCTAMM Bceraa obpauiaiiTech K caMoii CBexeil 10Ky-
MEHTalUH.

Haxkoneu, yto6s! noakaouuts Spark SQL k yke ycTaHOB/IEHHOI Bep-
cuu Hive, HeobxoanuMo ckonmupoBath Gaiin hive-sitexml B xatajor ¢ Ha-
crpoiikamu Spark ($SPARK_HOME/conf). B orcyrcreue Hive komno-
HeHT Spark SQL coxpansieT cBoio paboTOCIIOCOOHOCTb.

ViMmeliTe B BUAY, YTO B OTCYTCTBUE yCTaHOBJAEeHHOM Bepcuu Hive Spark
SQL co3nact coberBennoe meraxpanuiuine Hive (a1st xpaHeHust mera-
JaHHBIX) B paboyeM KaTajiore mporpaMmsl, ¢ MMeHeM metastore db. Kpo-
M€ TOTO, €CJIH MTOMBITATHCS CO3AaTh Tabuly ¢ ucnosb3oBaHuem HiveQL-
MHCTPYKuMU CREATE TABLE (BMecTo CREATE EXTERNAL TABLE), ona Oymer
noMelieHa B Kartaior /user/hive/warehouse (B NoxanbHOil GailnoBoii

cucreme wiy B HDFS, eciu B myTH noucka KjaccoB MpUCYTCTBYeT daiin
hdfs-site xml).

MNcnonb3osaHne Spark SQL B NnpUAOXKeHUsIX

BuyTtpu npusoxxenuit kommonent Spark SQL ynpomaer 3arpysky naH-
HBIX U II03BOJISIET 3allpalllMBaTh UX C UCIOJIb30BaHUEeM sidbika SQL, 06b-
€IVHsIST 3aMPOChl ¢ «OOBIYHBIM» MPOrPaMMHBIM KoaoM Ha Python, Java
v Scala.

Yrobsl 3aneitctBoBath Spark SQL, Heo6xoaumo co3math o6beKT Hive-
Context (um SQLContext, koraa moanepxka Hive HemocTymHa), onupasich
Ha 06beKT SparkContext. ATOT 0OOBEKT KOHTEKCTA IPEJOCTABISAET A0IOJ-
HUTeJIbHBIE QYHKIMHU U151 TOJTy4eHuss ¥ 06paboTky AaHHBIX. C MOMOLIBIO
HiveContext MoXxHO co3maBaTh HabOPBI faHHBIX SchemaRDD, MpeACTaBIsO-
IMe CTPYKTYPUPOBAHHbIE JaHHbIE, U ONEPUPOBATh UMU C PUMEHEHHEM
3anpocoB SQL unu 06b1yHbIX onepanuii Han RDD, Takux Kak map ().

Wunumanusauma Spark SQL
[Tpex e yeM NpUCTyNaTh K UCMO/Ib30BaHUI0 Spark SQL, Hy>kHO 106aBUTH
BIPOrpaMMy HECKOJIbKO HHCTPYKIIMH import, Kak MmokasaHo B npumepe 9.2.

Mpumep 9.2 < UmnopTtuposaHue Spark SQL B Scala

// WunoprupoBats Spark SQL
import org.apache.spark.sql.hive.HiveContext

// Vmu ecnu He HOMKHO OHTHL 3aBUCuMocTelr orT Hive
import org.apache.spark.sql.SQLContext
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[Tonb3oBarenu Scala moJKHBI 06PATUTH BHUMAHUE, YTO 3€CH UMIIOP-
TupyeTcs uMeHHo HiveContext, a He HiveContext ., KaK 3TO IeJIaeTCs B CIIy-
uae ¢ SparkContext, YTOOBI MOAYYUTh JOCTYI K HESIBHBIM Ppe06pa3oBaHu-
AM. DTH HesiBHble NPe0oOPa30BaHUs HMCIONB3YIOTCS [Jisl TNPEBpALIeHUs
Ha6opoB RDD c undopmarmeit Tpebyemoro tumna B Habopsl RDD, cre-
LMaJM3UPOBAHHBIE /1JIs1 BBIMOJHEHHSI 3aIPOCOB ¢ moMolusio Spark SQL.
Cosnaas sk3emiusip HiveContext, MOXXHO HMIIODTUPOBATh HesIBHbIE NIPE06-
pa3oBaHus, Kak Noka3aHo B mpuMmepe 9.3. IHCTpyKUuMy MUMIIOPTUPOBaHUS
nust Java u Python nokasansl B mpumepax 9.4 u 9.5 COOTBETCTBEHHO.

Mpumep 9.3 < VMnopTuposaHne HeaBHbIX Npeobpa3oBaHuii SQL B Scala

// Cospatb ak3emmnsp HiveContext
val hiveCtx = ...

// MmnopTupoBaThb HesBHee npeoGpa30BaHUA
import hiveCtx._

Mpumep 9.4 % MmnopTtuposaHune Spark SQL B Java

// Wmnoptuposats Spark SQL
import org.apache.spark.sql.hive.HiveContext;

// Vnn ecny He HOMXHO OHITHL 3aBucUMOCTeld oT Hive
import org.apache.spark.sql.SQLContext;

// WmnoptvpoBath JavaSchemaRDD
import org.apache.spark.sql.SchemaRDD;
import org.apache.spark.sql.Row;

Mpumep 9.5 < UmnopTtuposaHne Spark SQL B Python

# MmnoptuporaTs Spark SQL
from pyspark.sql import HiveContext, Row

# Mnu ecnu He DONXHO OHTH 3aBMCUMOCTeNt oT Hive
from pyspark.sql import SQLContext, Row

[Tocne nobaBieHUs MHCTPYKLUMI MMIIOPTUPOBaHUsS CJEAYET CO3IaTh
ak3emmssp HiveContext umim SQLContext, ecam mporpaMMa He AOJDKHA
nMeTb 3aBrucuMocTeit oT Hive (cm. mpumepsi ¢ 9.6 mo 9.8). KonctpykTopst
060MX KJ1aCCOB MPUHUMAIOT 9K3eMILIsAp SparkContext.

Mpumep 9.6 < Co3paHue 3k3emnnapa koHTekcTa SQL B Scala

val sc = new SparkContext(...)
val hiveCtx = new HiveContext (sc)
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Npumep 9.7 < CospaHue ak3emnnsapa koHTekcta SQL B Java

JavaSparkContext ctx = new JavaSparkContext(...);
SQLContext sqlCtx = new HiveContext (ctx);

Mpumep 9.8 % CosgaHne ak3emnnsapa koHTekcTa SQL 8 Python

hiveCtx = HiveContext (sc)

Teneps, korma B mporpamMme MMeeTcst 3k3eMIUIsip HiveContext wuuu
SQLContext, MOXHO NMPHUCTYINATb K 3arpy3Ke JaHHBIX M BbINOJHEHUIO 3a-
MPOCOB.

Mpumep npocrtoro 3anpoca

3anpocs! K TabaMIaM BBITOJHSIOTCS C TOMOLIbI0 MeToaa sql () obbekTa
HiveContext uium SQLContext. IIpexxme Bcero HyxHo coobuuTh Spark SQL,
KaKue aHHble OyayT 3anpamuBaTthes. B paccMaTpuBaeMoM cityyae Mbl 3a-
rpy3uM HeKoTopble naHHble U3 Twitter B popmate JSON u nanum um ums,
3aperuCTPUPOBAB «BPEMEHHYIO TabJMily», YTOObI IMOTOM MOHO GbLIO
BBINOJIHATH 3anpockl SQL k Heit. (IToapo6GHee 0 3arpy3Ke Mbl PacCKaXeM
B pasfesie «3arpy3ka U cOXpaHeHHe JaHHbIX» Hike.) Ilocie 3arpysku
JAHHBIX MOXKHO BbIOpaThb HanboJiee YaCTO IMTHPYEMbIE COOOIIEHUS 10
3HaueHuIo retweetCount (cM. mpumepsi ¢ 9.9 mo 9.11).

MNpumep 9.9 < 3arpyska u Bbibopka cooblieHuit B Scala

val input = hiveCtx.jsonFile (inputFile)

// 3apeructpupoBaTh cxeMy RDD
input.registerTempTable ("tweets")

// BubparTb coobuenus no retweetCount
val topTweets = hiveCtx.sql("SELECT text, retweetCount FROM
tweets ORDER BY retweetCount LIMIT 10")

Mpumep 9.10 <+ 3arpy3ka u Beibopka coobuieHui B Java
SchemaRDD input = hiveCtx.jsonFile (inputFile);

// 3apeructpupoBaTh cxeMy RDD
input.registerTempTable ("tweets");

// BubpaTh coobuenus no retweetCount
SchemaRDD topTweets = hiveCtx.sql ("SELECT text, retweetCount FROM
tweets ORDER BY retweetCount LIMIT 10");
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Mpumep 9.11 < 3arpyska u Bbi6opka coobuieHnin 8 Python

input = hiveCtx.jsonFile(inputFile)

# 3aperucrpupoBaTh cxemy RDD
input.registerTempTable ("tweets")

# BubpaTb coobuenns no retweetCount
topTweets = hiveCtx.sql ("""SELECT text, retweetCount FROM
tweets ORDER BY retweetCount LIMIT 10""")

v Ecau B cucteme ycranossen ¢peiimopk Hive n daitn hive-site.xml cko-
nupoBaH B KaTajior $SPARK HOME/conf, /15 BLIMOMHEHHS 3aMPOCOB K CyLeCT-
BylolnmM TabanuaM Hive MoxHO Takxke MCroab30BaTh hiveCtx.sql ().

Ha6Gopbl gaHHbix SchemaRDD

O6e onepauuu, 3arpy3ka IaHHBIX M 3alpOChl, BO3BPAILAIOT HabOpbI AaH-
Hbix SchemaRDD. HaGopbi Tumna SchemaRDD HAMOMMHAIOT TAabIULbI B TPAAH-
LMOHHBIX 6a3ax JaHHBIX. BHyTpeHHe Habop SchemaRDD siBjsieTCs HAGOPOM
00bEKTOB Row ¢ IOMOMTHUTEBHON MHGOPMaLKel 0 CXeMe, ONUChIBAOLIEH
THIIBI BceX CTONOLO0B. O6bEKTHI RoW SIBJISIIOTCS BCETO JIMIIb 00ePTKaMH BO-
KPYT MacCMBOB 3HAU€HU I POCTHIX TUIOB (TAaKUX KaK LieJIble YUCJIa U CTPO-
K1) — noapoOHee Mbl OyieM pacCMaTpUBaTh UX B CJIEAYIOIIEM pas/elie.

O6paTtuTe BHMMaHMe, 4TO B Oyayummx Bepcusx Spark mms SchemaRDD
MoXXeT 6bITb M3MeHeHO Ha DataFrame. Ho Ha MOMEHT HamucaHWsl 3THX
CTPOK HEOOXOMMOCTh TAKOTO NMEPEMMEHOBAHUSI BCE ellle SIBJISETCS MPe/-
METOM JIMCKYCCHIA.

Ha6ops1 SchemaRDD sIBJISIIOTCA CaMbIMU OOBIYHBIMH HabOpaMM JaHHBIX,
MIO3TOMY K HUM MOTYT IPUMEHATHCS JitoOble peobpa3oBaHusl, TAKUE KaK
map() u filter(). Ho, kpoMe aToro, oHu 06/1afal0T AOMOJHUTEIbHBIMH
(pyHKLMOHANTBHBIMU BO3MOXKHOCTSIMU. CaMasi BaXKHasi U3 HUX — BO3MOX-
HOCTb 3aperMCTPUPOBATH J1t060it Habop SchemaRDD Kak BpeMeHHYIO TabJiu-
Ly ¥ BBINOJIHATb 3aNpochl K Hel ¢ BbI30BOM Metoda HiveContext.sql()
wm SQLContext.sql (). MbI yXKe 1eMOHCTPUPOBAIN PErUCTPaLMIo Habopa
SchemaRDD B mpumMepax ¢ 9.9109.11 c nomoipio Metona registerTempTable ().
/"™ DBpemeHHble TabNMIIBI ABIAIOTCS JOKATLHBIMU 110 OTHOLIEHHIO K HiveContext

./ Man SQLContext M MCYE3AIOT, KOTAA NPUJIOXKEH e 3aBepilaeT paboTy.

wr

Ha6opb! SchemaRDD MOTYT XpaHUTb JaHHBIE HECKOJBKUX MPOCTHIX TH-
TIOB, a TAKXKE CTPYKTYPBI M MACCHBBI, COCTOSIIIME M3 3HAUEHU 3TUX THUIIOB.
OnpeneneHne TUMOB OCYIIECTBJSETCA C MCHOJb30BAaHMEM CHHTAKCHCA
HiveQL'. IToanepxuBaeMble TUIbI TepeYUCIEHbI B Ta6JI. 9.1.

' https://cwiki.apache.org/confluence/display/Hive/LanguageManual+DDL.
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Tabnuua 9. 1. Tunsl, KOTOPbIE MOTYT XPaHUTLCS B Habopax
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SchemaRDD
STQ“I:.I/SR aergL Twn Scala Tun Java Twun Python
TINYINT Byte Byte/byte int/long (B AManasoHe oT —128
no 127)
SMALLINT Short Short/short int/long (8 AvanasoHe ot —32 768
0o 32767)
INT Int Int/int int unm long
BIGINT Long Long/long long
FLOAT Float Float/float float
DOUBLE Double Double/double | float
DECIMAL Scala.math. | Java.math. decimal.Decimal
BigDecimal {BigDecimal
STRING String String string
BINARY Array[Byte] |byte[] bytearray
BOOLEAN Boolean Boolean/moolean | bool
TIMESTAMP oava.sql. oava.sql. datetime.datetime
TimeStamp TimeStamp
ARRAY<DATA TYPE> | Seq List list, tuple mummarray
MAP<KEY_TYPE,VAL_ | Map Map dict
TYPE>
STRUCT<COL1:COL1_ | Row Row Row
TYPE, ...>

[Mocnennuit Tun — ctpykTypbl — B Spark SQL npeacrasisercs ¢ mno-
Molubio Tuna Row. [locieanue Tpy THIA MOTYT BKJIAABIBAThCS APYT B APY-
ra. HanpumMep, MOXHO €O3/1aTh MacCUB CTPYKTYpP MJIM aCCOLMATHUBHBII
MaccuB (map) CTPYKTYp.

Onepayuu nao o6sexmamu Row

OG6beKkTsI Row PeCTaBISAIOT 3anMCcH BHYTPU Habopos SchemaRDD u ¢ak-
THYECKHU SIBJIAIOTCS MaccuBaMu moJieil ¢puxkcupoBaHHoil 1iuHbL B Scala/
Java o6bekTs! Row MMEIOT MHOXECTBO METO/OB IS IOJYYeHUs 3Haue-
HMI1 noseit o ux uHAekcaMm. CtaHaapTHbIR MeTox uTeHus get (M apply
B Scala) npunumaer Homep cTonb1a u Bo3BpalaeT 3HayeHue Tvna Object
(uu Any B Scala), KOTOPBIi MBI JOJIKHBI IPUBECTH K TIPABUIBHOMY THILY.
s moneii co 3HaYeHUSIMU, UMeIOIIMMU TUTT Boolean, Byte, Double, Float,
Int, Long, Short usu String, cymectByert MeTox getType (), BO3Bpalaonmit
3Ha4yeHue cooTBeTCTBYIoUIero tuna. Hanpumep, meton getString (0) Bep-
HeT 3HaueHHe NoJiA ¢ UHAeKcoM 0 B BUZE CTPOKM, KaK NOKa3aHO B MpPH-
Mepax 9.12 n 9.13.
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Mpumep 9.12 < O6palleHUe K TEKCTOBOMY NOJSItO (C nHaekcom 0)
B Habope topTweets B Scala

val topTweetText = topTweets.map(row => row.getString(0))

Mpumep 9.13 < O6palieHne kK TekcToBoMy nonio (¢ niaekcom 0) B Habo-
pe topTweets B Java
JavaRDD<String> topTweetText =
topTweets.toJavaRDD() .map (new Function<Row, String>() {
public String call (Row row) ({
return row.getString(0);
i

B Python 06bekTbl Row UMEIOT MHYIO pealu3aluio, IOTOMY YTO B 3TOM
sI3bIKE OTCYTCTBYET sIBHasi TMmu3auus. [IporpamMma mMoxer mpocto obpa-
IAThCs K i-My a/eMeHTy Kak row[i]. Kpome Toro, o6bextsi Row B Python
NO/1€PXKUBAIOT AOCTYTI K MOJISIM N0 MM€eHaM, B opMe row.Ccolumn_name, Kak
noka3aHo B mpuMepe 9.14. Eciu Bbl coMmHeBaeTech B TPaBUJIbHOCTH UMEHO-
BaHUs noJiei, B paszaene «JSON» HMXKe IIPUBOAUTCS cXeMa Habopa JaHHBIX.

Mpumep 9.14 < OO6pawieHne Kk TeKCTOBOMY Nonio B Habope topTweets
B Python

topTweetText = topTweets.map(lambda row: row.text)

KswwuposaHue

Mexanusm kamuposanus B Spark SQL nefictByetr HeMHoro usaue. [To-
CKOJIbKY THIBI TOJIEl M3BECTHBI 3apaHee, Spark MMeeT BO3MOXHOCTb
XpaHUTb JaHHble 6osee a¢dexTuBHO. [ KauMpoBaHusi WHGOPMALMU
B HauGoJiee ONTHMAJIBHOM MPEICTABJIEHMH CJIENYET UCIOJb30BaTh CIIe-
uvanbHbli  Meton hiveCtx.cacheTable("tableName"). KammpoBanHbIe
tabmnubl Spark SQL xpaHsT naHHbie B TaGJMYHOM MpecTaBieHuu. Ta-
K1e TabInIbl COXPAHSIIOTCS B MAMSITH, TOJBKO MOKAa BBIMOJHSIETCS IPO-
rpamMMa-ZipaiiBep, TO €CTh IIPX MOBTOPHOM 3aIyCKe JaHHble HEOOXOAMMO
K3uKpoBath cHoBa. Kak u B ciyyae ¢ o6biunbiMu Habopamu RDD, ka-
IMPOBaHUe TabJUIL CJIEAYET BIMOJHATH, TOJbKO KO/ MPEAIOIAraeTcst
MHOTOKPaTHO€ UX UCIOJIb30BaHMUe.

B Spark 1.2 06brunbtit Meton cache () HaGopoB RDD Takke NDUBOAMT K BBI-
308y cacheTable (), ecau Bbi3biBaeTcst 1u1si Habopa SchemaRDD.

KaumpoBath Tabauirsl MOXKHO U ¢ moMouibio uHcTpykuuit HiveQL/
SQL. 115t K3MIMpOBaHUs TAOIUIIBI UK YAATEHUS €€ U3 K3IA JOCTATOYHO
MPOCTO BBIMOJHUTb UHCTPYKIMIO CACHE TABLE tableName vy UNCACHE TABLE
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tableName. TOT mpueM OCOGEHHO YACTO HUCMOJB3YETCS B KJIMEHTAX KO-
MaHaHoH cTpoku cepsepa JDBC.

Kamuposannsie Habopbt SchemaRDD oTobpaxaioTcs B BeG-unTepdeiice
npunoxenus Spark, nogo6Ho n06beiM gpyrum Habopam RDD, kak moka-
3aHO Ha puc. 9.2.
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Puc. 9.2 < Ha6op SchemaRDD
B Be6-mHTepodeiice npunoxenuns Spark SQL

[TonpoGHee O MPOU3BOAUTENBHOCTH MEXaHM3Ma K3UIMpoBaHus Spark
SQL pacckasbiBaercs B paszesne «IIpousBoautenbHocts Spark SQL»> Hike.

3arpy3Kka U coxpaHeHWe AaHHbIX

Spark SQL mo ymonuaHuio moazepxxuBaet 6oJbLIOE pa3HOOOpasue HcC-
TOYHUKOB CTPYKTYDUDOBaHHBIX NAHHBIX, MO3BOJISIS MOJyYaTb HabOpBI
06beKTOB Row 63 NpUBJIEYEHHUs CJIOXKHOrO nmpouecca 3arpysku. K uuciy
TaKMX MCTOYHHMKOB, KPOME BCEro mpoyero, oTHocsatcs: Tabiuusl Hive,
aiinsr JSON u daitnsr Parquet. Kpome Toro, eciiy BBIOTHUTD 3aMpoc
SQL k TakoMy MCTOYHUKY U BHIOpATh TOJIBKO MOAMHOXKECTBO NAHHBIX,
Spark SQL BepHeT b BEIGpaHHOE MOAMHOXECTBO JAHHBIX, B OTJIHYHE
ot SparkContext .hadoopFile.

IToMHMO MCTOYHMKOB, EPEYUCIEHHBIX BBILIE, JAHHBIE MOXKHO TaKXe
U3BJIEKaTh U3 00bIYHBIX HabopoB RDD nyTeM nmpucBauBaHUsI UM CXEMBI.
310 ynpouaer paspaborky 3anpocoB SQL, naxce Koraa 1aHHbIe XpaHsIT-
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cst B Buzie 06bextoB Python wiu Java. Yacrto 3anpocst SQL nonyuyarmorcs
60Jiee KOMIAKTHBIMM, KOT/Ia BBIYMCJISIETCS CPa3y HECKOJIbKO XapaKTePH-
CTUK (TaKUX KaK CpefiHee 3HaueHUe, MAKCUMAaJIbHOE 3HaUeHUE U YHUCJIIO
YHUKAJIbHBIX 3HaueHui1). [ToMuMo aToro, yepe3 co3gaHue MPOMeXyTOY-
HbIX HabopoB SchemaRDD JIErKO MOKHO HaXOAUTb COEIMHEHUs MPOCTHIX
HabopoB RDD c n06bIMH IPYTMMHU UCTOYHUKAMH AaHHBIX, MOAAEPKHU-
BaeMbIMU B Spark SQL. B aToM pa3szesie Mbl pacCCMOTPUM IIpHEMBI pabo-
Thl C BHEIIHUMH UCTOYHHKAMH, a Takxe ¢ Habopamu RDD.

Apache Hive

Spark SQL moanepxusaer Jo6bie hpopMaThl XpaHeHUs AaHHBIX B Hive
(SerDes), Bkatouas texctosble ¢aitabl, RCFiles, ORC, Parquet, Avro
u Protocol Buffers.

Yrobst mogkaountbh Spark SQL k n060ii cyuiecTByouei ycTaHOB-
ke Hive, Heo6xonuMo npenoctaBuTh MHGOPMALMIO O KOH(PUTYpALMK
Hive. [lns1 3TOr0 10CTaTOYHO CKONUPOBaTh (ain hive-site.xml B kaTanor
/conf/, kyna ycranosnen Spark. B orcyTcTBue daiina hive-site.xml 6y-
ZleT UCNOJIb30BaThCS JIOKAJbHOE MeTaxpanuauule Hive, u 3To He mome-
IAeT 3arpy3uTh JaHHble B Tabauuy Hive as1s ucnosnb3oBaHus B mocie-
LYIOLIEM.

[Mpumepsr ¢ 9.15 mo 9.17 WMIOCTPUPYIOT BBIMOJHEHHE 3aIPOCOB
k Tabuue Hive. B naHHbIX mpuMepax TabJuiia MMeeT [Ba CTOJIONA: KoY
(uesioe yucio) u 3Hayenue (ctpoka). Kak coznath Takyio TabiuILy, Mbl 110-
Ka)XkKeM B cJieylolleii I1aBe.

Mpumep 9.15 < 3arpyaka B Tabnuuy Hive B Python

from pyspark.sql import HiveContext

hiveCtx = HiveContext (sc)
rows = hiveCtx.sql ("SELECT key, value FROM mytable")
keys = rows.map (lambda row: row([0]

Mpumep 9.16 < 3arpyaka B Tabnuuy Hive B Scala
import org.apache.spark.sql.hive.HiveContext

val hiveCtx = new HiveContext (sc)
val rows = hiveCtx.sql ("SELECT key, value FROM mytable")
val keys = rows.map(row => row.getInt(0))

Mpumep 9.17 < 3arpy3aka B Tabnuuy Hive B Java

import org.apache.spark.sql.hive.HiveContext;
import org.apache.spark.sql.Row;
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import org.apache.spark.sql.SchemaRDD;

HiveContext hiveCtx = new HiveContext (sc);
SchemaRDD rows = hiveCtx.sql ("SELECT key, value FROM mytable");
JavaRDD<Integer> keys =
rdd.toJavaRDD () .map (new Function<Row, Integer>() {
public Integer call (Row row) { return row.getInt(0); }
bi

Parquet

Parquet — momy/sipHbI, TabJIMYHO-OPUEHTHPOBaHHBIA (popMaT XpaHe-
HUs1 JAHHBIX, MO3BOJIAIOMNI 3¢ (PEKTUBHO XPaHUTh 3aMUCH C BJIOXKEH-
HbIMU TOJIAIMU. OH YacCTO UCIOJIB3YeTCs] Pa3jMYHbIMH HUHCTPYMEHTAMH
B 3KocucteMe Hadoop u nommepxusaet Bce Thmbl gaHHbix B Spark SQL.
Spark SQL npexmocrasisier HaGOp METOOB /JIsI UTEHUS JAHHBIX HETO-
cpezicTBeHHO U3 ¢aiiios Parquet.

3arpy3uTs naHHble U3 Baiia MOXKHO ¢ momolbio HiveContext . parquet-
File() mmu SQLContext.parquetFile (), kak moka3aHno B mpumepe 9.18.

Mpumep 9.18 < 3arpyska gaHHbIx B dopmate Parquet B Python
# 3arpysuTe naHHee M3 Qaina Parquet c MMeHamu nonei

rows = hiveCtx.parquetFile (parquetFile)

names = rows.map (lambda row: row.name)

print "Everyone"

print names.collect()

MDaitn Parquet MOXHO Take 3aperMCTPUPOBAaTh KaK BpeMEHHYIO Tab-
suny Spark SQL u BeimosHsiTh 3anpocs! k Heil. [Tpumep 9.19 npopokaer
npumep 9.18.

Mpumep 9.19 < BbinonHeHne 3anpocos K ¢aiiny Parquet 8 Python
# Haitt mobureneit naHg
tbl = rows.registerTempTable ("people")
pandaFriends = hiveCtx.sql(
"SELECT name FROM people WHERE favouriteAnimal = \"panda\"")
print "Panda friends"
print pandaFriends.map(lambda row: row.name).collect()

Haxkoner, comepxumoe HabGopa SchemaRDD MOXXHO COXpaHUTb B (haii

Parquet BpI30oBOM MeToma saveAsParquetFile(), kak MmokasaHO B npume-
pe 9.20.

Mpumep 9.20 + CoxpaHeHue aaHHbIx B daiin Parquet B Python
pandaFriends.saveAsParquetFile ("hdfs://...")
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JSON

Ecnu y Bac umeercs daitn B popmare JSON c 3anmucsiMy, cieqyomuMu
OIHOM U TOiA e cxeMe, Spark SQL cMoXeT onpeneuTb CXeMy IMyTeM CKa-
HUpoBaHUs daiiia U JaTh BaM JOCTYII K ITOJIsIM 1o MMeHaM (rpumep 9.21).
Ecnn Bam koraa-HuGy /b OBEIETCS CTOJKHYThCS C OTPOMHBIM KAaTaJIOrOM
sanuceit B popmare JSON, cnoco6Hocts Spark SQL onpenensts cxemy
MOMOXeET BaM OBICTPO MPUCTYIHUTD K paboTe, He HAMMCAB HU CTPOYKH CIle-
IIMAJIBHOTO KO/ AJIst 3arpy3KH AaHHBIX.

Yrob6bl 3arpy3uTb ganubie B ¢popmare JSON, 10CTATOYHO IIPOCTO BbI-
3BaTh MeTO[ jsonFile () o6bekTa hiveCtx, Kak MokasaHo B mpuMepax ¢ 9.22
no 9.24. Ecan Bam 6yaeT MHTEPECHO y3HATh, KaKyl0 CXeMy IUISI BalllUX
naHHbIxX BbiBea Spark SQL, BbizoBuTe MeTon printSchema() mosy4yeHHOro
HaGopa SchemaRDD (mpumep 9.25).

Mpumep 9.21 <+ UcxoaHble 3anucun
{"name": "Holden"}

{"name":"Sparky The Bear", "lovesPandas":true,
"knows":{"friends": ["holden"]}}

Mpumep 9.22 <+ 3arpyaka aaHHbIXx JSON ¢ nomowwbio Spark SQL B Python
input = hiveCtx.jsonFile (inputFile)

MNpumep 9.23 < 3arpyska aaHHbIX JSON ¢ nomouwbio Spark SQL B Scala
val input = hiveCtx.jsonFile(inputFile)

Mpumep 9.24 < 3arpyaka AaHHbIX JSON ¢ nomowbio Spark SQL B Java
SchemaRDD input = hiveCtx.jsonFile(jsonFile);

Mpumep 9.25 < Cxema, nonyyeHHasn BbI3OBOM printSchema ()
root

|-- knows: struct (nullable = true)

| |-- friends: array (nullable = true)

| | |-- element: string (containsNull = false)

|-- lovesPandas: boolean (nullable = true)

|-- name: string (nullable = true)

HononaHutensHo B npuMepe 9.26 NpUBOAUTCS CXEMa, BbIBEIEHHAS KOM-
nonenToM Spark SQL muist HaGopa coobiennit u3 Twitter.

Mpumep 9.26 <+ HenonHan cxema Habopa coobieHnin n3 Twitter
root

|-- contributorsIDs: array (nullable = true)

| |-- element: string (containsNull = false)
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createdAt: string (nullable = true)
currentUserRetweetId: integer (nullable = true)
hashtagEntities: array (nullable = true)

|-- element: struct (containsNull = false)

| |-- end: integer (nullable = true)

| |-- start: integer (nullable = true)

| |-- text: string (nullable = true)
id: long (nullable = true)
inReplyToScreenName: string (nullable = true)
inReplyToStatusId: long (nullable = true)
inReplyToUserId: long (nullable = true)
isFavorited: boolean (nullable = true)
isPossiblySensitive: boolean (nullable = true)
isTruncated: boolean (nullable = true)
mediaEntities: array (nullable = true)

|-- element: struct (containsNull = false)

| |-- displayURL: string (nullable = true)
|-- end: integer (nullable = true)
|-- expandedURL: string (nullable = true)
|-- id: long (nullable = true)
|-- mediaURL: string (nullable = true)
|-- mediaURLHttps: string (nullable = true)
|-- sizes: struct (nullable = true)
| |-- 0: struct (nullable = true)
| | |-- height: integer (nullable = true)
| | |-- resize: integer (nullable = true)
| | |-- width: integer (nullable = true)
| |-- 1: struct (nullable = true)
| I |-- height: integer (nullable = true)
| | |-- resize: integer (nullable = true)
| | |-- width: integer (nullable = true)
| |-- 2: struct (nullable = true)
| | |-- height: integer (nullable = true)
| | |-- resize: integer (nullable = true)
| | |-- width: integer (nullable = true)
| |-- 3: struct (nullable = true)
| | |-- height: integer (nullable = true)
| | |-- resize: integer (nullable = true)
| | |-- width: integer (nullable = true)
|-- start: integer (nullable = true)
|-- type: string (nullable = true)

| |-- url: string (nullable = true)
retweetCount: integer (nullable = true)
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YBuIEB Takylo cXxeMy, MHOTHE MOTYT 3aJaTh Pe30HHBII Bompoc: «Kaxk
HOJMYYUTDb JOCTYI K BJOXEHHBIM IIOJIAM M MoasM-MaccuBam?» B Python
JOCTYII K BJIO)KEHHBIM HOJISIM OCYILECTBJISIETCS C UCMIOJb30BAaHUEM OIlepa-
TOpa TOYKM (. ) ZI/Is1 KAXKIOr0 YPOBHSI BJIOXKEHHOCTH (HanmpuMmep, toplevel.
nextlevel). K asementam mMaccuBoB MoxHO obparutbesi B SQL, yka3as
UHIEKC, HanpuMep [element], kak moka3aHo B npuMepe 9.27.

Npumep 9.27 < SQL-3anpoc, n3BnekarLnii BNIOXEHHbIE NONA
W 3NEeMeHTbl MacCuBOB

select hashtagEntities(0].text from tweets LIMIT 1;

U3 RDD

[ToMuMoO 3arpy3ky JaHHBIX M3 BHEIIHMX MCTOYHUKOB, Habopbl SchemaRDD
MO>HO c031aBaTbh U3 06b14HbIX HabopoB RDD. B Scala na6opst RDD He-
SIBHO 11peo6pa3yioTcsi B HaGopbl SchemaRDD.

B Python nHy»xHo cosznats Habop RDD 06beKkTOB Row 1 3aTeM BbI3BaThb
Mmerton inferSchema (), kak mokasaHo B nmpumepe 9.28.

Npumep 9.28 < CospaHne Habopa SchemaRDD ¢ ncnons3osaHmem Row
1 UMEHOBAHHOro koprtexa B Python
happyPeopleRDD =

sc.parallelize([Row(name="holden", favouriteBeverage="coffee")])
happyPeopleSchemaRDD = hiveCtx.inferSchema (happyPeopleRDD)
happyPeopleSchemaRDD.registerTempTable ("happy people")

B Scala onpenenenue cxeMbl OCyLIECTBJISIOT HALM CTapble APY3bs —
HesiBHbIE Tpeobpa3oBanus (npumep 9.29).

Npumep 9.29 < CospaHne Habopa SchemaRDD n3 case-knacca B Scala

case class HappyPerson(handle: String, favouriteBeverage: String)

// Co3matb HaGop nepcoH M mnpeBpaTuTh ero B SchemaRDD
val happyPeopleRDD =
sc.parallelize(List (HappyPerson("holden", "coffee")))

// ObpatTuTe BHMMaHMe: 3HeCb LEACTBYyeT HeABHOe npeobpa3oBaHMe,
// sxBuBaneHTHoe BH30BY sqlCtx.createSchemaRDD (happyPeopleRDD)
happyPeopleRDD.registerTempTable ("happy_people")

B Java npeo6pasoBatb npocroit Habop RDD u3 06beKToB, NoAnepKu-
BAOIIMX CEPUATU3ALMIO U UMEIOIUX OOILENOCTYIIHbIE METOAbI YTEHUSI/
3anucHy, B SchemaRDD MO>kHO BbI30BOM applySchema (), kak MOKa3aHo B IpHU-
Mmepe 9.30.
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Mpumep 9.30 < Co3paHue Habopa SchemaRDD u3 JavaBean B Java
class HappyPerson implements Serializable {
private String name;
private String favouriteBeverage;
public HappyPerson() {}
public HappyPerson(String n, String b) {
name = n; favouriteBeverage = b;

}

public String getName() { return name; }
public void setName (String n) { name = n; }
public String getFavouriteBeverage() { return favouriteBeverage; }

public void setFavouriteBeverage (String b) {
favouriteBeverage = b;
}
Vi

ArrayList<HappyPerson> peoplelist = new ArrayList<HappyPerson>();

peoplelist.add (new HappyPerson("holden", "coffee")); '

JavaRDD<HappyPerson> happyPeopleRDD = sc.parallelize (peopleList);

SchemaRDD happyPeopleSchemaRDD = hiveCtx.applySchema (happyPeopleRDD,
HappyPerson.class) ;

happyPeopleSchemaRDD. registerTempTable ("happy people");

Cepsep JDBC/ODBC

Spark SQL noaaepxusaer Taxxe noaxaodesue k JDBC, yto moxer npu-
TOAUTbCS MPU MCIIOJIb30BaHUM NPOMBILIEHHBIX HHCTPYMEHTOB C KJjac-
TepoM Spark M COBMECTHOM HCIOJIB30BAaHMM KJIacTepa MHOXKECTBOM
nosnb3oBateneil. Cepsep JDBC neiicTByeT kak caMOCTOsITeNbHas Mpo-
rpamMMa-zpaiiBep, crnoco6Hasi OMHOBPEMEHHO OOCJIYXXHBATh MHOXECTBO
KJIeHTOB. JI1060i1 KJIMEHT MOXET K3IINPOBATh CTPAHULbI B IAMSTH, BbI-
MOJHATD 3aNPOCHI K HUM U T. [, IPU 3TOM pecypchl KjacTepa ¥ K3IIHPO-
BaHHbIE JaHHbIE OYIYT AOCTYIHBI UM BCEM.

Cepsep JDBC B Spark SQL siBisiercst ananorom HiveServer2 B Hive.
Ero takxe yacrto HassiBaioT «Thrift-cepBepoM», MOTOMY 4TO OH MCIOJIb-
3yer nportokou cBsi3u Thrift. imeiite B Buay, uto cepsep JDBC Tpebyer,
uTo6bI HpeiiMBOpK Spark 6bL1 CKOMITMIMPOBaH ¢ moaaepxxkoil Hive.

3anycTUTb CEpBEP MOXKHO BHI30OBOM ClleHapHsi sbin/start-thriftserver.
sh B xaramore Spark (npumep 9.31). ITOT cueHapuii IPUHMMAET Te XKe
¢saru 1 mapameTpsl, 4To M spark-submit. Ilo ymMosyaHuio cepBep npu-
HUMaeT coeIMHeHHUs 1o aapecy localhost:10000, HO ero MOXHO U3MEHHUTD
C MOMOLIbIO NEPEMEHHBIX OKpYXeHUs1 (HIVE_SERVERZ THRIFT PORT u HIVE
SERVER2 THRIFT BIND HOST) wunu mnapametpoB HacTpoiiku Hive (hive.
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server2.thrift.port i hive.server2.thrift.bind.host). I[lonnepxxuBaercs
TaK)Xe BO3MOKHOCTb M3MEHsITb MapaMeTpbl HacTpoiikn Hive B komang-
HOi1 cTpoKe ¢ noMolibio psiara --hiveconf property=value.

Npumep 9.31 «» 3anyck cepsepa JDBC

./sbin/start-thriftserver.sh --master sparkMaster

B coctai Spark takxe BXxoauT kaueHTckasi nporpamma Beeline!, koTo-
PYIO MOKHO HCI0JIb30BaTh AJst coenHeHus ¢ cepBepoM JDBC, kak no-
Kazane B upiMepe 9.32 i1 Ha puc. 9.3. ITa nporpaMma — NpocTasi MHTEPaK-
Tisnast 00010uka SQL, 1103B0JSI01As BHITONHATL KOMaH/Ibl Ha CEPBepe.

LICENSE README .md
logs repl
make-distribution.sh sbin
matastore_db sbt
holden@hmbp2:~/repos/spark$ ./sbin/start-thriftserver.sh --master local(?*]
starting org.apache.spark.sql.hive.thriftserver.HiveThriftServer2, logging to /h
ome/holden/ repos/spark/sbin/../logs/spark-holden-org.apache.spark.sql.hive.thrif
tserver.HiveThriftServer2-1-hmbp2.out
holden@hmbp2:~/repos/spark$ ./bin/beeline -u jdbc:hive2://localhost:16860
park assembly has been built with Hive, including Datanucleus jars on classpat
scan complete in 1lms
onnecting to jdbc:hive2://localhost:16066
onnected to: Spark SQL (version 1.2.0-SNAPSHOT)
Driver: spark-assembly (version 1.2.8-SNAPSHOT)
ransaction isolation: TRANSACTION_REPEATABLE_READ
Beeline version 1.2.8-SNAPSHOT by Apache Hive
8: jdbc:hive2://localhost:16600> show tables;

1 row selected (1.473 seconds)
0: ]dbc:hlveZ://localhos(:}9096>

Puc. 9.3 < 3anyck cepsepa JDBC
1 NOAKNYEHME K HEMY C nomoubio Beeline

Npumep 9.32 < NMoaxnioyeHne k cepsepy JDBC c nomouwsio Beeline

holden@hmbp2:~/repos/spark$ ./bin/beeline -u jdbc:hive2://localhost:10000
Spark assembly has been built with Hive, including Datanucleus jars on
classpath

scan complete in 1lms

Connecting to jdbc:hive2://localhost:10000

Connected to: Spark SQL (version 1.2.0-SNAPSHOT)

JDBC/ODBC Server | 175

Driver: spark-assembly (version 1.2.0-SNAPSHOT)

' http://bit.ly/1BQMMVF.
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Transaction isolation: TRANSACTION REPEATABLE READ
Beeline version 1.2.0-SNAPSHOT by Apache Hive
0: jdbc:hive2://localhost:10000> show tables;

e +
| result |
e +
| pokes |
$mmmmeeem +

1 row selected (1.182 seconds)
0: jdbc:hive2://localhost:10000>

(\"} Cpasy nocJe 3anycka cepsep JDBC nepexoaut B oHOBBIN pexuM U Becb
/ BbIBO/LHAMpAB/SET B aiin xypHana. Ecav npu BelnosIHeHUH 3anpoca K cep-
Bepy JDBC Bo3HHKHeT o1KOKa, IOJIHBII TEKCT COOOLIEHUS O Heil BBl Haiizie-

Te MIMEHHO TaM.

MHorue BHENIHHE HHCTPYMEHTBI MOTYT TAK)KE COEAUHSATHCS C KOMIIO-
HextoM Spark SQL uepe3 ero cobcrBenHsiit apaiiBep ODBC. [IpaiiBep
ODBC B Spark SQL co3nan komnanueit Simba' u moxxet 6bITh 3arpyskeH
Ha caifTax, nocrassiiowmx auctpubytussl Spark (Hanpumep, Databricks
Cloud, Datastax 1 MapR). OH yacTo MCMO/B3YeTCsA MPOMBIIIEHHBIMU
HUHCTPYMEHTaMH, TAKUMHU Kak Microstrategy miun Tableau. Ytobs! y3Hats,
Kak noxksrovaercss k Spark SQL Baw uHcTpyMeHT, obpamaiitech K 10-
KyMeHTalMH 111 3Toro mHcrpymenra. Kpome toro, 60/bLIIMHCTBO Mpo-
MBILLJIEHHbIX UHCTPYMEHTOB, UMEIOMINX KOMIIOHEHTHI [l TOAKJII0UYEHUs
k Hive, Taxxxe MoryT nogkoyarscst k Spark SQL, motomy uto Spark SQL
UCII0JIb3YET TOT K€ SI3bIK 3aIPOCOB U CEPBEP.

Pa6oTta c nporpammoii Beeline

B kinenTe Beeline MoxxHo ucnosib3oBaTh cTanaapTHbie KoManabsl HiveQL
JJIs1 cO34aHus TabJIMI U BBIMOJIHEHUs 3anpocoB Kk HUM. [TosHoe omuca-
Hue s3bika HiveQL mMoxxHO HaiiTh B anekTpoHHOM pykoBoacTBe «Hive
Language Manual»?, a 31ecb MbI TOKa)eM JIMIIb HECKOJIbKO U3 HanboJiee
4aCTO MCTIOJIb3yeMBIX OTepaLyii.

IIpex e Bcero co3aarh TabIMIy Ha OCHOBE JIOKAIBHBIX JAHHBIX MOXKHO
¢ nomoubio koMaHabl CREATE TABLE u cienymomeit 3a Heil koMaHabl LOAD
DATA. Hive noaaep>xuBaet 3arpy3Ky AaHHBIX U3 TEKCTOBBIX (aioB ¢ QUK-
CUPOBAHHBIM pasfenuTesieM moseit, Takux kak CSV, u apyrux daiinos,
KaK IMOKa3aHo B mpumepe 9.33.

! http://www.simba.com/.
2 https://cwiki.apache.org/confluence/display/Hive/LanguageManual.
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NMpumep 9.33 < 3arpys3ka AaHHbIX B Tabnnuy
> CREATE TABLE IF NOT EXISTS mytable (key INT, value STRING)
ROW FORMAT DELIMITED FIELDS TERMINATED BY ',’;

> LOAD DATA LOCAL INPATH ‘learning-spark-examples/files/int_string.csv’
INTO TABLE mytable;

[Tosy4uTh CIUCOK TaBJIMII MOXKHO C IIOMOLLBIO HHCTPYKIMHU SHOW TABLES
(mpumep 9.34). ViMeercst Takke BO3MOXKHOCTb OIMHUCATh KAXKAYIO CXeMY
komanaoi DESCRIBE tableName.

MNpumep 9.34 < BbiBOA cnucka Tabnuuy,
> SHOW TABLES;

mytable

Time taken: 0.052 seconds

KaumpoBatue tabiui BbinosHseTcs: KomaHaoii CACHE TABLE tableName.
[TosaHee TabaMuy MOXHO YAAIMTb M3 K3lIa KomaHmoit UNCACHE TABLE
tableName. O6paTiTe BHUMaHKE, YTO K3IIMPOBaHHbIE TAOJUIIbI JOCTYITHBI
BCeM KJyiMeHTaM aaHHoro cepBepa JDBC, kak y»e roBopusioch BbIIIIE.

Haxkonen, Beeline mo3sossier mocMoTperb miaH 3ampoca. s atoro
MOJKHO MepeaTh 3anpoc komanze EXPLAIN, kak noka3aHo B mpumepe 9.35.

MNpumep 9.35 < KomaHnaa EXPLAIN B UHTepakTMBHOM obonoyke Spark SQL
spark-sql> EXPLAIN SELECT * FROM mytable where key = 1;
== Physical Plan ==
Filter (key#l6 = 1)

HiveTableScan [key#16,value#17], (MetastoreRelation default, mytable,
None), None
Time taken: 0.551 seconds

B nanHom koHkperHom maHe Spark SQL mpumeHsier ¢uabTp K pe-
syabrataM HiveTableScan.

C aToro MoMeHTa BBl MOXKETE MUCATh 3anpockl SQL a/s u3BneueHUs
nanHbix. [Iporpamma Beeline moMoxeT BaM GbICTPO MPUCTYIUTD K UCCIIE-
JOBAHUIO K9UIMPOBAHHBIX TabJIMIl, COBMECTHO HCIIOJb3yEMbIX MHOIMMHU
TM0JIb30BATEISIMM.

Donroxueyuwue Ta6numubl U 3anpochbi

Onto u3 npeumyuects cepsepa JDBC B Spark SQL — BO3MOXHOCTb €O-
BMECTHOT'O UCIOJIb30BaHUS TaOJIMIl MHOTUMH POrPAMMaMH. TO BO3MOXHO
6naronapst Tomy, uto Thrift-cepsep JDBC siBasiercst o61ueii mporpamMoii-
npaiiBepoM. HaM 10CTaTO4HO JiMiIb 3aperMcTpupoBaTh TabJIHIy M 3aTeM
BBITIOJHUTD KOMaHAy CACHE, Kak ObLIO I0Ka3aHO B MPEABIAYILEM pa3fiele.
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™ ABTOHOMHas HHTepaKTHBHas oGosouka Spark SQL. Kpome cepsepa
JDBC, Spark SQL nopaepx#BaeT Takxke NpoCTyI0 HHTEPAKTUBHYIO 060J104-
Ky ./bin/spark-sql, koTopy1o MOXHO HCIOJIb30BaTh KaK €lMHCTBEHHBIi
npotiecc. Ita 060J04Ka MOAKII0YAETCs] K MeTaxpaHuiuuty Hive, HactpoeH-
Homy B aiine conf/hivesite.xml, eciu TakoBO# cyiecTByeT, MK CO31a€T
JIOKQJIbHOE MeTaxpaHuniie. ITa 060104Ka OYeHb 110JIe3Ha st pa3paboTku
Ha JIOKaJIbHOM KoMrbioTepe. Eciin B npoliecce pa3paboTKH HUCMOJIb3yeTcs
KJIacTep, BMECTO Hee cJie/lyeT ucnosb3oBath cepsep JDBC u noaxmouarscst
K HeMy ¢ niomoupio Beeline.

MyHKUNK, onpeAeAseMble NOAb30BaTeAeM

Oyukuuu, onpenensiembie mnosab3obatesneM (User-Defined Functions,
UDF), no3BosAI0T 3aperucTpupoBath cobcTBeHHble QyHKIMK Ha Python,
Java u Scala mis ucnonb3oBanust B 3anpocax SQL. 3to oueHs momyJsip-
Hblit crocob pacinperust GyHKIMOHAIBHBIX Bo3MoxHOocTeit SQL, moro-
My YTO ITOJIb30BATEJIM MOTYT MCMOJb30BaTh UX, HE HAMKMCAB HU CTPOYKU
cBoero kozia. Spark SQL cyuecTBeHHO yIpoLIaeT Co3iaHne TaKuxX QyHK-
uuit. OH noazepxuBaeT cOOCTBEHHbIE U MpefONpeseieHHble GYHKIUH
Apache Hive UDE

Spark SQL UDF

Spark SQL npeanaraer BcTpoeHHblt Meton Ais peructpauuun UDF
npocToii nepenaveit eMy GpyHKLMHM, HAMUCAHHON HA BHIODAHHOM SI3bIKE
nporpammupoBanus. B Scala u Python mMoxHO Kcnonb3oBaTh 06bIYHBIE
byHKuMY 1 1sIMO1a- BRIDAXKEHUS, @ B Java IOCTATOYHO MPOCTO PACIIUPUTD
coorserctBytoumii ki1acc UDE Hawmu ¢yukuun UDF moryt paborats
C TaHHBIMM PA3HBIX THUIIOB U BO3BPAIATh Pe3yJIbTAaThl PA3HBIX THIIOB.

B Python u Java taxxe Heo6X0q1MMO ONpeeUTh BO3BPALIAEMBbIii THII
KaK OfIMH M3 TUIIOB, MOAAEePXUBaeMbIX Habopamu SchemaRDD u mepeumc-
JeHHbIX B Ta6.1. 9.1. B Java aTu THIIBI OnIpe/iesieHsl B 0rg. apache. spark.sql.
api.java.DataType, a B Python HyxHo nmnoptupoBaTh Moay.ib DataType.

B npumepax 9.36 u 9.37 npuBoautcst oueHs npocrtas dpyukuus UDE,
BBIYKCJISIONIAs JJIMHY CTPOKH, KOTOPYIO MOXCHO MCITOJIb30BaTh JJIs1 OMpe-
JieJIeHHsI pa3MepoB coobennit u3 Twitter.

Mpumep 9.36 < DyHkumsa UDF onpeaeneHuns gnnHbl CTpoku B Python
# Co3mats UDF ans onpeneneHuss OJMHE CTPOKM
hiveCtx.registerFunction(
"strLenPython", lambda x: len(x), IntegerType())
lengthSchemaRDD = hiveCtx.sql(
"SELECT strLenPython(‘text’) FROM tweets LIMIT 10")
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Mpumep 9.37 < DyHkumnsa UDF onpeaenenns pnnHbl CTpoku B Scala
registerFunction("strLenScala", (_: String).length)
val tweetLength = hiveCtx.sql(

"SELECT strLenScala(‘tweet’) FROM tweets LIMIT 10"

st onpenenennss UDF B Java Heo6x0aMMO MMIOPTUPOBATh PsIA A0-
NOJIHUTEJIbHBIX NakeToB. Kak U B ciryyae ¢ pyHKUMSIMH, OnpesessieMbIMU
11 HabopoB RDD, TpeGyercst pacMpuTh crenuaibHblit kaacc. B 3aBu-
CHMOCTH OT YMCJIa TApaMeTPOB pacliupsieTcs Kjaacc ¢ uMeHeM UDF[N], kak
noka3aHo B npumepax 9.38 u 9.39.

Mpumep 9.38 < NmnopTuposaHMe AONONHUTENbLHBLIX NAKETOB B Java
// ¥MnoptupoBath knacc UDF u DataTypes

// lpuMeuanue: MyTH B OTUX MHCTPYKLUMAX MOTYT

// M3MEHUTHCA B CledyoUMX BepCUax

import org.apache.spark.sql.api.java.UDF1;

import org.apache.spark.sql.types.DataTypes;

Mpumep 9.39 < DyHkums UDF onpepeneHms nivHbl CTPOku B Java
hiveCtx.udf().register("stringlengthJava", new UDF1<String, Integer>() {
@Ooverride
public Integer call(String str) throws Exception {
return str.length();
}
}, DataTypes.IntegerType);

SchemaRDD tweetLength = hiveCtx.sql(
"SELECT stringLengthJava(‘text’) FROM tweets LIMIT 10");
List<Row> lengths = tweetLength.collect();
for (Row row : result) {
System.out.println(row.get (0));
}

Hive UDF

Spark SQL crniocofeH Takxke UCTIOAb30BATh NPeAONpeeIeHHbIe (HYHKIUH
Hive UDFE Crannaptubie pyukuuu Hive UDF peructpupyiorcs aBro-
Mmatuuecku. Eciu y Bac ectb coberBennble ¢pyHkuun UDF, He 3abynbre
MOAKTIOYUTb cooTBeTcTByIOUIME JAR-daitnbl k npunoxenuo. IIpu uc-
nosbs3oBanuu cepsepa JDBC He 3a6biBaiiTe, 4TO NOAKIIOUUTD TakKe daii-
JIbl MOXKHO € MOMOIIBIO (iara --jars. PaspaGorka ¢yukuuit Hive UDF
BBIXOAHUT AAJIEKO 32 PAMKH JaHHON KHUTH, HO3TOMY MBI IIPOCTO MIOKAXeEM,
KaK MOJIb30BaThCS YK€ UMEIOIUMUCS (PYHKIUSIMU.
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Yrto6bl OIyYNTh BO3MOXKHOCTD Bbi3biBaTh GyHkuuu Hive UDF, Heo6-
XOIMMO HCIO0JIb30BaTh 00BEKT KOHTeKCTa HiveContext BMeCTO OOBIYHOTO
SQLContext. UtobsI mosyuunts goctyn k pyukuun Hive UDF, npocro BbI-
3oBUTe hiveCtx.sql ("CREATE TEMPORARY FUNCTION name AS class.function").

MpounssoauteAbHOCTb Spark SQL

Kak ormeuasiocs Bo BBesieHuH, Spark SQL noanepxuBaeT A3bIK 3alIPOCOB
BBICOKOTO YPOBHSI, U HAJIMYHE JOMOJHUTENbHOM MHGPOPMALMKM O THUIAX
M03BOJISIET 3TOMY KOMIIOHEHTY JeiicTBOBaThb 60Jiee apdheKTUBHO.

Spark SQL He npocTo faeT NoJIb30BaTENAM BO3MOXHOCTD BBITOJIHSITD
3anmpockl SQL — OH CylIECTBEHHO yNpOUIAET BBIMOJHEHNE arperaTHbIX
orneparnyii, TAKMX KaK BbIYMCJIEHHE CYMM [IJisi MHOXeCTBa CTOJIONO0B (Kak
nokasaHo B npumepe 9.40), 6e3 He0OXOAUMOCTH CO3aBaTh CIIEIHAIbHbIE
06BEKTDI, 0 KOTOPBIX PacCKa3bIBajOCh B rJiaBe 6.

Mpumep 9.40 < BuluncneHne Heckonbkmux cymm B Spark SQL

SELECT SUM(user.favouritesCount), SUM(retweetCount), user.id FROM tweets
GROUP BY user.id

Spark SQL Moxet ucnonb3oBaTh MHGOPMALUIO O THNAX 1Jist 6oJee
3 dexTuBHOI paboThl ¢ faHHbIMU. Kora BEIMOIHAETCS K3MIMPOBaHHE
nanHbix, Spark SQL ucnonb3yer BHyTpeHHee XpaHMUJMLIe B Tabauy-
HOM dopmarte. ITO He TOJBKO MO3BOJISIET IKOHOMUTD MaMSTh, HO €CJIU
nocJieyiolue 3anpocs OyAyT U3BJIeKaTh OrPAHUYEHHOE TOAMHOXECT-
BO naHHbIX, Spark SQL cMoXeT MUHUMU3UPOBaTh 06BEM NAHHBIX MJIs
YTEHHUS.

OrpannuuBaiouiee yciaoBue aaet Spark SQL Bo3aMoxxHOCTb epeHecTu
BBITIOJIHEHHE HEKOTOPBIX YacTell 3apoca «BHU3», B MEXaHU3M 06paboTKu
3anpocos. Eciiu B Spark HaM notpe6GyeTcs poYnTaTh TOJIBKO ONpeAeseH-
Hbl€ 3alMCH, CTAHAAPTHBIN CIIOCO6 pellleHus: 3TOi 3afauM 3aKJII0YaeTCs
B TOM, YTOOBI [IPOYNTATb BeCb HAOOP AAHHBIX, 4 3aTEM IPUMEHUTD (PUIIBTP.
Ho B Spark SQL, eciin xpaHuiunie JaHHBIX MOAAEPKUBAET U3BJIEYEHHE
OrpaHMYEHHOrO IIOAMHOXECTBA JaHHBIX, OrpaHUYMBawIlee ycaosue 6y-
[IeT epeIaHo B MEXaHU3M XpaHEeHUsl JaHHBIX, OJarogaps yemy /st yTe-
HMsI MOXXeT OBITh NTPEIOCTABJIEHO FOPa3/Io MEHbLIE JAHHBIX.

MapameTpbl HACTPOUKU NPOU3BOAUTENIBHOCTU

B Spark SQL umeercst MHOXeCTBO pa3HbIX MapaMeTPOB HACTPOMKH IIPO-
M3BOIMTEJBHOCTH; BCE OHU NepevncieHs! B Tabu. 9.2.
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Tabnunya 9.2. MapameTpbl HacTPoiku npon3soguTenbHocTy B Spark SQL

MapameTp Suauenwe OnucaHue
MO YMONYaHMIO

spark.sql.codegen false Ecnu umeert 3HaueHue true, Spark SQL
6yaeT KOMNMANPOBATb Kaxaw!i 3aNpoc
B 6aiiT-koq Java «Ha nety». 910 MOXeT
cnocobCcTBOBATH YBENMYEHWIO NPON3BO-
ANTENbHOCTY 60NbLLIMX 3aNPOCOB, HO Ha
KOPOTKMX 3anpocax, Hao6opoT, MoXeT
HabnioaaTbCs yxyaweHme Npom3soam-
TeNbHOCTH

spark.sql. false ABsTOMaTU4eCcKoe cxaTie TabnnyHoro

inMemoryColumnarStorage. XpaHunuLa B NnamaTn

compressed

spark.sql. 1000 Pa3mep nakeTa 415 K3WNPOBAHUA.

inMemoryColumnarStorage. Bonblume 3Ha4YeHMs MOryT BbI3BaTh

batchSize ownbKy cyepnaHna NaMaTh

spark.sq} .parquet. snappy Mcnonb3ayeMmelii kogek cxaTtus.

compression.codec JonycTumble 3Ha4eHus: uncompressed,
snappy, gzip u 1zo

HWcnonb3ys unctpymenThl noakmodenus K JDBC u o6o0uky Beeline,
MBI MOXKEM U3MEHSTh 3T U IpPYTHe NapaMeTpbl KOMaHOo# set, Kak Moka-
3aHo B npumepe 9.41.

Mpumep 9.41 < BknoyeHne guHaMnUyYeCckom KoMNUNSUUK 3anpocoB
B Beeline

beeline> set spark.sql.codegen=true;

SET spark.sql.codegen=true

spark.sql.codegen=true

Time taken: 1.196 seconds

B rpaguumonHbix npunoxenusx Spark SQL aTv mapameTpbl MOXXHO
yCTaHaBJIMBAaTh KaK CBOICTBa 00bekTa KOHbUrypauuu (cM. mpumep 9.42).

Mpumep 9.42 < BknioyeHne gUHaAMUYECKOW KOMNUASLUK 3aNpPOCOoB
B Scala

conf.set ("spark.sql.codegen", "true")

Hexoropble mapaMeTpsl 3aciyKuMBalOT 0cob6oro BHUMaHusi. IlepBblii
U3 HUX — spark.sql.codegen, KOTOPBIi yNpaB/sieT KOMITMISLHEN KaXKI0T0
3anpoca B 6aiiT-koa Java mnepea ero BbinosiHeHHeM. Takash KOMIHJIALUS
MOXET CYLIeCTBEHHO YBEJIHYUTh IPOM3BOAUTENbHOCTD JIUTEIbHBIX UIH
4aCTO NMOBTOPSIOIMXCA 3anpocoB. OHAKO AJIS1 KOPOTKHMX 3aMPOCOB (BbI-
NOJHSOWHKXCS 1-2 CeKYHIbl) KOMITUIIALMS UX Tiepe KaXX/IbIM BbITIOJIHE-
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HHEM MOXKET OKa3aThCsl CIULIKOM goporocrosieii'. Ilonnepxxka nuHaMu-
4YeCKOi KOMITUJISILIMH BCe ellle HAXOAUTCS Ha CTaUU 3KCIIEPUMEHTOB, TeEM
He MeHee Mbl PEKOMEH/IYeM I0JIb30BaThCs €10 [Jisi 00paboTKU 60JbLINX
3aIPOCOB WJIH /151 3aIIPOCOB, NOBTOPSIIOIIMXCS CHOBA M CHOBA.

Bropoii napameTp, KOTOpbIi BaM MOXET MOHAAOOUTHCS U3MEHUTD, —
aTo spark.sql.inMemoryColumnarStorage.batchSize. Ilpu kamupoBaHuu
Ha6opoB SchemaRDD Spark SQL rpynnupyer 3anucu B MakeThl ¢ pa3Mme-
POM, Onpe/iesisieMbIM 3TUM TTapaMeTpoM (3HaveHue 1o ymMosuanuio: 1000),
U CXKMMaeT Kaxcablit maket. Eciu 3a1aTh pasMep makeToB CJAUIIKOM Ma-
JIEHbKUM, 3TO OyZeT 3aMelJIsiTh CXKaTHe, HO, C IPYroil CTOPOHBI, OYeHb
6OJIBIIOI pa3Mep TaKXe MOXKET BBI3bIBATH MPOOGJIEMBI, TAK KaK KadKAblil
NaKeT MOXKET OKa3aThCsl CAUIIKOM 60JIbIIMM, YTOOBI YMECTUTBCS B NaMsi-
th. Eciu cTpoku B Tabsnue oyeHb BeJIMKM (HampuMep, COAEpXKaT COTHU
T0J1€eit U/ MIMEIOT CTPOKOBBIE T10JIs1, KOTOPbIE MOTYT XPAHUTb OYEHb JIJTHH-
HbI€ CTPOKH, TAKHE KK L[eJible Be6-CTPAaHHIIbI ), BAM MOXXET IIOHaZ00MThCSI
YMEHBIINUTh pa3Mep Nakera, 4ToObl u36exaTh OIMOKN WCYEPHAHUs Ta-
MsTH. Pa3aMep makeTa 1o yMOJTYaHHIO JOCTATOYHO XOPOLIO MOAXOIUT [JIsl
GOJIBILIMHCTBA CJIy4aeB, TAK KaK COKpAIAeT AONOJHHUTEIbHbIE ONepalun
CXXaTHs MpH Bbixozie 3a orpaHuyenue B 1000 3anuceii.

B 3akno4eHne

KommnonenT Spark SQL nossossier ucnoss3osats Spark mst paGotsi co
CTPYKTYPHUPOBAaHHBIMU U NMOJYCTPYKTYPUPOBAHHBIMHU JaHHBIMH. [Tomu-
MO 3aIPOCOB, KOTOPBIE MBI HCCJIE0BAH 31€Ch, IJisi paboThl ¢ HaGopaMu
SchemaRDD Spark SQL mpemocraBsisieT Te ke MHCTPYMEHTHI, YTO OBLIH
npe/icTaBjieHbl B riasax ¢ 3 mo 6. Yacro GeiBaet yno6Ho cmemnBath SQL
(13-32 ero KpaTKOCTH) C IIPOrPaMMHBIM KOJIOM, HAalTUCAHHBIM Ha IPYTUX
sI3bIKAX MPOrpaMMHPOBaHHs (M3-32 UX CIIOCOOHOCTH BBIPAXKATbh CIOKHYIO
soruky). Kpome toro, ucnonssys Spark SQL, BbI Takxxe nosydaere 10-
TIOJIHUTEJIbHBIE BBITO/IbI OT ONITHMHU3AIMH, BO3MOXHOH 6J1aroiapsi U3BeCT-
HOM cxeMe JaHHBIX.

! 06paTuTe BHHMaHHe, YTO NEpPBble HECKOJIbKO BbI3OBOB KOMITHJISATOPA BbINOJI-

HSII0TCS1 0COOEHHO MeJJIEHHO M3-32 He0OXOAMMOCTH MHHUIMANU3ALMH, T03TO-
My, IIpex/ie YeM MPHUCTYNATh K M3MEPEHHIO HAKJIAIHBIX PAaCXO0/I0B, HEOOXOAUMO
CKOMITMJIMPOBATb YeThIpe-NsATb 3alPOCOB.
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Spark Streaming

MHorue npuIoKeHUs MOJYYaloT AONOJHUTEIbHOE MPeMMYLIEeCTBO, eCJIH
crioco6Hbl 06pabaTbiBaTh AaHHbIE cpa3y nocie ux npubbitus. Hanpumep,
MPUJIOXKEHHE MOXKET CJIeIUTh 32 CTATUCTUKOI MPOCMOTPA CTPaHUIIbI B Mac-
wtabe peabHOrO BPEMEHH, IIPOBOAUTL MAIIMHHOE 00y4YeHHe UK aBTOMa-
THUYECKH onpeaessiTh anomaauu. Spark Streaming — aTo MoxyJib B cocraBe
Spark, npeaHasHayeHHbIH 1151 CO3MaHUSI TAKUX NPUIoKeHUui. OH 1aeT BO3-
MOXKHOCTb IMCaTh TIOTOKOBbIE NIPUJIOKeHHUs (streaming applications) c uc-
nosnb3oBaHieM API, oueHb MoXoxero Ha TOT, YTO IPUMEHSIETCSI B TAKETHBIX
3ananusx (batch jobs), a 3HauuT, 1 Tex e HaBHIKOB MPOrPAMMHPOBaHUSI.

TMono6Ho TOMy, KaK Bech peiiMBOPK Spark MoCTpoeH Ha MOHATUM Ha-
6opoB manubix RDD, Spark Streaming npenocraBisier coGCTBeHHYIO ab-
CTpaKILMIO, KOTOpasi HasbiBaeTcs DStreams, unu Discretized Streams (auc-
KpeTHU3HpOBaHHble OTOKH ). DStream — 3T0 nocjie0BaTeIbHOCTD JAHHBIX,
npuObIBILIAs 32 HEKOTODBII UHTEPBa BpeMeHH. BHyTpeHHe Kbl TOTOK
DStream npezacTasJieH N0CI€A0BaTENBHOCTIO HA60poB RDD, npubbiBIINX
32 MHTEpBaJ BpeMeHH (MMEHHO M03TOMY B Ha3BaHUHU HCIOJIb3YETCSI CJIOBO
«IMCKPeTH3UPOBaHHblii» ). [Torokn DStream mMoryT co3naBatbcst Ha OCHOBe
J0OBIX UCTOYHMKOB AaHHbIX, TakuxX Kak Flume, Kafka nau HDFS. ITocne
CO3aHMUsI OHM TPEJIAraioT [Ba TUIIA OIEPAlUi: npeodpa3ne6aHusl, MOPOXK-
naronie HoBble moToky DStream, u onepayuu 6v1600a, 3anuchIBaOLIE NaH-
Hble BO BHellIHHe cucteMbl, [Totoku DStream nouiepkuBaioT 6OIBIIMHCTBO
orepaLuii U3 Tex, YTO AOCTYNMHHI A1t HabopoB RD D, nuttoc HOBbIE onepauuy,
CBSI3aHHbIE CO BpeMeHeM, TaKye Kak orpezieleH1e CKOJb3sIIero OKHa.

B otinyue oT nporpamm nakeTHoit 06paboTKH, MPUIOXKEHHS HAa OCHOBE
Spark Streaming Hy»aalOTCsl B AOMOJHUTENbHOIM HACTpPOiiKe, 4TOOBI pa-
6ortath 24 yaca B CyTKH, CeMb AHeH B Hemen0. Mbl 06CyAUM MeXaHU3M
Konuposarus dannvix 8 xonmpoavoix mouxax (checkpointing), npeny-
CMOTPEHHBII KaK pa3 [jisi JOCTHIKEHUS 3TOM 11eJ1M U mo3Bosistiouii Spark
Streaming coxpaHsITh IaHHbIE B Ha/leXKHOI1 (hailyIoBoIi cUCTEME, TAKOi1 Kak
HDFS. MBI Takxe paccka’keM, Kak Nepe3anyckaTh IPUIOKEHUS B CJIy4a-
sIX aBapUIfHOrO MX 3aBepLIEHUs M KaK HACTPOMTb aBTOMaTHYECKHil nepe-
3amycK.
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Hakonen, B Bepcuu Spark 1.1 moxyss Spark Streaming 6bu1 mocty-
ned Juib B Java u Scala. kcnepumenTanbHasa noaaepxka Python Gblia
nobassiena B Bepcuu Spark 1.2, Ho oHa noka crnoco6Ha paGoTaTh TOJBKO
C TEKCTOBBIMHU JaHHbIMU. [103TOMY B 3TOIi IJ1aBe MbI GyIeM 1EMOHCTPH-
poBaTh NpUMepbl ucrosb3oBanus Spark Streaming API jump Ha Java
u Scala, Ho Te xe koHuenuK npuMeHuMs! 1 B Python.

MpocTon npumep

I[Ipexxne yeM morpysuThcsi B u3yyenue ocobenHocreit Spark Streaming,
paccMotpuM npoctoit npumep. [1o ycnoBusM 3agaun npusioXxeHue npu-
HYMaeT C cepBepa NOTOK TEKCTOBBIX CTPOK, Pa3/ieIEHHbIX CUMBOJIOM Ilepe-
BOJIa CTPOKH, BBIIEJISIET CTPOKH CO CJIOBOM <ETTOT» U BBIBOAUT UX.

[Tporpammsl Ha ocHoBe Spark Streaming Jiyyiie Bcero efCTBYIOT, KOT-
na obopMIIeHbI KAK aBTOHOMHBIE TIPUJIOXKEHHUsI, COOPaHHbBIE C UCIOJIb30-
BaHueM Maven wnu sbt. Moayab Spark Streaming naxe mpu ToM, 4TO
SIBJISIETCS. COCTABHOM YacThio ¢peitMBopKa Spark, pacnpocTpaHsercs: Kak
oTAeNbHBbIN apTedpakT Maven U uMeeT AOMOJHUTEbHbIE 3aBUCHUMOCTH,
UMIIOPTHPOBAaHHE KOTOPBIX HE06X0AMMO N06GaBUTH B IPOeKT. Bee aTo mo-
ka3aHo B npumepax ¢ 10.1 mo 10.3.

Npumep 10.1 < Onpenenenuve 3aBncumocTen ana Spark Streaming
B Maven

groupld = org.apache.spark

artifactId = spark-streaming 2.10
version = 1.2.0

NMpumep 10.2 < NMnopTupoBaHMe MexaHn3Ma NOTOKOBOW 06paboTku
B Scala

import org.apache.spark.streaming.StreamingContext
import org.apache.spark.streaming.StreamingContext.
import org.apache.spark.streaming.dstream.DStream
import org.apache.spark.streaming.Duration

import org.apache.spark.streaming.Seconds

Mpumep 10.3 < MMNopTUpOBaHME MexaHU3Ma NOTokoBOM 06paboTkn
B Java

import org.apache.spark.streaming.api.java.JavaStreamingContext;
import org.apache.spark.streaming.api.java.JavaDStream;

import org.apache.spark.streaming.api.java.JavaPairDStream;
import org.apache.spark.streaming.Duration;

import org.apache.spark.streaming.Durations;
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B nepByio ouepenb MPUIOKEHHE HOJKHO CO31aTh 0OBEKT Streaming-
Context, ABASIOIIMIICS [TaBHOM TOYKOI BX0OZja B MEXaHU3M [TOTOKOBOI 06-
pa6otku. Ilpu 3ToM aBTOMaTHuecku GyneT cosmaH obbexkT SparkContext,
UCII0J/Ib3yeMblil 1151 06paboTku naHHbIX. KoHCcTpyKTOp StreamingContext ()
NPUHUMAET UHTEPBAJ BPEMEHHU, ONPEAEISIONIHIA, KAK YaCTO JO/KHBI 00-
pabaTbiBaThCs HOBbIE JaHHbIE, — B IJAHHOM CJIy4ae Mbl YCTAHOBHJIU UH-
TepBaJ, paBHbl 1 cekynne. [[anee BoI3biBaeTcst MeTox socketTextStream()
IUTs co3anusi motoka DStream TekCTOBBIX JaHHBIX, IPUHUMAEMBIX C ITOP-
Ta 7777 NOKaJIbHOTO KOMIbIOTEPA. 3aTEM BBITIOJIHSIETCA peoOpa3oBaHue
DStream Bbi3oBoM Metona filter (), 4ToObI OCTaBUTb TOJBKO CTPOKH CO
CJIOBOM «erITor». B 3aksioueHue BbI3pIBaeTCss MeTOA print () st BeIBOZA
CTPOK, OCTaBIIUXCs mocJje ¢punbrpanuu (cM. npumepst 10.4 u 10.5).

Mpumep 10.4 < MOTOKOBLIN GUNLTP ANA BbIBOAA CTPOK CO CNOBOM
«error» B Scala

// Cospath StreamingContext c l-CeKyHOHHM MHTEepBanoM 0OpaboTku
// m ¢ ucnons3oBanueM SparkConf
val ssc = new StreamingContext (conf, Seconds(1))

// Cospatb DStream 3 HaHHHX, NPMHATHX C nopra 1777
// nokanbHOTO KOMMbTEpa
val lines = ssc.socketTextStream("localhost", 7777)

// OtpunbTpoBaTh moTok DStream, OCTaBMB CTPOKM CO CNOBOM "error"
val errorLines = lines.filter(_.contains("error"))

// BuBecTu cTpoku coO cjoBoM "error"
errorLines.print ()

Mpumep 10.5 < MNoToKOBLIN GUNLTP ANA BLIBOAA CTPOK CO CNOBOM
«error» 8 Java

// Co3matb StreamingContext c l-CekyHOHHM MHTepBasioM 0BpaBGOTKM
// n ¢ ucnone3oBanuem SparkConf
JavaStreamingContext jssc =

new JavaStreamingContext (conf, Durations.seconds(1));

// Co3pmate DStream M3 OaHHHX, NPUHATHX C mopra 1777
// nokanbHOTO KOMmbOTEpa
JavaDStream<String> lines = jssc.socketTextStream("localhost", 7777);

// Or¢unbTpoBaTh moTOk DStream, OCTaBMB CTPOKM CO CloBoM "error"
JavaDStream<String> errorlLines =
lines.filter (new Function<String, Boolean>() {
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public Boolean call(String line) {
return line.contains("error");
i

// BuBECTM CTPOKM CO CNOBOM "error"
errorLines.print();

IT0 — TOJBKO BBIYUCJIEHMS], KOTOpBIE MOJIKHBI BBINOJHSTBCS HPHU
npueMme AaHHbIX. UTOOBI HAYaTh MPUEM JAHHBIX, HEOOXOAUMO SIBHO BbI-
3BaTh MeTox start() obbekta StreamingContext. ITocme atoro Spark
Streaming samyctut 3aganve Spark moa ympaBienuem SparkContext.
Bce 310 10/5KHO NPOMCXOANUTD B OTAENBHOM ITOTOKE BBITOJIHEHHUS, @ AJIs1
IpPeI0TBPALIEHHUS 3aBePILEHNs] IPUIOKEHNST HEOOXOIMMO TAK)KE BbI3BATh
awaitTermination(), yto6bl mOXAaThCsl 3aBeplieHMsi 0OPaGOTKU MOTOKA
(cM. mpumepsr 10.6 u 10.7).

Mpumep 10.6 <+ MoTOKOBLIN GUNLTP AN BbIBOAA CTPOK CO CNOBOM
«error» B Scala

// 3anycTurb 06paboTKy NOTOKa M HOXAAThCA ee "“3aBepueHus"

ssc.start()

// Xmatb 3aBepueHus 3amaHus

ssc.awaitTermination()

Mpumep 10.7 « MoOTOKOBLI PUNLTP ANA BLIBOAA CTPOK CO CNOBOM
«error» B Java

// 3anycturh 06paboTKy NMOTOKA M HOXOATHCA ee "3aBepuweHua"
jssc.start();

// XmaTe 3aBepluieHus 3amaHus

jssc.awaitTermination();

Vmeiite B BUIY, YTO KOHTEKCT IOTOKOBOI 06pabOTKH MOXKHO 3amyc-
THUTb TOJBKO OJWH pPas, ¥ 3aMyCK JOJKEH MPOU3BOAUTHCA JIUIIb MOCJIE
MOArOTOBKH Beex nmotokoB DStream u onepanwuii BoiBoza.

Teneps, nocsie co3gaHusl NPOCTOrO MOTOKOBOTO MPHJIOXKEHHS, MOXKHO
nonpo6oBaTh 3aMyCTUTD €r0, KaK Moka3aHo B mpumepe 10.8.

Mpumep10.8 < 3anyck NOTOKOBOro NPUNOXEHUNA U Nepenaya AaHHbIX
B Linux/Mac

$ spark-submit \

--class com.oreilly.learningsparkexamples.scala.StreamingLogInput \
$ASSEMBLY_JAR locall[4]

$ nc localhost 7777 # No3BONMT BBOIUTH CTPOKM ANA OTNPABKM NPUIOXEHMIO
<30€Cb CNEeNyoT CTPOKM, BBOMMMEHE BpYYHYI>
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Bmecto koMaHzb! nc nosb3oBaten Windows MOTYT npMMeHSTb ncat'.
Komanza ncat BxoauT B cocTaB makera nmap?.

B ocraBuueiicst yacTu raBbl Mbl 6y/1EM ONMPATHCS HA ATOT NPUMED J1JIsT
opraHu3anuy o6paboTku ¢aitnos xypHana Be6-cepsepa Apache. Ilpu xe-
JIaHMM MOXKHO creHepupoBaTh GUKTHBHBIE (haiisIbl )KYPHAIOB C MOMOILBIO
cueHapus ./bin/fakelogs.sh wnu ./bin/fakelogs.cmd, Bxonsiero B naker
IIPUMEPOB JJIs1 JAHHON KHUTH.

ApxutekTypa 1 abcTpakums

Monyab Spark Streaming nmocTpoeH ¢ npyUMeHEHHEM «MHKDPOMAKETHOW»
apxutexTypsl (micro-batch architecture), korna notok naHHBIX UHTED-
NpeTUPYeTCsl KaK HeNpepbIBHAsI IOCJIeJ0BAaTEJbHOCTh MaJeHbKUX MakKe-
TOB AaHHBIX. Spark Streaming npuHMUMaeT JaHHbIE U3 Pa3HbIX UCTOYHUKOB
1 06bennHsieT ux B HebosbiKe MakeTbl. HoBbIe MaKeThl CO3AAI0TCS Yepe3
peryJisipHble MHTepPBa/bl BpeMeHU. B Hayase kaJ0ro MHTepBasa BpeMe-
HM CO3/IaeTCsl HOBBIii MakKeT, U JiIoOble AaHHbIE, MOCTYMUBIIME B TEYEHUE
3TOrO MHTEPBAJIA, BKJIIOYAIOTCS B NMaKeT. B KOHLle MHTEPBaa yBeJHYEHHE
naKeTa mpekpauiaercs. PaaMep MHTepBana OmnpelesieTcsi apaMeTpoM,
KOTOPbIii Ha3bIBaeTCst unmepean naxemuposanus (batch interval). O6b1y-
HO MHTEPBaJ MaKeTHMPOBaHHs BbIOUpaeTcst B auanasode ot 500 Muuiun-
CEeKYHI 0 HeCcKoJbKuX cekyHa. Kaxapiit naketr popmupyer Habop RDD
1 o6pabaTtbiBaetcs 3aganueM Spark, cosgaouum apyroi Habop RDD. Pe-
3yJIbTaThl 00PabOTKH MAKETa MOTYT 3aTEM NEPEAABATHCST BHEIIHUM CHUCTE-
MaM JUis JanbHeiinero aHanu3a. OnucaHHasi apXUTEKTYpa M306paxeHa
Ha puc. 10.1.

Kak Bbl yxe 3Haere, nporpaMMHoii aGcTpakuuei B Spark Streaming
SIBJISIETCSI AUCKPETU3UPOBAHHBIN MOTOK, M DStream (uzobpaxkeH Ha
puc. 10.2), npeacTapieHHbIi B BUI€ Mocjen0BaTe1bHoCcTH Habopos RDD,
rzae Kaxabiit Habop RDD cooTBeTcTByeT 04HOMY OTPE3KY BPEMEHHU.

IMotoku DStream Mo>xHO co37aBaTh U3 BHEIIHNX UCTOYHUKOB JaHHBIX
WM IyTeEM NPUMEHEHUs1 NpeoOpa3oBaHuil K Apyrum notokam DStream.
[Torokn DStream mnommepxuBaOT GOJBIIMHCTBO U3 MPeoOpa3oBaHUiL,
C KOTOPBIMHU MbI TO3HAKOMMWIKCH B r1aBe 3. Kpome Toro, notroku DStream
UMEIOT HOBble PEOOPA30BaHUS C MOAAEPKKON «COCTOSIHUS», TO3BOJISIO-
I[e arperMpoBaTh AaHHblE Ha MPOTSXKEHHUM BCEro mepuoaa o6paboTKU
JaHHbIX. DT Npeobpa3oBaHus OyAyT 06CYKAAThCA B CJEAYIOLIEM pas/ieJie.

1 http://nmap.org/ncat/.
2 http://nmap.org/.
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naketbl
MCXOAHBIX PeaynbTaThi nepepaiorcs
AaHHbIX BHELWHUM CUCTEMaM

MOTOKM UCXOAHBIX AAHHBIX

Puc. 10.1 < Apxutektypa Spark Streaming

AanHble DaHHble DaHHble AaHHble
___|BWHTepBane | _| B uHTepBane | | suHTepsane | BuHTepBane | _ _____
DStream BPEMeHU BpeMeHu speMedn | | Bpemenu >
or0po1 or1po2 or2pn03 or3po4d
: : : : e
0 1 2 3 4 Bpems

Puc. 10.2 < DStream kak nocnepoBatenbHOCTb Habopos RDD

B namem nmpoctoM nprMepe Mbl co3fand notok DStream Ha ocHoBe
JaHHbIX, TPUHMMAEMbBIX Yyepe3 CeTeBOe COeIMHEeHMEe, 1 TPUMEHWIN K HUM
npeobpa3osanue filter (). To npeobpasoBaHue CO3aeT BHYTPEHHME Ha-
6opsl RDD, kak nokasaHo Ha puc. 10.3.

Ecsu Bbl monpo6osasu 3anyctuts npumep 10.8, Bbl 10J1KHBI 6bLIN YBU-
JIeTh pe3yJIbTaThl, HAIOMUHAIOLIKE Te, YTO MOKa3aHbl B mpuMepe 10.9.

CepBep, AOCTYNHBIN
no appecy localhost:7777

Crpoku,
pa3sgenentble
CcHUMBONaMH
nepesoAa CTPOKH
DaHHble AanHbie AanHbie DaHHble
. ___|BsuHrepsane | |Buntepsane| |Buntepsane | | BuntepBane |__ _
Norox lines Bp Bp BpPEMEHU BpeMeHn >
or0Opo1 or1po2 or2p03 or3po4
Mpeobpaso-
y Bawwe filter v ‘L v
Crpoku Crpoku Crpoku Crpoku
CO CNOBOM €O CNoBOM €O CNoBOM CO CNoOBOM
. _— «error» . 1 «error» | «error» - «error» | ___
Movox errorLines BuHTepBane | | BuHtepBane | | B untepsane | | B uHTepBane >
BpeMeHn BpeMeHn BPeMeHU BpPEeMeHn
or0poi or1p02 ot2p03 or3p04

Puc. 10.3 < MNotoku DStream n npeo6pa3sosaHue
13 npumepos c 10.4 no 10.8
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Mpumep 10.9 < Peaynbrathl 06paboTKMN XypHana NnporpamMmmon
13 npumepa 10.8

Time: 1413833674000 ms

71.19.157.174 - - [24/Sep/2014:22:26:12 +0000] "GET /error78978 HTTP/1.1" 404 505

Time: 1413833675000 ms

71.19.164.174 - - [24/Sep/2014:22:27:10 +0000] "GET /error78978 HTTP/1.1" 404 505

ITH pe3yJIbTaThl HAIJISIIHO WTIOCTPUPYIOT MUKPONAKETHYIO apXUTEK-
Typy Spark Streaming. B npouecce paboTsl IpHI0XEHNS] HOBbIE PE3YJIBTA-
ThbI GUIBTPALIMK BBIBOASTCS KKAYIO CEKYH/Y, HOTOMY UTO MbI YCTaHOBHU-
JI1 MHTEPBAJl NAKETUPOBaHMsI PaBHBIM 1 CEKyH/Ie, KOr/a CO3/1aBaju 00 BEKT
StreamingContext. Be6-unrepdeiic Spark (cm. puc. 10.4) Takxe nokasbiBa-
et, yTo Spark Streaming BBINOJIHSAET MHOXECTBO MEJIKUX 3aaHUM.

Kpome npeobpasosanuit, notokn DStream moanepxuBaiot onepauun
BBIBOJI, TaKHe Kak print () B Hamem npumepe. Onepanuu BbIBOAA HaMo-
MMHAIOT AeicTBUs 171t HabopoB RDD B ToM cMbICiie, YTO OHY MEpeaaroT
[aHHble BHELITHMM CHCTEMaM, TOJIbKO B Spark Streaming oHHU BbINOJIHSIOT-
sl IepUONYECKH, B KAXKZOM UHTepBasle BDEMEHH.

[Mopsinox pabotbi Spark Streaming B rpaH1IIax KOMIIOHEHTOB pacIpe-
IiesleHHOTO BhinosiHeHust Spark moka3aH Ha puc. 10.5 (cM. Takxke puc. 2.3,
rie M300pakeHbl KOMIIOHEHTBI PACHpeesieHHOro BbinosHeHusi Spark).
J17ns1 KaXI0ro UCTOYHUKA AaHHbIX Spark Streaming 3amyckaet npuemHuxu
(receivers) — 3a1auH, BBIMOMHSIEMbIE TIPOLIECCAMH-UCIOTHUTEISIMHU, COOU-
palollMe JaHHbIe U3 HCTOYHMKOB U coxpaHsiiolue ux B Habopax RDD. Ouu
TNOJIy4yaloT UCXOJHbIe JaHHbIe Y TIepelaloT X (M0 YMONIYAHHUIO ) APYTUM UC-
TNOJIHUTEJISIM [71s1 60J1bLIei HAEXXHOCTH. DTH JJAHHbIE COXPAHSIIOTCS B Ma-
MSITH UCHOJIHUTENEH TOYHO TaK )K€, KaK KauupoBaHHble Habopsl RDD'.
3areM oObekT StreamingContext B mporpamme-apaiiBepe MepHOAMYECKH
3anyckaet 3afanust Spark ms 06paboTKH JaHHBIX, COOPaHHBIX B MPEbl-
Iylie MHTEPBaJbl BpDEMEHH, U 0ObeIMHEHHUS pe3yIbTaToB B Habopbt RDD.

' B Spark 1.2 npueMHuKn MoOryT Takxe konupoBaTh aanHsie B HDFS. Kpome
TOTO, HEKOTOpble UcTOUHHKH, Takue kak HDFS, noanepxuBaloT konupoBaHue
ectecTBeHHbIM 00pa3oM, noatomy Spark Streaming He BbINOJIHSIET MOBTOPHOTO
KOMHPOBaHMUS.
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Puc. 10.4 < Be6-uHTepdeliic npunoxenus Spark,
3aHumatowerocs 06paboTkoit NOTOKOBLIX AAHHbIX
Pa6ouuit yaen
MNporpamma-apaiisep WUcnonnutens
RAonro- MoTOK UCXOAHBIX AAHHDbIX
StreamingContext —I wueywan |MNpuemuux
3apava
3ananua Spark
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06paboTku nakeToB

Puc. 10.5 < Spark Streaming B rpaHuLax KOMNOHEHTOB
pacnpeneneHHoro BbINoNHeHua Spark

Spark Streaming o61azaeT TeMH ke CBOMCTBaMM HaJ€XKHOCTH B OTHO-
weHuu notokoB DStream, yto u Spark B otHomenuu HaGopos RDD: noka
MMeeTCs KOs UCXOAHBIX IaHHBIX, COXPaHSAeTCS BO3MOXHOCTb IIOBTOPHO
BBIYMCJIMTD JIIOOOM pe3yJIbTat, Hosiy4yaeMsiii U3 nepapxuu Habopos RDD
(TO ecTb COXpaHsIeTCs BOBMOXHOCTD NOBTOPHO BBINIOJIHUTD OMepaLuu 06-
pa6otku). ITo yMOTYaHUIO MIPUHSTHIE JaHHbIE, KAK YK€ OTMEYaoch, KO-
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MUPYIOTCS MEXIY ABYMSI y3JIaMH, MO3TOMY Tpuiioxxenusi Spark Streaming
JIETKO TEPEXUBAIOT BBIXOA U3 CTPOs Jioboro paboyero yauaa. OqHako no-
BTOPHbIE BHIYHUCIEHUST HCKIIOYMTETBHO HA OCHOBE MEPAPXHUH MPOMCXOXK-
IeHHsi MOTYT NMOTpebOBaTh AJMTENbHOTO BPEMEHH ISl JAHHBIX, HAKOII-
JIEHHBIX C MOMEHTa 3amycka npujoxenus. [loatomy B Spark Streaming
MIMEETCsl IONOJHUTEIbHBI MEXaHU3M KONUPOBAHUS. OAHHBLX 8 KOHMPOb-
nox moukax (checkpointing), KOTOpBIN COXpaHsAET COCTOSHUE MPUIIOXKE-
HUsI B HazexxHo# ¢aitnoBoit cucteme (Hanpumep, HDFS unu S3). Hacro
TaKoe KONHMPOBAHHUE BHIMOMHSETCS yepe3 Kaxabie 5—10 MakeToB JaHHBIX.
Brnaronaps aToMy MexaHu3My, Korzia Moayio Spark Streaming notpeGyert-
Cs1 BOCCTAaHOBUTD yTPayeHHbIE JAHHbBIE, EMY HYXKHO Oy/IET TOJIBKO BEPHYTh-
Csl K TIOCJIeIHEN KOHTPOJIbHON TOYKE ¥ BO30GHOBUTH BHIYMCIIEHUS OT HEE.

B ocraBuieficst yacTu raBbl Mbl IoApOOHee KccienyeM npeobpa3oBa-
HMs1, OTIEPALK BBIBOJIA M MCTOYHUKM AaHHbIX B Spark Streaming. 3atem
MBI BEpHEMCsI K BOIPOCY OTKa30yCTOWYMBOCTH U KONMHPOBAHMIO B KOHT-
POJIBHBIX TOYKAX U IMOKaXKeM, KaK HaCTPOUTb IIPOrpaMMy ISl HellpepbIB-
HOIi paboThl 24 yaca B CyTKH, 7 [HEl B HEAEIIO.

Mpeobpa3osaHus

[Ipeo6pa3oBanus motokoB DStream MOXXHO YCJIOBHO pa3fieiuTh Ha B
IPYIIIBL C COXpaHeHneM 1 6e3 COXpaHEeHUSs] COCTOSTHUS.

O Ipeobpasosanus 6e3 coxpanenus cocmosHus NPUMEHSIOTCS IS
06pabOTKM NaKeTOB, HE 3aBUCUMBIX OT AAHHBIX B MpPEABIAYLIMX
nakerax. K HUM oTHOCsTCs 0ObIYHBIE Tpeobpa3oBaHus HAaGOPOB
RDD, ¢ koTopbiMU MbI TO3HAKOMUJIMCH B IJ1aBax 3 U 4, TaKue Kak
map (), filter () u reduceByKey ().

O Ilpeobpasosanus ¢ coxpanenuem cocmosHus, HarmpoOTHUB, UCIOJIb-
3YIOT AaHHblE U3 MNpPENbIAYIIUX MAKETOB WJU IMPOMEXYTOYHbIE
pe3yJbTaThl 17151 00paboTKK Tekylero nakera. K HUM oTHocsITCS
npeoOpa3oBaHMsl HAa OCHOBE CKOJIb3SIIIEr0 OKHA U Ha M3MEHEHHH
COCTOSIHUSI C TEUEHUEM BPEMEHHU.

Mpeo6pa3oBaHus 6e3 coxpaHeHUs COCTOSIHUSA

[Ipeo6pa3oBanusi 6e3 COXpaHEHUsS] COCTOSIHUS, YACTh KOTOPBIX MEPEYHC-
nieHa B 1a6.1. 10.1, — 310 06bIuHBIE TPEOOPA30BAHUSL, JOCTYMHbIE 1JIs1 Habo-
poB RDD, xoTopble NPUMEHSIIOTCS K KaXXJOMY MTAKeTY, TO eCTh K KaXIOMy
Habopy RDD B notoke DStream. MbI yxe BUIeNH TPUMEHEHHE TIPE0O-
pasoBanusi filter () Boiue (cM. puc. 10.3). MHorue npeo6pa3zoBatnus Habo-
poB RDD, o6cy>xaaBuivecs B r1aBax 3 v 4, TAKXKe JOCTYIHBI /11 TOTOKOB
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DStream. O6paTuTe BHUMaHUe, 4YTO NpeoOpa3oBaHus MOTOKOB DStream
nap KJiody/3HaueHue, Takue Kak reduceByKey (), noctynmusl B Scala mocie
MMIOpTHPOBaHus StreamingContext. . B Java, kak u B ciyyae ¢ Habopamu

RDD, Heobxoaumo cosgaTth JavaPairDStream ¢ moMomibio mapToPair ().

Ta6bnuya 10. 1. Mpumepsl npeobpa3oBaHuii notokos DStream
6e3 coxpaHeHUss COCTOSAHNS (HErOoJIHbIN CITUCOK)

Curnatypa
Mpumep Ha nons3osa-
DyHkuua HasnaueHnue Scala Tenbckoun
dyHkuun
B DStream|[T]
map () NpuMeHUTb GyHKUMIO K Kaxao- |ds.map(x => x + 1) [f: (T) - U
My 3neMeHTy B notoke DStream
1 Bo3BpaTUTb NOoTOK DStream
pe3ynbraTos
flatMap () MNpumeHnTb dyHKUMIO K Kaxao- | ds.flatMap (x => f: T
My anemeHTy B noToke DStream | x.split(« «)) Iterable(U]
1 BepHyTb noTok DStream nony-
YeHHbIX MTepaTopos
filter () Nonyuunts notok DStream, ds.filter(x => x f: T - Boolean
conepxalumii ToNbko anemeHTsl, | != 1)
COOTBETCTBYIOWME 3aAaHHOMY
yCcnosuio
repartition() | UamennTs Yyncno pasnenos ds.repartition(10) | Her
notoka DStream
reduceByKey () | O6beAMHUTL 3HAYEHUA C OAN- ds.reduceByKey ( f: T, T-T
HaKOBbLIMU KNlo4aMm B kaxaom | (X, y) => x +y)
nakete
groupByKey() | CrpynnuposaTb 3HaueHus ds.groupByKey () Her
C 0IMHaKOBbLIMU KNOYaMU
B KaXAO0M nakete

VmeiiTe B BUAY: Jake TIPU TOM, YTO 3TH IPeoOpa3OBaHUS BbITJSAAAT
TaK, KaK OyATO OHU NPUMEHSIIOTCS KO BCEMY IIOTOKY, BHYTPEHHE KaXK/blii
notok DStream coctouT u3 MHOxecTBa Habopos RDD (nakeToB), U Kax-
noe npeobpasoBaHue 6€3 COXpaHEHUs COCTOSTHUSA TPUMEHSIETCA K KaX/10-
my Habopy RDD B otaenbHoctu. Hanpumep, reduceByKey () 6yzaet Bbino-
HSTb CBEPTKY JIAHHBIX B Npe/iesiaX KaXk/0ro HHTepBajia BpeMeHH, HO He BO
BceM noToke. O6paboTKy IaHHBIX Ha IPOTSIXKEHUH BCEro BpeMeHU paboThI
MO3BOJIAIOT OCYLIECTBJISITh IIPe06Pa30BaHUs C COXPAHEHUEM COCTOSIHUS,
KOTOpbI€ MbI PACCMOTPHM HHXKE.

B nporpamme 06pa6oTku (aitioB KypHasa, IpeCcTaBJIeHHO! BbILLE,
MOXHO 6bUIO 6bl, K MPUMEpPY, UCIOJb30BaTh MNpeobpasoBaHMs map ()
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u reduceByKey () asisa moacuera cobbiTuii 1o IP-aapecam B KaXKI0M TaKeTe,
Kak moka3aHo B npuMepax 10.10 u 10.11.

Npumep 10.10 < MpumeHeHne npeobpasosannii map () n reduceByKey ()
k noTtoky DStream B Scala
// Tpemnonaraercs, YTo ApacheAccessLog - BCNOMOTaTelbHbN
// xnacc nns mapcuHra 3ammceit B xypHanax Apache
val accessLogDStream =
logData.map(line => ApacheAccessLog.parseFromLogLine (line))
val ipDStream =
accessLogsDStream.map (entry => (entry.getIpAddress(), 1))
val ipCountsDStream = ipDStream.reduceByKey((x, y) => x + y)

Npumep 10.11 < MpumeHenne npeobpasoBanuii map () v reduceByKey ()
Kk notoky DStream B Java
// Tpennonaraercsa, uto ApacheAccessLog - BCIOMOTATelsbHH
// kmacc nna nmapcuHra 3amuceit B XypHanax Apache
static final class IpTuple implements PairFunction<ApacheAccessLog, String,
Long> {

public Tuple2<String, Long> call (ApacheAccessLog log) {

return new Tuple2<>(log.getIpAddress(), 1L);
}

JavaDStream<ApacheAccessLog> accessLogsDStream =
logData.map (new ParseFromLogLine());

JavaPairDStream<String, Long> ipDStream =
accessLogsDStream.mapToPair (new IpTuple());

JavaPairDStream<String, Long> ipCountsDStream =
ipDStream.reduceByKey (new LongSumReducer());

IIpeo6bpa3oBanusi 6€3 COXpaHEHUsI COCTOSTHUSI TAKXKe COCOOHBI KOM-
OGUHMPOBaTb NAHHBIE U3 HECKOJbKMX MOTOKOB DStream, HO onsiTh e
B Npefesiax oTAesbHbIX NakeToB. Hanpumep, anst norokoB DStream nap
KJIIOY/3HaYeHHe TOAAEPKUBAIOTCS NPeoOpPa3oBaHus, BEIYUCISIIONINE CO-
eIMHeHus, o aHajsoruu ¢ Habopamu RDD, a uMenHo cogroup(), join(),
leftOuterdJoin() u ap. (cM. pasaen «CoenuneHusi» B riase 4). Ml MoxeM
IIPMMEHSTh 3TH NPeoOpa30BaHus K MoToKaM DStream [Jisi BHINOJHEHUS
onepauuii Hag Habopamu RDD B HUX B OTZE/IbHBIX TAKETAX.

[laBaiiTe pacCMOTPUM NPUMeD BBIYHUCIEHHS] COEMHEHMSI IBYX TIOTOKOB
DStream. B npumepax 10.12 1 10.13 MbI UMeeM faHHbIe, KJIIOYaMH B KO-
TopbIX cayxat IP-agpeca, 1 HaM HY>KHO HAUTH COeTUHEHHE 3TUX MTOTOKOB,
4TOOBI IOACYUTATD YHUCJIO TIepeAaHHbIX 6aiTOB.
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Mpumep 10.12 < CoeaunHeHue asyx notokoB DStream B Scala

val ipBytesDStream = accessLogsDStream.map (

entry => (entry.getIpAddress(), entry.getContentSize()))
val ipBytesSumDStream =

ipBytesDStream.reduceByKey((x, y) => x +y)
val ipBytesRequestCountDStream =

ipCountsDStream.join (ipBytesSumDStream)

Mpumep 10.13 < CoenuHeHune aByx notokoB DStream B Java

JavaPairDStream<String, Long> ipBytesDStream =
accessLogsDStream.mapToPair (new IpContentTuple());
JavaPairDStream<String, Long> ipBytesSumDStream =
ipBytesDStream.reduceByKey (new LongSumReducer());
JavaPairDStream<String, Tuple2<Long, Long>>
ipBytesRequestCountDStream = ipCountsDStream.join (ipBytesSumDStream);

O6beIMHUTD CONEPKMMOE ABYX pa3HbIX MOTOKOB DStream Mox-
HO TaKXe C IMOMOUIbI0O MeToAa union() MJIM BOCIIOJI30BAaThCS METOIOM
StreamingContext.union () must o6beqUHEHHS 6OJBIIETO YHUCIA TOTOKOB.

Hakowet, eciu atux npeo6pasoBanuii 6e3 coxpaHeHUsI COCTOSTHUSI OKa-
JKETCS1 HeOCTAaTOYHO, MOTOKM DStream MMeEIOT JONOJHUTEIBHBII METO
transform(), MO3BOMSAIOUIMI ONEPUPOBATh HEMOCPEACTBEHHO HabopaMu
RDD BHyTpu Hux. Meton transform() npuHHUMaeT npou3BoJIbHble QYHK-
M npeobpasosBanuss RDD-B-RDD. Jta ¢yHkuus OyaeT BbI3bIBATHCS
IJIs1 KQXKJIOTO I1aKeTa JaHHBIX B MOTOKE, YTOOBI MOJYyYUTh HOBBIA ITOTOK.
Tunuynoe npuMeHeHue Mertoaa transform() — NMOBTOPHOE MCIOJIB30Ba-
HMe€ POrpaMMHOr0 KoJa Jisi 00pabOTKHU MAaKeTOB, KOTOPBIN mpexie ObL1
HamucaH i o6pab6otku HabopoB RDD. Hanpumep, eciu y Bac umeer-
cs1 byHkuus extractOutliers (), koTopasi BO3lefiCTByeT Ha HabGOp CTPOK
B JKypHajie ¥ BO3BpallaeT HabOp aHOMaJbHBIX CTPOK (AHOMAaJbHOCTD
KOTOPBIX, BO3MOXHO, BBIYUCJISIETCS TOC/ie c60pa HEKOTOPON CTATHCTH-
yeckoi uHMOpMauuK), 3Ty GYHKLUUIO MOXKHO HCIOJb30BATh C METOOM
transform(), kak nokasaso B mpumepax 10.14 u 10.15.

Mpumep 10.14 < MNpumeHeHue metona transform() k notoky DStream
B Scala

val outlierDStream = accessLogsDStream.transform { rdd =>
extractOutliers (rdd)
}

Mpumep 10.15 < MpumeHeHune metona transform() k notoky DStream
B Java

JavaPairDStream<String, Long> ipRawDStream = accessLogsDStream.transform(
new Function<JavaRDD<ApacheAccessLog>, JavaRDD<ApacheAccessLog>>() {
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public JavaPairRDD<ApacheAccessLog> call (JavaRDD<ApacheAccessLog> rdd) {
return extractOutliers(rdd);
}
b

VMeeTcst Takke BO3MOXXHOCTb OOEMHSATH U IPE0OPA30BBIBATH JAHHBIE
U3 HecKoJbKUX nmoTokoB DStream c¢ ucnosnb3oBanueM StreamingContext.
transform uu DStream.transformWith (otherStream, func).

Npeo6pa3oBaHna ¢ COXpaHEHWEM COCTOSHMSA

[Tpeo6Gpa3oBaHusi C COXpaHEHHEM COCTOSIHMSI — 3TO ONlEPALMK Hajl [IOTOKa-
mu DStream, 1ies1b10 KOTOPBIX SIBJISIETCS CI€XKEHME 32 JaHHBIMU Ha MPOTSI-
JKEHMH BCETO BPEMEHM CYLIECTBOBAHMS NTOTOKA; TO €CTb MPH BBIYUCJIEHNH
pe3yJIbTaTOB [IJ1s1 HOBOT'O MaKeTa UCMOJIb3YIOTCS AaHHbIE U3 MPeAbIAYIINX
naketoB. Onepanyy 3TOT0 TUIA AEJATCSA Ha ONepaly CO CKOJB3SIIIUM
OKHOM, KOT/Ia BLIYMCJIEHUS TPOU3BOJATCS B Npe/esaxX CKOMb3SIIero OKHa
BO BpeMeHH, U updateStateByKey (), koTopasi IpUMEHSIETCS AJIs1 CIEKEHHUS
332 COCTOSIHMEM KaX[Oro KJioodya (Hanmpumep, 3a CO3faHHEM OOBEKTOB,
NPEICTABJISIOIUX CEAHChI PaGOTHI C MOIB30BATENSIMH ).

[Ipeo6pa3oBaHus ¢ COXpaHEHUEM COCTOSIHUSI TPEOYIOT 00sI3aTeIbHOTO
HCITOIb30BaHUSI MeXaHHW3Ma KONIMPOBAHHUS JaHHBIX B KOHTPOJIbHBIX TOY-
Kax uisi obecrneyeHus: HajexHOCTU. [ToapoOHEee 0 KOHTPOJIBHBIX TOYKAX
MbI TOroBOpUM B pa3aesie «KpyriocyTounas pabota» HiXe, a MoKa mpoc-
TO BKJIIOYMM 3TOT MEXaHU3M, Nlepe/laB KaTajlor B BbI3OB SSC.checkpoint (),
Kak noka3aHo B npuMepe 10.16.

Mpumep 10.16 < HacTpoiika MexaHU3Ma KONUPOBAHUSA B KOHTPOJIbHBIX
TOuYKax

ssc.checkpoint ("hdfs://...")

[Ipu pa3paboTke Ha JIOKAJIbHOM KOMIIBIOTEDE MOXKHO YKa3aTb NMyTh
K JIOKaJIbHOMY KaTaJsiory (Hanpumep, /tmp).

Oxonnvie npeobpazosanus

Oxonuble onepauuu (windowed operations) BHIYHCIISIIOT PE3YJIbTAThI
IO JIaHHBIM, TIOJYYEHHBIM B TeueHHe 6oJiee NJIMHHOIO MEePUOIa BPEMEHH,
uyeM MHTEpBaJ MaKeTHPOBaHUsS B StreamingContext, myTeM oObeaMHEHUS]
pe3yJIbTaToB 06PabOTKM HECKOJIbKUX ITAKeTOB. B 3TOM pasjesie Mbl moKa-
*eM, KaK MCITOJIb30BaTh TaKKe ONepaluy 151 CIexeHus 3a KoAaMH OTBe-
TOB, pa3M€PaMU COAEPXXHUMOTO U MOAKIIOYEHUSIMHU KIHEHTOB B XKypHaJle
noctyna (access log) Be6-cepsepa.
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Bce okoHHble omepauuy NPUHUMAIOT [Ba MapaMeTpa, pasMep OKHA
Y LIar MepeMelleH|s OKHa, prYeM 06a JO/KHBI ObITh KPaTHBI BEJIMYHHE
HHTepBaJja NakeTHpoBaHuUs B StreamingContext. Pasmep okHa onpenesser,
CKOJIBKO MpPEeABbIAYIINX IAKETOB JaHHBIX GyJeT yYacTBOBAaTh B BBIYKCIIE-
HUSIX, 2 UMEHHO mocienHue windowDuration/batchInterval. Hanmpumep,
eCJIM UMeeTCsl UCXOHBIN moTok DStream ¢ uHTEpBaIOM MaKeTUPOBAHUS
10 cexyHn u TpeOyeTcs ONpenesuTh CKOJb3silliee OKHO, OXBaThIBAOLIEE
nocnentue 30 cexyun (mocaenHue 3 nakera), B mapamerpe windowDuration
cnenyer mnepenatb 3HauyeHue, paBHoe 30 cexkynaam. Illar nmepemernie-
HUS OKHa, KOTOPBIif 10 YMOJYaHUIO paBeH MHTepBaJy MaKeTHPOBaHMS,
yIpaBJIsieT YaCTOTON BBIYMCJIEHUS JAHHBIX 11 HOBOTO notoka DStream.
Hamnpumep, ecnu umeetcst ucxoauslii motok DStream ¢ uHTepBasom na-
ketupoBaHus 10 cekyHa ¥ TpebyeTcsi ONpeNeNuTh CKOJb3SIIIEe OKHO,
BBIUMCJISIIONIEee pPe3yJIbTaThl TOJIBKO NPH MOJYYEHUHU KaKIOro BTOPOrO
TaKeTa, B apaMeTpe, Onpe/eIolleM 1ar epeMellleH s, B 3TOM CJIyyae
cienyer nepenath 3HaueHue, paBHoe 20 cexyHaaM. [IpumMep opranusaumu
TAKOTO CKOJIb3sILIEro OKHA Noka3aH Ha puc. 10.6.

ITpocTeiinieii okOHHOI Onepaiyei M3 YMCJIa TO/IePAKUBAEMBIX IIOTOKA-
Mu DStream siBisietcst window (), Bo3Bpamiaroomasi HoBbIif motok DStream
C JaHHBIMH, COOTBETCTBYIOUIMMHU yKa3aHHOMY OKHYy. VIHbIMHM ciioBamy,
kaxabiit Habop RDD B nmotoke DStream, Bo3pauiaemom window (), Gyaet

WUcxopHble aaHHble MoTok, Bo3BpaLaembiit
U3 cetn OKOHHO# onepauuen
pa3mep okHa: 3

t1 -\u.u: nepemeLueHus: 2

t2 >

t3

t4 >

t5

t6 >

Puc. 10.6 + Ckonb3silee OKHO ANSA NOToKa,
oxsaTblBalowee 3 NakeTa u € LWarom nepemelleHus B 2 nakeTa;
npu NONy4YeHUn Kaxxaoro BTOporo nakerta BbINONHAOTCA BbIMUCNEHUSA,
pe3ynbTatbl N0 3 nocnegHUM Naketam
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coepXaTh JaHHbIE U3 HECKOJIbKMX ITAKETOB, KOTOPbIE 3aT€M MOXHO 00-
pabaTbiBaTh C IIOMOLIbIO Tpeobpa3oBanumii count (), transform() u ap. (cMm.
npumepst 10.17 u 10.18.)

Mpumep 10.17 < MNpumeHeHue window () 4nA noacyeTa 3HAYEHUIA
B CKONb3sLEeM OkHe (Scala)
val accessLogsWindow =
accessLogsDStream.window (Seconds (30), Seconds(10))
val windowCounts = accessLogsWindow.count (

Mpumep 10.18 < MpumeHeHne window () ona noacyeTa 3Ha4eHUN
B CKONb3sLLEeM OkHe (Java)
JavaDStream<ApacheAccessLog> accessLogsWindow =
accessLogsDStream.window (Durations.seconds (30),
Durations.seconds(10));
JavaDStream<Integer> windowCounts = accessLogsWindow.count ();

HecmoTpst Ha ToO YTO BCce OCTaIbHbIE OKOHHbBIE OMEPAL[MH MOXKHO pPeasi-
30BaTh Ha OcHOBe window (), Spark Streaming mpemoctaBJjsieT MHOXECTBO
IPYTUX OKOHHBIX OIepauuil u3 coobpaxkeHuii Gosbilell 3pPeKTUBHOCTH
u ynob6ersa. ITpexne Bcero reduceByWindow () u reduceByKeyAndWindow() mo-
3BOJIAIOT 60J1ee 3((HEKTUBHO BBIMIOIHATb OKOHHbIE OMepaluu cBepTku. OHu
NPUHUMAIOT €IMHCTBEHHYIO (PYHKIIMIO CBEPTKH, TaKylo Kak +'. KpoMe Toro,
o6e OHM MMEIOT CrelHaabHble POpPMbI, MO3BOsIOLINE PpeiiMBOPKY Spark
BBINOJIHSITh CBEPTKY M0ULA20680, YYUTHIBASA TOJBKO JaHHbIE, MOCTYMAIOIUeE
B OKHO U UCXOJISIIME U3 HEro. ITH crienrasbHble (opMbl TPeGYIOT nepena-
4y (PyHKUMH, 06paTHON (PYHKIMHU CBEPTKH, Harpumep - 11 +. Takoit noa-
X0l HaMHOTO0 3(p(hpeKTHBHEE /17151 OKOH GOJIBIIOrO pa3Mepa, P YCJIOBUH YTO
nmeetcst GyHKuuMsA, obpaTHas pyHKuuu cBepTku (cM. puc. 10.7).

B HaueM npumepe, 1€MOHCTPUPYIOIEM 06pabOTKY (haitioB XKypHasa, 3Tu
nBe QYHKIMU MOXHO 3a1eHCTBOBATh /151 60Jiee 3¢ (heKTUBHOTO MOICYETa I10-
celeHui ¢ kaxxaoro IP-agpeca, kak nokasaso B nmpumepax 10.19 u 10.20.

Mpumep 10.19 < MoacueT noceweHn ¢ kaxaoro IP-agpeca B Scala

val ipDStream = accessLogsDStream.map (
logEntry => (logEntry.getIpAddress(), 1))

val ipCountDStream = ipDStream.reduceByKeyAndWindow (
{(x, y) => x + y}, // Io6aBUTbL 3NEMEHTH M3 HOBHX MAaKETOB B OKHE
{(x, y) => x -y}, // YnanuTb 37eMeHTH M3 NakKeTOB, MOKMHYBUMX OKHO
Seconds (30), // Pasmep OkHa
Seconds (10) ) // llar nepemelenns OkHa

! B s3bike Scala onepatop +, Kak ¥ Jpyrue NpuBbIYHbIE HAM ONEPATOPSI, AEHCTBU-
TeJIbHO siBasieTcs pyHkumeit! — IIpum. nepes.
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WUcxoaHbie aaHHbie MpocTan okoHHas WUcxoatbie aaHHbIE OKoHHan cBepTka
n3cetu cBeprka n3cetu C MCNONb30BaHMEM
napbl + 1 -
| {1,1) {1,1}
2 {4,2 {4,2}
t3 {9} {9}
t4 {3} > 20 {3} > 20
v+
t5 {3,1} » 22 {3,1} > 22
v+
16 {1} > 17 {1} > 17

Puc. 10.7 < PasHuua mexay npocToi onepauuet reduceByWindow()
1 MHKPEMEHTanbLHOW ee Bepcuewn reduceByWindow(),
ucnonbaytowen obpaTHyio GpyHKUUIO

Mpumep 10.20 < MoacyeT nocelleHu c kaxaoro IP-aapeca B Java

class ExtractIp extends PairFunction<ApacheAccessLog, String, Long> {

public Tuple2<String, Long> call (ApacheAccessLog entry) {
return new Tuple2(entry.getIpAddress(), 1L);

}

}

class AddLongs extends Function2<Long, Long, Long>() {
public Long call(Long v1, Long v2) { return vl + v2; }

}

class SubtractLongs extends Function2<Long, Long, Long>() {
public Long call(Long vl, Long v2) { return vl - v2; }

}

JavaPairDStream<String, Long> ipAddressPairDStream =
accessLogsDStream.mapToPair (new ExtractIp());
JavaPairDStream<String, Long> ipCountDStream =
ipAddressPairDStream.reduceByKeyAndWindow (
new AddLongs(), // LoGaBUTb 3JIEMEHTH U3 HOBHX [1AKETOB B OKHe
new SubtractLongs ()
// YHanuTe 3NEMEHTH U3 MAaKeTOB, MOKUHYBIMUX OKHO
Durations.seconds(30), // Pa3Mep okHa
Durations.seconds(10)); // llar nepeMeuwerns okHa



242 <« Spark Streaming

Hakoweun, n71st moacyeTa aaHHbIX B oToKax DStream umerorcst 6osee
yaoOHble MeToabl countByWindow() M countByValueAndWindow(). Meton
countByWindow() Bo3Bpamaer norok DStream, npexacraBasiiouiuii yucuio
3JIEMEHTOB B OKHe, a countByValueAndWindow () Bo3Bpamaer motok DStream
CO CYeTYMKAMU YHUKaIbHbIX 3HaueHuit (cM. mpumepsl 10.21 u 10.22).

MNpumep 10.21 < MoacuyeT yicna anemMeHToB B OkHe (Scala)
val ipDStream = accessLogsDStream.map{entry => entry.getIpAddress()}
val ipAddressRequestCount =
ipDStream.countByValueAndWindow (Seconds (30), Seconds (10)
val requestCount =
accessLogsDStream.countByWindow (Seconds (30), Seconds(10))

NMpumep 10.22 < MoacyeTt yncna anemMeHToB B OkHe (Java)
JavaDStream<String> ip = accessLogsDStream.map (
new Function<ApacheAccessLog, String>() ({
public String call (ApacheAccessLog entry) {
return entry.getIpAddress();
b

JavaDStream<Long> requestCount = accessLogsDStream.countByWindow (
Dirations.seconds(30), Durations.seconds(10));
JavaPairDStream<String, Long> ipAddressRequestCount =
ip.countByValueAndWindow (Dirations.seconds (30),
Durations.seconds (10));

IIpeo6paszosanue UpdateStateByKey

WHorzna GbiBaeT XeJaTeIbHO MOAAEPKUBATh MH(POPMALIUIO O COCTOs-
HUM OT IaKeTa K Nakety (HallpuMep, CONPOBOXK/IATh CEaHChI MOJIb30BaTe-
JIeii 1o Mepe NocelIeHNsI UMU caifiTa). Peann3oBaTh 3TO MOXKHO C TOMOUIBIO
npeobpasoBanus updateStateByKey (), oGecrneynBaoLero JOCTYI K mepe-
MEHHOH COCTOSIHUS AJIs1 IOTOKOB Nap KJIo4y/3Hayenue. [J1s1 3alaHHOTr O 1o-
toka DStream nap (kJr04, cCoObITHE) C TIOMOILBIO 3TOTO IPe0OPa30BaHUS
MO>KHO €03/1aTh HOBBII MOTOK DStream nap (kJo4, COCTOsIHUE), Tepe/iaB
eMy (YHKIHIO, ONpeAeNsoNlylo, KaK JO/KHO U3MEHSITbCS COCTOSIHUE
IUTS1 KQXKZIOTO KJII0Ya B 3aBUCUMOCTH OT cobbiTsi. Hanpumep, cobprTrsiMU
B XypHaJie Beb-cepBepa st HaC MOTYT ObITh MOCEIEHHsI CaiiTa, a KJIIoYa-
MU — uaeHtudukaropsl nosnb3osareneil. Mconb3ys updateStateByKey (),
MbI CMO>KEM OPTaHU30BaTh CJIEXKEHUE 33 MOCEIEHUEM KaXKBbIM IT0JIb30Ba-
tesieM 10 mocjeqHUX CTPaHULL. DTOT CIIMCOK MOT ObI UTPATh POJIb 0O BEKTa
«COCTOSIHUST» 1 OOHOBJISITBCS TP KXOM COOBITHH.

Yrobsl ucnonb3oBath updateStateByKey(), Heobxoaumo peasn3oBaTh
¢dynxkumio update (events, oldState), MpPMHUMAIOILYIO COOBITUSA AJISA KIIOYa
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C MpeBIAYLIMM COCTOSTHUEM U BO3Bpalllalollyi0 HOoBoe cocTosinue. Hinke
HPUBOAUTCS OMUCAHKUE CUTHATYPBI QYHKLUU:

O events — cnucok cobsITH B TeKylieM makere (MOXeT ObITh Mmyc-
TBIM);

O oldState — HeobGsi3aTesnbHBI OOBEKT COCTOSIHHS, XPaHSALIMIACS
B 06beKTe Opt1on; MOXET OTCYTCTBOBATD, €CJIH JUJIS IAHHOTO KJII0Ya
OTCYTCTBYET IpeXXHEE COCTOSTHUE;

QO Bo3BpalaemMoe 3Ha4eHUE — HOBOE COCTOsIHME, TaKKe 06beKT Option;
dyHKUMA MOXET BepHYTb MycTOit 06beKxT Option, MOKa3biBasi TEM
CaMbIM, YTO COCTOSTHHE MOXCHO YAAHTb.

PesynrsraTtom updateStateByKey() 6ynaer HoBbii moTok DStream, co-
nepxamuit Habop RDD nap (k1i04, COCTOSIHUME) IS KaX 00 MHTEPBaJia
MaKeTUPOBaHMUS.

B kayecTBe mpocTOro mpuMepa MCHoJb3yeMm npeobpasoBanue update-
StateByKey () I/ HENpepbIBHOTO MOJICYETA YUCIA COOOLIEHUH B XKypHa-
Jsie s kaxaoro koga HTTP-oreera. Kiouamu a1t Hac 6yayT Cy>XuThb
KO/[bI OTBETOB, COCTOSTHHEM — LI€JIble YHCJIa, TPEACTABSAIONINE CYETYUKH,
U cobbITUsAIMM — OOpaleHuss K cTpaHuiaM. ObpaTute BHUMaHHe, 4YTO,
B OTJIMYHE OT MPeBIAYIIMX MPUMEPOB UCIOJIb30BaHUS OKOHHBIX Omepa-
uuii, mpumeps! 10.23 u 10.24 mpozxoyKalOT HApalIMBAaTh CYETYUKH <O
6eCKOHEYHOCTH», TIOKA BBITIOJIHSETCS TPOrpaMMa.

Mpumep 10.23 < MoacueT Yncna Kaxaoro koaa orseta
c ucnosnb3oBaHvem updateStateByKey () 8 Scala

def updateRunningSum(values: Seq(Long], state: Option[Long]) = {
Some (state.getOrElse (OL) + values.size)
}

val responseCodeDStream =
accessLogsDStream.map (log => (log.getResponseCode (), 1L)
val responseCodeCountDStream =
responseCodeDStream.updateStateByKey (updateRunningSum _)

Mpumep 10.24 <+ MoacuyeT yncna Kaxaoro koaa oreeTta
¢ ucnonb3osaHuem updateStateByKey () 8 Java

class UpdateRunningSum implements Function2<List<Long>,
Optional<Long>, Optional<Long>> {
public Optional<Long> call (List<Long> nums, Optional<Long> current) {
long sum = current.or(0L);
return Optional.of (sum + nums.size());
}
i
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JavaPairDStream<Integer, Long> responseCodeCountDStream =
accessLogsDStream.mapToPair (
new PairFunction<ApacheAccessLog, Integer, Long>() {
public Tuple2<Integer, Long> call (ApacheAccesslog log) {
return new Tuple?2(log.getResponseCode(), 1L);
I
.updateStateByKey (new UpdateRunningSum());

Onepaunn BbIBOAA

Onepaliuy BbIBO/IA ONPEAEJISIIOT, YTO CAeIaTh C NPeoOPa30BaHHBIMH JaH-
HBIMHU B IOTOKE (HaNpuUMep, 3al1CaTh UX BO BHEIIHIOW 6a3y JaHHBIX N
BBIBECTH Ha 9KPaH).

Bo Miiorom, nofo6HO OTJIOKEHHBIM BbIYMCIeHUsIM ¢ Habopamu RDD, ecau
«. kmnortoky DStream He NnpyMeHUTh HUKAKYIO ONMEPALMIO BbIBOAA, TAKOH MO-
= TOK He 6yzet BbluMcATbCs. U ecim B StreamingContext He 6yaeT BbIMOJIHEHO
HHMKaKHX onepauuil BbIBOAA, KOHTEKCT NMPOCTO He 3aMmyCTUTCS.

YacTo 7151 OTIaIKM UCTIOJIB3YETCS YK€ 3HAKOMAsi HaM ONepaLusi Bbl-
Boda print (). OHa u3ByiekaeT nepsbie 10 3J1lEMEHTOB M3 KaXXIOTO MaKeTa
B nnotoke DStream u BHIBOAUT UX.

ITocsie oTnagky mporpaMMbl onepalyy BbIBOJA MOXKHO MCIIOJIb30BaTh
IJIS1 COXpaHeHus pe3yibTaToB. Spark Streaming noaaepxuBaeT ceMeHCTBO
onepauwii save () ayst notokoB DStreams, kaXkast U3 KOTOPBIX IPUHUMAET
NyTh K KAaTaJoOry, KyJa JOJDKHBI COXPAHATHCS (pailiibl, M HeoOs13aTeIbHOe
pacuiipenue uMmeH ¢aiyoB. B pesysibraTe nmelcTBUs 3TUX OnepaLuii Bce
MaKeThl COXPAHSIOTCS B MOIKaTaI0raX yKa3aHHOro Katajora B Buje daii-
JIOB C UMEHaMH, TIPE/ICTABJISIIOIIMMH BPeM, U C YKa3aHHBIM PaCLIMPEHU-
em. Hanpumep, MoxHO 6bL10 6b1 COXpaHUTh cueTuynku IP-ampecos, kak
nokasaHo B npumepe 10.25.

Mpumep 10.25 < CoxpaHeHue notoka DStream B TekcToBble ¢aiinbl B Scala
ipAddressRequestCount.saveAsTextFiles ("outputDir", "txt")

Bonee ynuBepcanbHasi omepauusi saveAsHadoopFiles() mnpuHuMaeT
¢dopmar BeiBoga Hadoop. Hanpumep, Spark Streaming He umeet BCTpo-
eHHoi1 GyHKIMY saveAsSequenceFile (), HO Mbl MOXXEM COXPAHMTB HoOCIIe-
JIOBaTeJbHOCTD (haityioB, Kak noka3aHo B npumepax 10.26 u 10.27.

Mpumep 10.26 + CoxpaHeHne notoka DStream B Bupe
nocneposatensHocTn dpannos B Scala

val writableIpAddressRequestCount = ipAddressRequestCount.map {
(ip, count) => (new Text(ip), new LongWritable(count)) }

writableIpAddressRequestCount.saveAsHadoopFiles [
SequenceFileQutputFormat [Text, LongWritable]] ("outputDir", "txt")
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Mpumep 10.27 < CoxpaHeHue notoka DStream B Buae
nocneposatensHocTu ¢pannos B Java
JavaPairDStream<Text, LongWritable> writableDStream =
ipDStream.mapToPair (
new PairFunction<Tuple2<String, Long>, Text, LongWritable>() {
public Tuple2<Text, LongWritable> call(Tuple2<String, Long> e) {
return new Tuple2(new Text(e. 1()), new LongWritable(e. 2()));
i

class OutFormat extends SequenceFileOutputFormat<Text, LongWritable> {};
writableDStream.saveAsHadoopFiles (
"outputDir", "txt", Text.class, LongWritable.class, OutFormat.class);

Hakonen, uMmeercst yHuBepcanpHast onepauusi BbiBoga foreachRDD(),
TI03BOJISIIONIAs BHITIOJHSITH MPOU3BOJIbHBIE BbIuMcaeHus: ¢ RDD B moroke
DStream. OHa HanomuHaeT npeobpa3oBanue transform() B TOM, 4TO OT-
KpbIBaeT A0CTYI K KaxaoMy Habopy RDD. Buyrpu foreachRDD() MoxHO
MCIIO/Ib30BaTh JII0ObIE AEHCTBUS, TTOAAepXKBaeMble ¢peiiMBopkoM Spark.
HanpuMep, Ha NpakTHKe YacTO MPUXOJUTCS COXPAHSTh AaHHBIE BO BHEIL-
HIOIO 6a3y maHHbIX, Takylo kak MySQL, ansa koropoit B Spark Moxer
OTCYTCTBOBaTh (PYHKLHUS SaveAs(), HO Mbl MOXEM MCIOJIb30BaTh METOJ
foreachPartition() Habopa RDD. [Ina yno6ctBa onepanust foreachRDD ()
MOXET TaKXKe MepeiaBaTh HaM BPEMsI TEKYLIErO MaKeTa, 6yaromaps yemy
MOXHO OpPraHM30BaTh BBIBOJ JaHHBIX 332 pa3Hble MHTEPBaJbl BpEMEHHU
B pa3Hbie MecTa (cM. mpuMep 10.28).

NMpumep 10.28 <+ BbiBOA AAHHBLIX BO BHELWHWE CUCTEMbI C NOMOLLLIO
foreachRDD() B Scala
ipAddressRequestCount.foreachRDD { rdd =>
rdd. foreachPartition { partition =>
// OTKpHTb COEIMHEHME C BHEWHe! CUCTeMOM (Hanpumep, C 6a30i HAHHHX)
partition.foreach { item =>
// TlepemaTb 3JMEMEHT yepe3 COEIMHEHMe
}
// 3akpuTh coemMHeHue
}
}

NCTOYHUKN UCXOAHBIX ASHHBLIX

Spark Streaming uMeeT BCTPOEHHYIO MOAAEPXKKY CaMbIX Pa3HbIX UCTOY-
HHUKOB NaHHbIX. HeKoTOphle «OCHOBHBIE» MCTOYHMKM BCTPOEHBI B Spark
Streaming B Buze apredakToB Maven, Tor/ia Kak Apyrye IOCTYIHBI B BUZIE
JIOTIOJTHUTEJIbHBIX apTe(haKTOB, TAKUX Kak spark-streaming-kafka.
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B atom pasnesie Mbl MO3HAKOMHMMCS MOOJIMKE C HEKOTOPHIMU U3 3TUX
MCTOYHMKOB. 3/1€Ch IPEATNOJIAraeTCsl, YTO ITU UCTOYHUKH YXKe YCTaHOBJIE-
HbI ¥ HACTPOEHBDI, U MbI He OyIeM TPaTUTh BPEMEHH Ha 3HAKOMCTBO C KOM-
MOHEHTaMM, HE UMEIIUMHU OTHoIIeHus K Spark. Eciu Bb npuctymnaete
K MPOEKTHPOBAHHUIO HOBOTO MPUJIOXKEHUS, Mbl DEKOMEH/IYeM [UIsl Hayasla
nonpo6oBaTh B kauecTBe uctouHnkoB HDFS unu Kafka.

OCHOBHbIE€ UCTOYHUKU

O6bekT StreamingContext uMeeT Bce HEOOXOAMMBbIE METOIbI IS CO3aHUS
notoka DStream 13 OCHOBHBIX MCTOYHUKOB. MBI YK€ BCTPEYATHUCH C Of1-
HHMM TaKMM MCTOYHHMKOM B NIPUMepax Bbiiie: cOKeTbl. Hike Mbl 06cyanm
elie Ba UCTOYHMKA: (aityibl u aktopbl Akka.

Datiinvt

OpeiiMBopk Spark moamepxkuBaeT uTeHue U3 J06bIX (GaARIOBBIX CH-
creM, coBMecTuMbIx ¢ Hadoop, noatomy Spark Streaming ecrecTBeHHbIM
06pa3oM NoANEP)KUBAET CO3aHUE TOTOKOB U3 (hailJIOB, XPAHSILIUXCS B Ka-
Tajgorax Takux ¢aiJoBbIX CUCTEM. DTOT BAPUAHT MOJIb3YETCsT 6OMBIION
TOMYJISIPHOCTbIO 61aro1apst MOAAEPKKe UIMPOKOro pa3Hoobpasus daitio-
BBIX CHCTEM, YaCTO UCIOJIb3YEeMBIX [JIs1 XpPAaHEHUs Pa3JIMYHbIX JKYPHAJIOB,
KoTopble MoXxxHO ckonupoBaTh B HDFS. [/Ins opranusanuu HopmaibHOI
paboTbl ¢ faHHBIMU ¢ ipuMeHeHneM Spark Streaming Heo6xoauMO ompe-
[eJIUTh HEMPOTUBOPEYMBBI (OPMAT UMEH KATAJIOTOB U 00ECIIEYUTh amo-
Maprocmy co3fanusi ¢daiyioB (Hanpumep, nyTeM NepemelieHust ¢aitna
B KaTaJIor, 3a KOTOpbIM ciieaut Spark)'. Mbl MOXKeM U3MEHUTD IPUMEDBI
10.4 n 10.5, peanu3oBaB BO3MOXXHOCTb 06PabOTKHM HOBBIX (haiiJIoB XKypHa-

JIOB IO Mepe UX IOsIBJIEHHsI B KaTaJlore, Kak NMoka3aHo B mpumepax 10.29
1 10.30.

Mpumep 10.29 < BxnioyeHue B NOTOK TEKCTOBbLIX Haninos,
NOSBNSAIOWNXCS B YKa3aHHOM kaTtanore (Scala)

val logData = ssc.textFileStream(logDirectory)

Mpumep 10.30 < BknioyeHne B NOTOK TEKCTOBLIX ¢ainos,
NoSIBASIOWMXCA B YKa3aHHOM kaTtanore (Java)

JavaDStream<String> logData = jssc.textFileStream(logsDirectory);

! HOIl ATOMAPHOCTBIO NMTOAPAa3yMEBAETCH, UTO BCS ONepauus 6y}1€T BbIINOJIHEHA KaK

eMHOe 11ej10e. ITO BaXKHO, IOTOMY YTO €CJIM MOocJie Hayasia o6paboTku daitna
moaysieMm Spark Streaming B Hero OyayT 3anucaHbl AONOJHUTEIbHBIE JaHHbIE,
OHH MOTYT OCTaTbCsl He3aMedeHHbIMU. B 6oabuinHCTBe (hailIoBbIX CHCTEM Orle-
pauusi nepeMMeHoBaHUs (aitna 06bIYHO BHINOJIHSETCS] aTOMAPHO.
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st cosnanust GUKTUBHBIX (paitJIOB XKYPHAJIOB MOXHO BOCIIOJIb30BaTh-
cst cueHapueM ./bin/fakelogs_directory.sh nnu, ecnu y Bac UMeIOTCS Ha-
crosiuye $Haiibl XKypHaJIOB, MOXKHO 3aMEHUTD BBI30B CLIEHAPHUS POTALIMU
KOMAaHZIOM MV s epeMelleHHs 3al0JHEHHbIX )KYPHAJIOB B KaTaJor, 3a
KOTOPBIM OCYILECTBJISIETCS] HABIIOEHHE,

IToMHMO TEKCTOBBIX JAHHBIX, MOAAEPKMBAIOTCS TAKXKE JAHHbIE B JIO-
6bix popmatax Hadoop. Kak onucsiBaniocs B pasznene «@opmarst Hadoop
IJI BBOJIa M BBIBOAA» B IJIaBe 5, JOCTATOYHO NMPOCTO nepeaath Spark
Streaming kJyacchl Key, Value u InputFormat. Ecim, k mpumepy, uMeercs
MIOTOKOBOE 3agaHue, obpabarbiBaoliee (aitsibl )KYpHAJIOB M COXPAHSIIO-
1iee pe3ysasraThl B popmate SequenceFile, Mbl MOrJIM GBI IPOYMTATD ITH
pe3yJIbTaThl, KaK Moka3aHo B npuMepe 10.31.

Mpumep 10.31 < YteHue nocnepoBarensHocTn daiinos SequenceFile
n3 karanora B Scala
ssc.fileStream[LongWritable, IntWritable,
SequenceFileInputFormat [LongWritable, IntWritable]]
(inputDirectory) .map {
case (x, y) => (x.get(), y.get())
}

Axmopvt Akka

Bropoit ocHOBHOI1 NpUEeMHMK AaHHBIX — actorStream — MO3BOJISIET UC-
T0JIb30BaTh B POJIM UCTOYHUKOB aktopbl Akka. [lns cosnanHusi mortoka
B 9TOM CJiyyae HyXHO co3nath akTop Akka u peanusosats unTepdeiic
org.apache.spark.streaming.receiver.ActorHelper. UTto6Bl CKOMMpPOBATH
MCXOJIHbIE JaHHbIe U3 akTopa B Spark Streaming, ciiexyeT Bbi3BaTh QyHK-
uMio store() akTopa mocje MOJy4YeHWs HOBBIX AaHHBbIX. Aktopbl Akka
JIOBOJIbHO PEAKO MCHOJB3YIOTCS [J1s1 HanoJHeHUus: noTokoB DStream, no-
3TOMY Mbl He Gy/1eM yIi1y6IAThCS B €T, HO BbI MOXKETE CAMOCTOSITEIb-
HO 3arJISIHYTh B JOKyMeHTauuo' u udyunts npumep ActorWord Count?
B Spark, 4To6bI yBUIETH, KaK UX UCIIOJIb30BATh.

JononHutenbHble UCTOYHUKU

IToMHMO OCHOBHBIX, CYILIECTBYIOT TAKK€ IOTIOJHUTEIbHbIE IPUEMHUKH JIaH-
HBIX /1J1s1 pabOThbI C LINPOKO U3BECTHBIMHU CUCTEMAMH, O(POPMJIEHHBIE B BUIE
OTZIEJIbHBIX KOMIIOHEHTOB 1151 Spark Streaming. OTH NpUEMHHUKH SIBJISIIOT-
cst yacTbio Spark, HO, 4TOOBI MX 3aEHCTBOBATh, HEOOXOAUMO MOAKIIOYUTD
JIOTIOJIHUTE/IbHBIE TaKeThl B (baitie cbopku. B HacTosiiee BpeMsi B 4nCIIO

' http://bit.ly/1BQzCdp.
2 http://bit.ly/1BQzDOR.
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JIOTIOJIHUTEJIbHBIX TPUEMHUKOB BxomAaT: Twitter, Apache Kafka, Amazon
Kinesis, Apache Flume u ZeroMQ. 9TH [ONOJHUTEIbHbIE MPUEMHUKH
MOKHO TIOAKJIIOYMTh, 106aBUB apTedakT Maven spark-streaming- [project-
name] 2.10 c HOMEPOM BepCHH, COBMALAIOIIMM C HOMepoM Bepcuu Spark.

Apache Kafka

Apache Kafka' — ucTOYHMK HaHHBIX, MOJB3YIOWIUICS GOJDBIION TO-
yJISIPHOCTBIO 6Gs1arofapsi BBICOKOM CKOPOCTH DAaGOTBl M HAJEXHOCTH.
Hcnone3ys Bctpoennyio noamepxky Kafka, serko moxho opranuso-
Bath 06paboTKy coobueHuil ¢ pa3HbiMu Temamu. YTo6bI 3a/1€iiCTBOBATDH
3TOT UCTOYHUK, HEOOXOIMMO MOAKJIOYUTH K NpoekTy apredakt Maven
spark-streaming-kafka 2.10. IIpeasaraemsiit o6bext KafkaUtils? pabora-
eT c obbexTaMu StreamingContext u JavaStreamingContext u co3gaer MOTOK
DStream coo6menuii Kafka. Tak kak OH MOKET MOAIKCHIBATHCS CPa3y Ha
MHOXECTBO TeM, CO3/IlaHHbIN UM motok DStream Gyner cocTosiTh U3 nap
(tema, coobuierue). UToObl €O31aTh MOTOK, MBI [OJDKHBI BHI3BATH METON
createStream() ¢ OOBEKTOM, MPEACTABISIONUM MOTOKOBBII KOHTEKCT,
CTPOKOIi co criuckoM xoctoB ZooKeeper, pasnesieHHbIX 3aMSITHIMU, UMe-
HEeM [PYIIbI NoTpebuTeseil (YHUKaIbHOE UMsI) U aCCOLIMATUBHBIM MaCCH-
BOM, 0TOOP@XKaIOLIUM TEMBI B YHCJIO TOTOKOB BBINOJHEHUS /ISl UCTIOJIb30-
BaHMs B IpUEMHUKe 3Toii TeMbl (cM. npuMepsl 10.32 u 10.33).

Mpumep 10.32 < Moanucka Apache Kafka Ha Temy Panda B Scala

import org.apache.spark.streaming.kafka._

// Co3pmath oTOGpaxeHMe TEM B YMCJIO NMOTOKOB BHIOJNHEHUA

val topics = List(("pandas", 1), ("logs", 1)).toMap

val topiclines = KafkaUtils.createStream(ssc, zkQuorum, group, topics)
StreamingLogInput.processLines (topicLines.map(_. 2))

Mpumep 10.33 < MNoanucka Apache Kafka Ha Temy Panda B Java

import org.apache.spark.streaming.kafka.*;

// Co3maTh oTOGpaxeHMe TEM B YMCJIO NMOTOKOB BHIOJHEHUA

Map<String, Integer> topics = new HashMap<String, Integer>();

topics.put ("pandas", 1);

topics.put("logs", 1);

JavaPairDStream<String, String> input =
KafkaUtils.createStream(jssc, zkQuorum, group, topics);

input.print();

! http://kafka.apache.org/.
2 http://bit.ly/1BQzJFL.
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Apache Flume

B cocras Spark BxoasT 1Ba pa3HbIx npueMHHUKa 11st paboTsl ¢ Apache
Flume' (cm. puc. 10.8):

1) naccuenwiii npuemnux (push-based receiver): ator npuemHux neii-
crByeT nogo6Ho noayyaremnio Avro — Flume nepenaer emy nanHbie
0 CBOEH MHULMATHBE;

2) axmuenvii npuemnux (pull-based receiver): 3TOT npreMHUK MOXeT
caM M3BJIEKATh IaHHbIE U3 IPOMEXKYTOYHOTO MOJIyyaTes s, Kyaa Apy-
rve MpoLEeCChl MOTYT 3anmUChiBaTh AaHHble u3 Flume.

l Flume l
MNepenaya B nopt l MNepeaaya B NpOMEXYTOUHbIH
| I nony4arenb
I Pa6ouuit y3en Spark | | Nonyuarens Flume I
WU3BneyeHne paHHbIX

v U3 nonyyarens

I Pa6ouuit yaen Spark I

Puc. 10.8 < BapwuaHTbl opraHusauum
npuema naHHbIx 3 Flume

O6e Bepcuu Tpebyot nepeHactpoiiku Flume u 3amycka npuemMHuka Ha
y3Jie C OTZeJIbHO HACTPOEHHBIM MOPTOM (HE COBIAAIOIINM C TOPTAMH, 3a-
HstbiMu Spark win Flume). Yto6s1 3aneiicTBoBaTh 1060 U3 MPUEMHH-
KOB, HY)XHO TOAKJIIOYNTH K NpoeKTy apredpakt Maven spark-streaming-
flume 2.10.

Ilaccuenviii npuemnux

[TaccuBHBII MPHEMHUK MPOCT B HACTPOiiKe, HO OH He MOANEP)KUBAET
MexaHH3Ma TPaH3aKUHUil P MpUeMe JaHHbIX. DTOT NPUEMHUK AeCTBY-
€T 110 aHaJIOTHH ¢ moJstyyareeM (sink) Avro, mosromy Flume HyxHO Ha-
CTPOUTD Ha Nepefayy JAaHHBIX B HETo, KaK B MoJjiyyaTesb Avro (mpumep
10.34). O6bekT FlumeUtils HacTpanBaeT MPUEMHUK sl paboThI Ha y3Je
C YKa3aHHBIM HMeHeM X0cTa U HoMepoM nopTa (npuMepst 10.35 u 10.36).
ITH MapaMeTpsl JOJKHBI COBMAAATh C COOTBETCTBYIOIMMY NapaMeTPaMHu
Hactpoiiku Flume.

' http://flume.apache.org/.
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Mpumep 10.34 < Hactpowika nonyyarens Avro B koHdUrypaumm Flume
al.sinks = avroSink

al.sinks.avroSink.type = avro

al.sinks.avroSink.channel = memoryChannel

al.sinks.avroSink.hostname = receiver-hostname

al.sinks.avroSink.port = port-used-for-avro-sink-not-spark-port

Mpumep 10.35 < Arent FlumeUtils B Scala

val events =
FlumeUtils.createStream(ssc, receiverHostname, receiverPort)

Mpumep 10.36 <+ AreHt FlumeUtils B Java

JavaDStream<SparkFlumeEvent> events =
FlumeUtils.createStream(ssc, receiverHostname, receiverPort)

HecMotps Ha mpocToTy, 3TOT MOAXOA MMEET OAWH BaXKHbI HeooCTa-
TOK — OTCYTCTBME TOIIEPXKH TPaH3aKUUN. DTO yBEJINYUBAET BEPOSAT-
HOCTb MOTEpPH HEeGOJBIINX 06HEMOB JaHHBIX B CJAyYae BbIXOAA U3 CTPOS
paboyero yaa, Tfi€e BBINOJHsAETCS npueMHUK. KpoMe Toro, mpu BbIXofe
13 cTpPosi paboyYero y3ja ¢ MPUEMHMKOM CHCTEMA IMOMBITAETCS 3aMyCTUTD
NPMEMHUK B IPYTOM MECTe, U Toraa norpebyercs nepeHactpouth Flume
1S Tiepeiauy JaHHBIX Ha ApYToi y3ei1. Peasn3oBaTh TaKy1o NIePeHaCTPOii-
Ky 4acTo ObIBA€T OYEHb TPYIHO.

Axmuenvlil npuemMHux

Bosee HOBBIN noxxonq Ha OCHOBE aKTMBHOTO NMpUeMHHUKa (peann3o-
BaHHbId B Spark 1.1) 3akioyaeTcs B HaCTpOIiKe CreHaIM3MPOBAHHOTO
nonydatensa Flume, otkyna Spark Streaming 6yzeT BBINOJHATb YTEHHE
OaHHBIX, U CO3JlaHUU NPUEMHMKA, KOTOPBIN OyNeT U3BJeKaTh JaHHbIE U3
nosyyaressi. ITOT moaxod obecrneunBaeT GoJiee BBHICOKYIO HAJEXKHOCTB,
TaK KaK JaHHbIE COXPaHsI0TCs B oy4arese Flume, noka Spark Streaming
HE TMPOYUTAET MX U He COOBIMT 00 ITOM MOJIyYaTeNIo NOATBEPKIEHUEM
TPaH3aKIHH.

B nepByio ouepenp HEOOXOAUMO HACTPOUTH MPOMEXKYTOYHOTO TMOJIY-
yareJsisi B BUZie CTOPOHHero pacuupenus aist Flume. Camele cBexue Ha-
CTaBJIEHHMsI TI0 YCTAHOBKE PACUIMPEHMIl MOXXHO HalWTH B JOKyMEHTAIlMU
Flume'. Tak kak pacupeHusi muuyTcs Ha si3bike Scala, Heo6xoxumo
no6asuth B paciunpedus Flume camo pacumpenue u 6ubanorexky Scala.
B npumepe 10.37 nokaszanbl 3aBucumocti Maven as Spark 1.1.

' http://bit.ly/1BQASNLt.
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Mpumep 10.37 < 3asucumocTn Maven ana c6opku nonyyatens Flume
groupld = org.apache.spark

artifactld = spark-streaming-flume-sink 2.10

version = 1.2.0

groupld = org.scala-lang

artifactId = scala-library

version = 2.10.4

[Tocne noGaBieHus: TPOMEXYTOUHOTO MOJIyYaTeisl B y3€J HeO6X0AUMO

Hactpouts Flume 1151 nepefauy B Hero JaHHbIX, KaK MOKA3aHO B IpUMe-
pe 10.38.

Mpumep 10.38 < Hactpoiika NpoMexXyTO4YHOro nonyyarens

B KOH$uUrypauum Flume

al.sinks = spark

al.sinks.spark.type = org.apache.spark.streaming.flume.sink.SparkSink
al.sinks.spark.hostname = receiver-hostname

al.sinks.spark.port = port-used-for-sync-not-spark-port
al.sinks.spark.channel = memoryChannel

Tenepb MOXHO UCIOJIb30BaTh 0OBEKT FlumeUtils A/ia YTeHUS JaHHBIX,

HaKaIUIMBaeMbIX POMEXYTOUHBIM MOJTyYaTesieM, KaK MOKa3aHo B IIpHMe-
pax 10.39 u 10.40.

Mpumep 10.39 < N3BNeveHne AaHHbIX U3 NPOMEXYTOYHOro Nnony4aTens
B Scala
val events = FlumeUtils

.createPollingStream(ssc, receiverHostname, receiverPort)

Mpumep 10.40 < N3BneyeHne AaHHbIX U3 NPOMEXYTOYHOro Nnony4YaTens
B Java
JavaDStream<SparkFlumeEvent> events =

FlumeUtils.createPollingStream(ssc, receiverHostname, receiverPort

B mobom ciyuae, mosyyaeMsiit motok DStream Gyner cocrosts U3
o6bekToB SparkFlumeEvents'. [ToJyduTs AOCTYN K BHYTPEHHEMY OODBEKTY
AvroFlumeEvent MOXxHO yepe3 cBOHMCTBO event. Ecou mpeamnosioxurs, 4to
TeJIOM COOBITHS sABJIseTCA cTpoKa B koauposke UTF-8, uasieus ee conep-
JKMMOe MOXHO, KaK Moka3aHo B nmpuMepe 10.41.

Mpumep 10.41 < SparkFlumeEvent B Scala

// Tpennonaraercs, uyTo COOHTME - 3TO CTpPOKAa B komupoBke UTF-8
val lines = events.map{e =>
new String(e.event.getBody().array(), "UTF-8")}

' http://bit.ly/1BQBIzp.
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Cob6cmeennvle uCMoOMHUKU OAHHBIX

[TomMuMo noaznep>xvBaeMbIX UICTOUHUKOB JaHHBIX, MOXKHO PeaM30BaTh
cobcrBeHHble HCTOYHUKHU. Kak 3TO cienaTh, ONMCHIBAETCS B PyKOBOJACTBE
«Streaming Custom Receivers»'.

MHOXeCTBO MCTOYHWUKOB U pa3Mepbl knactepa

Kak yxe roBopuJioch Bblllle, UMEETCSI BO3MOXHOCTb O0OBEIUHSATD MHO-
JKECTBO TOTOKOB DStream c MCMOJb30BaHWEM TaKHUX OIepaluii, Kak
union (). C UX NOMOLIbIO MOXHO O6BEAMHUTD JaHHbIE U3 HECKOJBKUX UC-
xonHbIX MoTokoB DStream. MHoraa Hanmuyme HECKOJbKUX MPUEMHUKOB
Heo6X0aMMO, YTOOBI YBEJIMYUTh MPOIYCKHYIO CIIOCOOHOCTD (€C/IU elnH-
CTBEHHBIN NPUEMHUK He CIPaBJISIETCS C MOTOKOM JaHHBIX). briBaer, uto
pasHble IPUEMHUKH CO3MAIOTCS /ISl TIOJIYYEHUsT TaHHBIX U3 Pa3HbIX MC-
TOYHUKOB, YTOOBI 3aTEM 06BEAUHUTD UX C TOMOILIO j0oin () miau cogroup ().

BaxkHO MOHMMaTbh, KaK BBINOJHAIOTCA MPUEMHUMKH B Kjactepe Spark.
Kaxxzapiil npueMHUK neHCTBYyeT Kak [OJITOXUMBYILAS 3a/la4ya BHYTPH KC-
nosHuTe s Spark M M03TOMy 3aHMMaeT sApa MpPOLEeCCOpPa, BblAeJeHHbIe
npuioxeruio. Kpome Toro, npuiokeHuIo 10KHbI ObITh AOCTYIHBI SIAPaA
IU1st 06pabOTKN NAHHBIX. DTO O3HAYAET, UTO, 3AIYCKas MHOXECTBO ITIPH-
€MHUKOB, HEOOXOIMMO TIPENYyCMOTPETD BblI€JIEHNE IPUIOKEHHIO TAKOTO
KOJIMYECTBA SA/IEP, YTOOBI OHO OBLIO He MEHbIIIE YMCJIa TIPUEMHUKOB, ILIIIOC
JIOTIOJTHUTEIbHOE KOJIMYECTBO SIIEP, NOCTATOYHOE [JIsi BHITOJHEHUS BBI-
uyucaenuit. Hanpumep, eciv Bbl 3aX0THTE 3aMyCTUTD B TOTOKOBOM IPUJIO-
xeHuu 10 NpUEMHUKOB, HeOOXOAUMO OYZET BBIIEIUTD MPUIOKEHHUIO KAK
MmuHumyMm 11 sigep.

He 3anyckaiite nporpammsl, ucnosbayioiide Spark Streaming, Ha JioKasib-
HOM KOMIbIOTEPE, TZle BeAYUI1ii y3es1 HacTpoeH Kak "local" wam "local[1]".
[Tpu Takux HacTpoiikax 3azayam GyAeT BbIAEISATHCS TOJbKO OfHO SIAPO MPO-
11CCCOPA, U CJIM 3aNYCTUTb Ha 3TOM KOMIIbIOTEPE IPUEMHHUK, B IPUJIOKEHUH
He OCTaHEeTCS] BbIYUCJUTEbHBIX PECYPCOB 1Jisi 0OPAaGOTKH MPHUHUMAEMbIX
nanubix. Micnonn3yiite xotst 661 "local [2]", 4ToObl MMeTh GOJIbILEE YUCIIO
s,ep.

KpyraocyTo4yHan paboTa

OnHuM U3 rIaBHBIX MpeuMylecTB Spark Streaming siisiercst BbICOKast
0TKa30ycTOHYMBOCTb. Ec/iM rapaHTHpyeTcst HafleXXHOCTb XPaHEHUs JaH-
HbIX, Spark Streaming Bcerza CMOXeT BBIYMCJIMTb PABUJIbHBIH pe3yJib-

' http://bit.ly/1BQzCdp.
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TaT, IaXe B CJIy4Yae BbIXOJA U3 CTPOsi pabOYHX Y3JI0B U1 aBAPHITHOTO 3a-
BepIIeHUs IpaiBepa.

Yro6s! mpusioxenus: Spark Streaming MOLJIM BBINIOJHATBCS KPYTJIOCY-
TOYHO, TpeOyeTCsl BHIMOJHUTD HEKOTOPBIE JIOMOJHUTEIbHbIE HACTPOMKH.
[Ipexxae Bcero cjeayeT HACTPOUTb KOMHPOBAHUE NAHHBIX B KOHTPOJIbHBIX
TOYKaX B HaJIEXXHYI0 cucTeMy XpaHeHus, Takyio kak HDFS unu Amazon
S3!. lonoHUTENBHO HYXKHO M03a60THTHCS 06 0TKA30yCTONYHBOCTH NPO-
rpamMMbI-apaliBepa (/151 Yyero noTpebyeTcs: NpeayCMOTPETD CIIELHaTbHbIE
HACTPOIMKH ) M O HEHAIeXKHBIX MICTOYHMKAX JaHHbIX. B 1aHHOM pa3zesie Mbl
pacckaxkeM, KaK BBIMOJHUTb 3TH HACTPOHKH.

KonupoBaHue B KOHTPONbHbIX TOYKAX

Konrposbhbie Touku (checkpoints) — 3to ocHOBHO# Mexanuam B Spark
Streaming, KOTOpBIil H0JKEH OBITH HACTPOEH AJIs1 O6ECTIeYeHUsT OTKA30-
ycroituuBoctd. OH ymnpaBisieT NepuoAMYECKHMM COXPaHEHHeM JaHHBIX
O NDHJIOXKEHWY B HajleXKHOM xpaHuuuiie, TakoMm kak HDFS unu Amazon
S3, n1s1 ucnonb3oBaHMS MPU BOCCTAaHOBJIEHUWHU. B yacTHOCTH, MexaHU3M
KOHTDPOJIBHBIX TOYEK IpecyeflyeT CeAyomue Heau:

Q orpaHunyenue o6peMa BHIYMCIEHHH, KOTOPbIE IPUIETCS IOBTOPUTD
B cayyae orkasa. Kax o6cyxaanocs B pasnese «ApXUTEKTYpa U a6-
crpakuusi» Boie, Spark Streaming MoXeT MOBTOPHO BBHIYMCJIUTH
COCTOSIHHE TIPUJIOXEHHUS C MCI0JIb30BaHueM rpacda npeobpasosa-
HUH, a MEXaHU3M KOHTPOJIbHBIX TOUEK ONpeziessieT, Kak AajeKo Ha-
3aJl IpUZETCS OTCTYIHTD;

Q obecneyeHre OTKa30yCTOWYMBOCTH NpOrpammsl-apaiiBepa. Ecau
IpaiiBep B IOTOKOBOM MPUJIOKEHNH 3aBEPILUTCS B pe3yJsTare da-
TaJIbHOW OLIMOKH, €T0 MOXKHO 3aIyCTUTh IOBTOPHO U COOOLIUTD EMY
0 HeO0OXOMMOCTH BOCCTAHOBUTD COCTOSIHUE OT KOHTPOJIbHOU TOY-
KU, peiecTBoBaBiieil aBapuu. B atom cayuae Spark Streaming
OIpEe/IeNIUT, KaK JAJIeKO Ha3ajJl HY>XXHO OTCTYNHUTb, ¥ BO30OHOBUT
paboTy ¢ 3TOro MecTa.

ITo 3TUM MpUYMHAM MEXaHU3M KOHTPOJIbHBIX TOUEK 00513aTeIbHO J0J1-
JKeH HaCTPauBaTbCsl B JIOOBIX IMPOMBILIJIEHHBIX MOTOKOBBIX MPHJIOXKE-
Husx. Crenatb 3T0 MOXHO, nepeaaB myTh K katanory (B HDFS, S3 unu
JIOKQJIbHOW (palyIoBOM cucTeMe) B BBI30B MeTofa SSC.checkpoint (), kax
nokasano B npumepe 10.42.

' MBI He 3aTparuBagy TeMy HaCTPOHKH 3THX (haitIoBBIX CHCTEM, HO OHU BXOIAT

B COCTaB MHOTMX 00JIa4HbIX OKPYXeHHii uiau cucteM Ha ocHoBe Hadoop. Ilpu
pa3BepThIBAHMM COOCTBEHHOrO KJIacTepa Mpollle BCEro, Moxanyii, HaCTPOMThb
noanepxky HDFS.
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Mpumep 10.42 < HacTpoiika MexaHn3mMa KOHTPOSIbHBLIX TOYEK
ssc.checkpoint ("hdfs://...")

O6paruTe BHUMaHUe, YTO faXe B IOKAJbHOM pexume Spark Streaming
OyIeT BBIBOAUTH MpENYINPEXAEHUs NMPU TMOMBITKE BBINOJIHUTH JIOOYIO
OIepaLHIO C COXPaHEHHEM COCTOSIHUS, €CJIH He OY/IeT BKIIOYEH MEXaHU3M
KOHTPOJIbHBIX TOYeK. B 9TOM Cilyyae MOXHO nepesaTh MyTh K JIOKATbHOMY
kaTasory. Ho B 060M NMPOMBILIIEHHOM OKPY>XEHUH CJIELYET UCIO0JIb30-
BaTh CIEMATM3NPOBaHHYIO cucTeMy, Takylo kak HDFS, S3 nnu NFS.

MosbllweHne 0TKa30yCTOMYMBOCTU ApaiiBepa

[ToBbilIeHME OTKa30yCTONYMBOCTH ApaiiBepa TpeOyeT CIelUuaIbHOro Mo/-
X0/a K co31aHuI0 00beKTa StreamingContext, KOTODBIiA 3aK/II0YAETCS B Tie-
penaye eMy KaTaJora Jijisi COXpaHEHUsI KOHTPOJIbHBIX ToueK. BMecTo Toro
4TOOBbI IIPOCTO BbI3BaTh New StreamingContext, cjiemyeT BOCHOJIb30BATHCS
dynkumeit StreamingContext.getOrCreate(). Ham HayanbHbI NpuMep
MO>HO 6b110 ObI UBMEHUTD, KaK NOKa3aHo B npumepax 10.43 u 10.44.

NMpumep 10.43 < HacTpoiika apaveepa, yCTON4YMBOro K 0Tkasam, B Scala

def createStreamingContext() = {

val sc = new SparkContext (conf)

// CospaTe StreamingContext c l-CekyHIHEM MHTepBaloM OOpaGOTKM
val ssc = new StreamingContext(sc, Seconds(l))

ssc.checkpoint (checkpointDir)

}

val ssc = StreamingContext.getOrCreate (checkpointDir, createStreamingContext _)

Mpumep 10.44 < HacTtpoiika apariBepa, yCTOMYMBOro K 0TKa3am, B Java

JavaStreamingContextFactory fact = new JavaStreamingContextFactory() {
public JavaStreamingContext call() {

JavaSparkContext sc = new JavaSparkContext (conf);
// Co3matb StreamingContext ¢ 1-CeKyHOHHEM MHTepBajoM o6paGOTKM
JavaStreamingContext jssc =
new JavaStreamingContext (sc, Durations.seconds(l));

jssc.checkpoint (checkpointDir) ;
return jssc;

b

JavaStreamingContext jssc =
JavaStreamingContext.getOrCreate (checkpointDir, fact);
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Korza aToT Ko BBINOJIHSIETCS B IEPBBIii pa3, MPeANOJIaraeTcs, 4YTo KaTa-
JIOT 17151 KOHTPOJIbHBIX TOUEK €llle He CyLIeCTBYeT, 00beKT StreamingContext
6yzet co3naH BeI30BOM (abpuuHoi dyHkuuu (createStreamingContext ()
B Scala u JavaStreamingContextFactory () B Java). B abpuunoit pyHkimu
HeoOXOAMMO ONpeNeUTh KaTajor A1 KOHTPOJbHbIX Touek. Ilocie Toro
KaK JipaiiBep 3aBEPLIMTCS aBAPUIHO U 3TOT KO/ OyAeT BbINOJHEH MOBTOP-
HO, byHkuus getOrCreate () MHMIManM3upyet StreamingContext u3 kara-
JIOra ¢ KOHTPOJIbHBIMM TOYKAaMH U MPOAOJIKUT 00paboTKy.

B nononHeHue k ucnosb3oBaHuio ¢GyHkuuu getOrCreate() HeoOxo-
MO OpraHM30BaTh (pM3MUeCKUl 3amycK ApaiiBepa B CJydyae €ro ocTa-
HOBKM. IIpaKkTHYecKH HU OMH QUCNETYEP KJACTEPa, MOAAEPKUBAEMBIii
B Spark, He M03BoJIsSIET aBTOMAaTHYECKHU TIEPE3aNyCTUTh ApaiiBep B cJydae
aBApUITHOTrO 3aBepIIEHMs], TO3TOMY €ro paboTy HY>XHO KOHTPOJMPOBATh
C TIOMOIIBIO HHCTPYMEHTAa MOHUTOPHMHTIA, TAKOTO KakK monit, U mepesamyc-
KaTh Tpu HeobxomuMocTH. JIydminii crmocob peanusanuu nepe3anycka
B 3HAYMTEJIbHOM CTENEHH 3aBUCUT OT OKpykeHus. ExuHcTBeHHOe, rie
Spark o6ecnieunBaet 60Jiee UK MeHee CYIECTBEHHYIO TIOAIEPXKKY, — JUC-
neruep kaactepa Spark Standalone, xotopomy MoxHO nepenatsb ¢iar
--supervise mpu 3amycke gpaiBepa. Takxe AUCIeTYEPY HYXKHO NepeaaThb
¢nar --deploy-mode, 4To6bI GBI 3aMMYILEH B KJIACTEPE, @ HE HA JIOKAJIBHOM
KOMIIbIOTEPE, KaK MoKa3aHo B mpumepe 10.495.

Mpumep 10.45 < 3anyck apaiBepa B KOHTPONMPYEMOM pexXnme

./bin/spark-submit --deploy-mode cluster --supervise --master spark://... App.jar

Ucnonb3ys ato pererne, Heo6X0AUMO elile 0GECTIeYUTh OTKA30yCTOMN-
4uKMBOCTD Beayiero yana Spark Standalone. Peanu3oBaTb 3T0 MOXKHO C 110-
mouipio ZooKeeper, kak onucbiBaeTcs B 10KymeHTauuu Spark!. B atom
CcJlydae Ballle IPUJIOXKEHYE He OYeT MMeTh c1aboro 3BeHa.

Hakonern, o6paTtuTe BHUMaHHe, YTO KOIIa ApaiiBep HEOXKUIAHHO 3aBep-
IIAETCS], UCTIOJHUTENU Spark Takke Mepe3anycKaroTcsi, IOTOMY YTO MCIIOJ-
HUTEIM He MOTYT MPOAOJIKaTh 06paboTKy naHHbIX Ge3 apaiiBepa. OqHako
TaKasi MOJIEJb TIOBEIEHUSI MOXKET U3MEHUThCA B Oyaymux Bepcusix Spark.
ITpu noBTOPHOM 3amycke JpaiiBep aBTOMaTHYeCKH 3aMyCTUT UCTIOJTHUTEEH,
KOTOpBbIE MPOAOJDKAT paboTy € TOTO MECTA, T/Ie OHU €€ MPEPBAJIU MEPe] ITHM.

OTKa30ycTOMYMBOCTb pabouux ysnos

i1 NOBBIIEHUST OTKA30yCTOHYUBOCTH pabouux y3yoB Spark Streaming
UCIIOJIb3YET Te e mpueMsl, uto u Spark. Bce naHHbIe, NPUHSTBIE U3 BHELI-

! http://bit.ly/1BQCEOO.
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HUX UCTOYHHMKOB, KOIIMPYIOTCS Ha HECKOJIbKO pabouux y3moB Spark. Bee
Habopbl RDD, co3nanHble B X01€ Npeo6pa3oBaHUil CKOMMPOBAHHBIX HC-
XOJHBIX JaHHBIX, YCTOHYMBBI K OTKa3aM, IOTOMY YTO, ONIMpasich Ha Mepap-
xu10 nporcxoxaedns RDD, cucremMa crioco6Ha IIOBTOPHO BbIYMC/IUTD BCe
JAHHbIE, yTPAuE€HHbIE C MOMEHTA KOMMMPOBAHUS UCXOAHBIX JAHHBIX.

OTKa30yCcTOMYNBOCTb NPUEMHUKOB

OTKa30yCTOWYMBOCTb pabOYMX Y3JIOB, I€ BHINOJHAIOTCS NPHUEMHUKH,
MMeeT ellle OAWH BaXKHbIl acniekT. B ciyyae otkaza Spark Streaming nepe-
3aMmyCTUT MPUEMHUKH Ha APYTUX y3jax kjaactepa. OqHAKO B 3aBUCHUMO-
CTH OT NPUPO/IbI UCTOYHHMKA JAHHBIX (CIIOCOOHOCTH TIOBTOPUTD Nepeavy)
Y pean3alluy NpUeMHHUKa (MoAnepKKa TPaH3aKLMH, MOATBEPKAAIOIINX
MpUEeM [AHHBIX) MOXET NMPOU3ONTH TNOTEPsS HEKOTOpPOW HHGOPMALIMH.
Hanpumep, onHUM M3 OCHOBHBIX OTJIMYMI ABYX THUIIOB TPUEMHUKOB IJIsI
Flume siBisieTcsi rapaHTUsi OT MOTEPHU AaHHBIX. IIpH MCMOIb30BAaHUM aK-
THBHBIX IPUEMHUKOB Spark yzasisieT aJieMeHTbI TOJBKO TOCJIE TOTO, KAK
oHu OyayT ckonupoBaHbl BHYTpU Spark. ITpu Mcnosb30BaHUU TacCHUB-
HBIX MPHUEMHHUKOB, €CJIM TIPUEMHHUK 3aBEPIIUTCS HEOXHUAAHHO O TOTO,
KaK yCIeeT CKOMMPOBaTh JAHHbIE, 3TH JAaHHbIE MOTYT ObITh yTPau€HBL.
B o6uieM ciyyae, kakoii Obl IPUEMHUK He UCIIOJIb30BAJICS, BCErAa IPUHHU-
MaiiTe BO BHUMaHHE XapaKTEPUCTUKH OTKa30yCTOMYMBOCTH UCTOYHMKOB
NaHHbIX, YTOObI N30€XKAaTh MOTEPH AaHHBIX.

Boob1iie roBopsi, IpUEMHUKHU JAIOT CJIEAYIOLIME FapaHTHH:

O Bce maHHble, MPOYUTAHHBIE U3 HAEXKHOH (ailoBoit ccTeMbI (Ha-
npuMep, ¢ nmomoibio StreamingContext.hadoopFiles), HaxoasiTcs
B MNOJIHOW 6€e30macHOCTH, MOTOMY 4TO caMa ¢aijioBast cucTeMa
npenycMaTpUBaeT pe3epBHOe KomupoBaHue. Spark Streaming 3a-
MIOMUHAET B KOHTPOJIbHBIX TOYKAX, KaKue JaHHble ObLin 06pabo-
TaHbl, ¥ B C/lyyae Kpaxa IpUJI0KeHUs] BO30OHOBIsieT paboTy C 1o-
cJielHeil KOHTPOJIbHON TOYKH;

O npu UCNOJb30BAHUM HEHANEXHBIX HCTOYHMKOB, Takux Kak Kafka,
naccuBHble npueMHuKd Flume wiun Twitter, ¢dpeiimBopk Spark as-
TOMAaTHYECKH KOMTUPYET UCXOHbBIE TAaHHBIE HA IPYTHE Y3JIbl, HO 3TO
He rapaHTUPYeT COXPaHHOCTH HEKOTOPhIX HebOJbLIUX 06bEMOB
JAHHBIX B CJyYae aBapUHHOrO 3aBepIIEHHs 33[4a4Yd C MPUEMHU-
koM. B Bepcusix Spark 1.1 1 HM>Ke IPUHATHIE JaHHbIE COXPAHAIUCh
TOJIbKO B MaMSITH UCIIOJHUTEJIEHN, TO3TOMY MOTEPS AaHHBIX MOTJIA
NPOM30MTH TaKXKe B CJIyyae aBapUIHOTO 3aBepIIEHUs ApaiiBepa
(43-3a Yero TepseTCA CBA3b C UCTIONHUTEAAMM). B Spark 1.2 npu-
HSITbIE [JAaHHbIE MOTYT COXPAHSIThCS B HalleXXHYIO (pailioByIO CH-
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creMy, Takyio kak HDFS, uto o6ecrneunBaet uX COXpaHHOCTb NPH
Tnepe3anycke apaiiBepa.

Takum 06pa3oM, YTOOBI TapaHTUPOBaTh 06PabOTKY BCEX MaHHBIX, JTIyU-
1ile UCTOJIB30BaTh Ha/leXxKHble McTOYHUKU (Hanpumep, HDFS wnu aktus-
Hble npueMuuku Flume). 9Ty ke pekoMeHAaI[MH OCTAIOTCS AKTYaJIbHBIMU
U B CJIy4ae, Koraa TpebyeTrcsi opraHu30BaTh 06pabOTKY JaHHBIX MO3THEE,
B MAaKETHOM peKUMe: IPUMEHEHHE HAeKHBIX HCTOYHUKOB FapaHTUDYET,
4TO MaKeTHble M MOTOKOBbIE 33JaHUS MOJYYaT OAHU U Te K€ UCXOIHBbIE
JaHHbIE ¥ BEPHYT OJHU U T€ K€ PE3yJIbTAThI.

FapaHTupoBaHHaa ob6paboTka

Brnaronapsi orkasoycroituumBoctu Spark Streaming oGecrieunBaer moa-
NEPXKKY CeManmuku «moavko o0naxcove» (exactly-once semantic) st sito-
6bIX Tpeobpa3oBaHuii, 1aXe eciu pabouuii y3e1 BBIAZET U3 CTPOSI B TOT MO-
MEHT, KOT/ZIa BBIMIOJIHJIACh 00pab0oTKa HEKOTOPBIX JaHHbBIX, OKOHYATEJIbHBIM
pe3yJibTat npeobpasoBatusi (To ecTb npeobpa3oBanHbie HaGopsl RDD) 6y-
JIET TEM K€, KaK ecJiv Gbl TaHHble 06pabaThIBAIMCh TOJIBKO OIUH pas.

Opnnako korga pesyssrar npeoOpa3oBaHUil BBIBOAUTCS BO BHEIIHIO
CHCTEMY C UCIOJIb30BAaHMEM OMepalMy BBIBOZAA, 337aYa BBIBOZA MOJXKET
OBITh BBINOJIHEHA HECKOJIBKO Pa3 U3-3a HEYNAYHbIX TOMBITOK, U HEKOTO-
pble JlaHHble MOTYT OBITH BbIBEJEHBI HECKOJBKO pa3. IIoCKOMbKY 31ech
B pabOTy BOBJIEYEHbI BHEIIHUE CUCTEMBI, JaHHas MpobJieMa J0KHA pe-
IIAThCA C YYETOM OCOGEHHOCTEH KOHKPETHON NMPUHMMAIOIIEN CHCTEMBI.
Ilepenayy naHHBIX MOXHO OCYLIECTBJISITH C MCIIOJIb30BAHHEM MeXaHM3Ma
TpaH3akuuii (To ecTb nMepeaasaTh padzaesnsl RDD no onHomy, atTomMapHO)
WM peajii30BaTh Olepalyy OOHOBJIEHHS TaK, YTOObI OHM ObUIM HAEM-
MOTEHTHBIMM (KOT[a pe3yJITaT ONepaluy He 3aBUCUT OT TOrO, CKOJBKO
pa3 oHa GbLia BoimosHena). Hanpumep, onepauuu saveds. . .File B Spark
Streaming aBTOMaTH4eCKU rapaHTUPYIOT CYIIeCTBOBAaHHE TOJIbKO OJHOMN
KOIMH BBIXOIHOTO (baiiia, aToMapHo nepeMemias ¢aiii B pebyeMoe Mec-
TO MOCJIe 3aBeplleHMs] 3aUCH JAHHBIX B HETO.

Beb-mHTepdenc Spark Streaming

Spark Streaming yumeer cobCTBEHHYIO Beb-CTpaHMLY, NO3BOJIAIOLIYIO
YBUIIETD, YTO AENAIOT NpUIokKeHuss. OHa JOCTYMHa BO BKJajke Streaming
B BeG-uHTepdeiice Spark (o6b1uHO Mo aapecy http://<driver>:4040). Ha
puc. 10.9 moka3zaH CKpUHLIOT TAKON CTPaHUIIbI.

B Be6-unTtepdeiice Spark Streaming otoGpaxaercs undopmauus o6
06paboTKe MAKEeTOB U COCTOSIHUM MPUEMHUKOB. B 1aHHOM mpumepe uMe-
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Puc. 10.9 < Bknapaka «Streaming» B Be6-uHTepdeiice Spark

€TCs1 OMH CETEBOM IPUEMHUK M MOXKHO HabJII0IaTh CKOPOCTh 06paboTKu
coobuenuit. Eciu 6b1 MMeJI0 MeCTO 3ana3sibiBaHUe, MOXHO 6b110 Obl YBU-
IIETh, CKOJIbKO 3anuceit crocobeH 06paboTaTh KaXxablii IPUEMHHUK. 310€Ch
TAKXXe MOXKHO YBMETb, MMEJIM JIM MECTO aBapUHble CUTyallMM C TMpH-
eMHMKamu. Pasnen ¢ uHdopManueii mo o6paboTke MakeToB COOOIIAET,
KakK 10Jro 06pabaThiBalOTCS MAKEThl M KaKUe 3aJ€PXKKH BO3HUKAIOT MPU
IJIaHMPOBAaHWH 3aaHusA. Ec/iM B KjacTepe BO3HMKAaeT OCTpPasi KOHKYPEH-
M MEXIY 3aJaHUSAMHU 3a 00JIalaHue PeCypCaMH, 3TO MOXKET IIPUBOAUTD
K YBEJMYEHHIO 3a[1ePXKEK MJIaHUPOBAHUSL.

MpobAemMbl NPOVU3BOANTEALHOCTU

[ToMMMO MapaMeTPOB HACTPOMKHM MPOU3BOAMTENbHOCTH Spark, o6Cyx-
IaBIIMXCS paHee, MPUJIOXeHus Spark Streaming 06saZaOT IOMOJHHU-
TeJIbHBIMU, ClIeHATM3MPOBAHHBIMU TTapaMETPaMH.

MHTepBaJ‘I nakeTuposaHna U NPOTAXEHHOCTb OKHa

IIpu coznanuu mnpuioxenuit Spark Streaming TunuunHo#l npobiemoit
SIBJISIETCST BbIOOD MHUHMMAJbHOrO HWHTEPBAJa MAKETUPOBAHUSI U INPOTS-
XEHHOCTU OKHa. B ob6ieM ciyyae uHTepBan maketupoBaHus 500 mui-
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JINCEKYH]I SIBJISIETCSI JOCTAaTOYHO pa3yMHbIM BbibopoM. OgHako BbiGOp
BeJIMYMHbBI MHTEPBAJIA JIyYllle TPOU3BOUTD IKCIIEPUMEHTAIBHBIM My TEM,
Hauyas ¢ 60JbIIOro HHTepBasia (YTO-HUOY b 0K0JI0 10 ceKyHn), ¥ 3aTeM MOA
BO3J€eiCTBYEM OOBIYHOIM paboueit Harpy3Ku MOCTENEHHO YMEHBIIATD €T0,
II0Ka XapaKTEPUCTUKU TPOM3BOAUTENbHOCTH B BeG-uHTepdeiice Spark
Streaming (cM. puc. 10.9) npoao/KAIOT YAyYHIAThCS C KaXKIbIM LIATOM.
Kak TospK0 OyeT oTMeUeHO yXyAlIeHHe, MOKHO CYMTATh, UTO BBI IOCTHUT-
JI1 MUHUMAJIbHOTO MHTEPBaJIa MAKeTHPOBAHUS /11 CBOETO NMPHJIOXKEHHSL.

AHaJIOFI/I‘{HO noa6npaeTc51 ONTUMaJIbHasA NMPOTAXEHHOCTb OKHa /A
OKOHHBIX OTepalluii, B KOTOPbIX lTapaMeTPhl OKHA OKa3bIBAIOT CYILIECTBEH-
HOe BJIMSIHME Ha MPOU3BOAUTENBHOCTh. EC/IM OKOHHBbIE Oomepanuu siBJIsi-
IOTCSI Y3KUM MECTOM B NPHJIOKEHHH, MOXXHO IONPOOOBATh yBEJIUYHMTD
pa3Mep U LIar OKHa.

CreneHb napannenn3ma

YMeHbleHHe BpeMeH! 06pabOTKY MAaKeTOB OOBIYHO AOCTUTAETCS 3 CYET
yBeJIMYeHUs CTeleHu napasienusMa. Cresatb 3T0 MOXKHO TpeMsl CIIOCO-
Gamu:

1) yBeIMYUTH YKMCJIO MPUEMHUKOB: MHOIZIA TPUEMHUKH OKa3bIBAIOTCS
Y3KHUM MECTOM, 0COOEHHO KOT/Z1a YMCJIO MMOCTYMAIOMIMX 3a1cei OKa-
3BIBAETCSI CJIMIIKOM BEJIMKO [JIs1 eTMHCTBEHHONW MalIMHBI U OHA He
CIIpaBJISIETCS C X IPUEMOM U pacnpenesieHueM. B takoit cutyanuu
MOXXHO MOnpo60oBaTh YBEJUYUTH YUCJIO TPUEMHUKOB, CO3AI0LINX
HECKOJIbKO MOoTOKOB DStream ¢ MCXOIMHBIMY JAHHBIMH, U 3aTe€M 06b-
eUHSATb UX C TIOMOILBIO Union B €IUHBIN MOTOK;

2) sBHO mepepacIpe/essiTh UCXOIHbIE JaHHBIE: €CJIM YMCJIO TPUEMHU-
KOB HeJIb3sl YBEJIMYUTb, MOXKHO MONPoOOBaTh IepepacnpeneisiTh
JAHHbIE, SIBHO pa3bpachiBasi KCXOAHBIN MOTOK 110 GOJIbILIEMY YHMC-
Jly pasnenoB (MM oObeqUHSIS HECKOJIBKO TOTOKOB) C MOMOIIBIO
DStream.repartition;

3) yBEJWUYUTH CTENMEHb Mapasjieiu3Ma MPH arperMpOBaHUM: MIPU BbI-
NMOJIHEHUM TaKUX omnepanui, kak reduceByKey(), MOXXHO yka3aTb
cTeneHb NapaJjieii3Ma BO BTOPOM IapaMeTpe, KaK y>ke TOBOPUJIOCh
BbILIE, pH 06Cy>)aeHnun Ha6opos RDD.

C6opka Mycopa ¥ UCNoNb30BaHME NaMATU

Ewe oauH akTop, KOTOPBI MOXET BBI3bIBATh NMPOGJIEMbI, — cOOpKa My-
copa B Java. MMHMMHU3MPOBaTh Helpe/ckasyeMmble May3bl, BbI3BaHHbIE
paboToii cbopiMKa Mycopa, MOXHO, BKJIIOYMB cObopimuk mycopa CMS
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(Concurrent Mark-Sweep). Boo6uie, aTot cbopumk Mycopa nortpebisiet
60JIblIE PECYPCOB, HO PEXXE BBI3bIBAET JJIMTEIbHBIE MAY3BI.

Uto6bI BBIOpATh AaHHBIM COOPIKMK MyCOpa, cJeayeT 100aBUTh -XX: +Use-
ConcMarkSweepGC B mapaMeTp HacTpoiiku spark.executor.extraJavaOptions.
Kak aT0 caenaTh ¢ momouisio spark-submit, mokasano B mpumepe 10.46.

Mpumep 10.46 < BknioueHue cbopumka mycopa Concurrent Mark-Sweep
spark-submit --conf \

spark.executor.extraJavaOptions=-XX:+UseConcMarkSweepGC \

App.jar

B nonosnnenue k BbIGOpY cOOpIIMKA MyCOpPa, YMEHBUIAIOLIETO BEPOSIT-
HOCTb Tay3, MOXHO Monpo6oBaThb CHU3UTb Harpy3kKy Ha Hero. Kamupo-
BaHue Ha6opoB RDD B cepuann3oBaHHON (hOpME CHUXKAET HArpy3Ky Ha
cOoplIrMKa Mycopa, 1 IMEHHO 1moaToMy Habopbli RDD, creHepupoBaHHbIe
MoxyJseM Spark Streaming, Mo yMoJI4aHMIO XPaHSTCS B CEPUAIM30BaH-
HoM Buzie. [IpumeHenne 6ubanorexy cepuanusanuu Kryo nossosisier eme
6oJiblile CHU3UTh NOTPEOGHOCTD B MAMSITH [JIsl XPaHEHUsI KIUIMPOBAHHBIX
JaHHBIX.

Kpome Toro, Spark maer BO3MOXHOCTb BbIOMpATh aJITOPUTM BbITECHE-
HMSI U3 Kallla XpaHamuxcsa B Hem HaGopoB RDD. Mo ymomyanuio Spark
ucnosb3yer anroputM LRU. Kpome Toro, eciim ycraHOBUTH mapameTp
spark.cleaner.ttl, Spark Gyner siBHO BbiTecHsATH HaGopni RDD, 6osee
«CTapble», 4eM yKa3aHo B 3TOM napamerpe. [IpuHyauTeibHOE BHITECHEHHE
crapbix Hab6opoB «RDD», KOTOpbie MaJIOBEPOSITHO MOHAA0OATCS CIyCTS
yKa3aHHBIN MEPUO/ BPEMEHH, TAKXKE MOKET TOMOYb YMEHBLINTD HATPY3KY
Ha cOOpLIMKa Mycopa.

B 3akAlo4eHue

B 3T0ii r1aBe Mbl y3HaJIH, KaK OPraHU30BaTh 06PabOTKY MOTOKOBBIX AaH-
HBIX C UCMIOJIb30BaHKeM TOoTOKOB DStream. Tak Kak 3TH MOTOKH NPEACTAB-
JISI0T co60ii mocienoBaTebHOCTH HabopoB RDD, Bl € ycrexoM cMoxeTe
MCIIOJIb30BATh 3HAHUS U HABBIKU, IPUOOPETEHHBIE B IPEABIAYIIMX [JIABAX,
IUISL CO3[JaHUSI MTOTOKOBBIX MPUJIOXKEHUH U MPUJIOXKEHU, AeHCTBYIOUUX
B MacuTabe peajibHOro BpeMeHu. B ciienyronneii riiaBe Mbl T03HAKOMUMCSI
C MalIMHHBIM 0OyYEHHEM.
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MawwnHHoOe oby4eHue
c MLIib

MLIib - ato 6ubauoreka ¢pyHKuUMA MamMHHOTO O0b6yuyeHusi (machine
learning), Bxoasiumast B coctas Spark. [IpeqHa3HayeHHast 17151 HCTIOJIb30Ba-
HUS B KJ1acTepax, 6ubaunorexa MLIib conepxut peanusanuu pasubix an-
FOPUTMOB MAlIMHHOTO 06Y4YEeHHUSI U MOXKET MCIOJIb30BAThCSI BO BCEX SI3bI-
KaX NporpaMMHPOBaHuUs, MOAAepXHBaeMbIX (ppeiimBopkom Spark. B artoii
rjiaBe Mbl IIOKaKEM BaM, KaK IMOJIb30BaThCsl 3TOM 6MOIMOTEKOI B CBOMX
NpOrpaMmax, ¥ IaJiiM HEKOTOPble PEKOMEHIALIUH TI0 ee IIPUMEHEHHIO.

Cama no cebe TeMa MalIMHHOrO 0OYYeHHSI HACTOJBKO OOLIMPHA, YTO
JIOCTOIHA [ake He OTAeJIbHON KHHUTH, a MHOXECTBAa KHHUT', MO3TOMY,
K 60JIBLIIOMY COXKAaJIEHHIO, B 3TOM TJIaBe y Hac OyaeT He Tak MHOTO MeCTa,
4T06BI TOAPOGHO paccKasaTh O TEXHOJIOTMH MaLIMHHOTrO o6yyenust. Eciu
Bbl He HOBUYOK B MalIMHHOM 0Oy4YeHMH, B 3TOW IJIaBe Bbl y3HAeTe, KaK
NPUMEHSITH ero B cpesie Spark; u naxe Te, KTO mpex/je Jaxe He CJIBILIAJ
00 3TOif TEXHOJIOTMH, CMOTYT COEIMHUTb 3HAHMS, TOJyYeHHBbIE 3/ECh,
¢ J106BIM IPYTUM BBOAHBIM MaTepHaioM. JTa rjaBa B GoJIbLIEN CTeNeH!
aJlpecoBaHa UCCJIE[0BATEJISIM JaHHBIX, UIMEIOLIUM OMBIT HCHOJIb30BaHUSI
TEXHOJIOTMH MAIIMHHOTO 06YY€eHUsI ¥ MUY IUM BO3MOXXHOCTb IIPUMEHSTh
MX COBMECTHO ¢ (ppeitMBopkom Spark, a Takxe nporpaMMHucTam, paboTaio-
I1M CO CHEeLHATMCTaMH B 00JIaCTH MALIMHHOTO O6yYeHHUsL.

0O630p

Bubmnoreka MLIib umeer oyens npocryio apxurektypy u ¢dusocoduio:
OHa M03BOJISIET IPUMEHSATDH Pa3Hble aJITOPUTMbI K pacrpe/ieeHHbIM Mac-
CHBaM JaHHBIX, MpeACTaBJeHHbIM B Buie HabopoB RDD. BubGnuoreka
MLIib BBOANT HECKOJIBKO HOBBIX THUIIOB JAaHHBIX (HAlpUMep, MapKHPO-

! TIpumepamu MoryT cayxutb KHuru uzaarensctsa O'Reilly: «Machine Learning

with R» (http://shop.oreilly.com/product/9781782162148.do) u «Machine
Learning for Hackers» (http://shop.oreilly.com/product/0636920018483.do).
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BaHHbIE TOYKH M BEKTOPHI), HO B KOHEYHOM CUETE 3TO POCTO MHOXECTBO
dbyHkuumit 1st o6paborku Habopos RDD. Hanpumep, utobs! 3aneicTBo-
Batb 6ubinorexy MLIib B 3amaue knaccudukauum Tekcrta (Harmpumep,
IS BbISIBJIEHUSI ClIaMa CPEIY 3JIEKTPOHHBIX ITUCEM), JOCTATOYHO BBINOJ-
HUTH CeLYIoNMe maru:
1) cosnatb Habop RDD cTpok, NpeacTaBisioUMX COAEPKUMOE IJIEKT-
POHHBIX ITHCEM;
2) BBINOJHUTb OJUH U3 aITOPUTMOB useieuenus npusnaxos (feature
extraction) B OGubGianoreke MLIib, uyTo6b mpeobpasoBaThb TeEKCT
B YMCJIOBbIE IPU3HAKHU (TIPUTO/IHBIE [JISI UCIIOJIb30BAHUS B AJITOPHT-
Max o0yueHnwust). B peayssrare 6yaer nosnyyen Habop RDD BexkTopos;
3) BBI3BATh AITOPUTM Kjaccudukauuy (HanpyuMep, aITOPUTM JIOTUCTH-
ueckoii perpeccuu (logistic regression)) st o6paborku Habopa RDD
BeKTOpOB. B pesysibrare Gyzner nosyyeHa 0ObeKTHAsI MOJEJIb, KOTO-
DYIO 3aTeM MOXKHO MCII0JIb30BaTh [Jisl KIAaCCU(UKAIUM HOBBIX TOYEK;

4) IpUMEHUTb MOJENb K TECTOBOMY HaGOpy NaHHBIX C UCIOJIb30BaHU-

eM ofHoi u3 dpyHkumit 6ubnunorexu MLIib.

BaxxHo ormeTutb, 4To Gubanorexka MLIib comepxut Tonbko napanr-
JleIbHble ATOPUTMBI, IPUTOIHBIE [IJIS1 UCIIOJIb30BaHuUs B Kiactepax. He-
KOTOpbIE KJIACCUYECKHE AJTOPUTMBI MALIMHHOTO OOYYeHHsI HE BOLLIM
B 6MOIMOTEKY TOJIBKO MOTOMY, YTO He MpeJHA3HAYeHbI st paboThl Ha
napajjiesibHbIX MaT¢opMax, Ho, ¢ Apyrod ctoponsl, B MLIib umeercs
peanu3aius HECKOJIbKUX HOBEMIIMX aJCOPUTMOB /ISl KJIACTEPOB, TAKUX
Kak pacnpedenennsvie cayuaiinvie neca (distributed random forests), memoo
K-cpeonux (K-means||) u uemoo uepedyrowuxca naumenvuux k6aopamos
(alternating least squares). 3toT BbIGOp pa3paboTunkoB MLIib o3naua-
eT, uTo 6ubOAMOTEeKa NpefHa3HayeHa AJasi 06paboTKM GosbiinX (OYeHb
GoJbLINX) MACCUBOB JaHHbIX. Eciiu y Bac, HA060pOT, UMEETCST MHOXKECT-
BO HeGOJIbLIMX MACCUBOB JAHHBIX, HA OCHOBE KOTOPBIX Bbl XOTeNU Obl
«0byyaTb» pa3Hble MOJIEJIH, TOT/IA BaM JIy4llle UCII0JIb30BaTh APYTryIo Ou-
6J1MOTeKY, IPeIHA3HAYEHHY IO /1/Is1 UCTIOJIb30BAHMUSI HA OHOM y3Jie (TaKyio
kak Weka unm SciKit-Learn), ¢pyHKUMM U3 KOTOPOHl MOTYT BbI3bIBATHCS
Ha KaXXIOM y3Jie B OTAEJBHOCTH C MCIOJb30BaHMEM INpeoOpa3oBaHust
Spark map(). AHAJOTMYHO AJIST HEKOTOPBIX TPOILECCOB MAIIMHHOTO 06Y-
YEHHUS XapaKTePHO TPebOBATh IIPUMEHEHUS 00HO0Z0 U MOZ0 JHCe ANITOPUTMA
K MaJleHbKOMY Habopy JaHHBIX CO MHOXKECTBOM I1apaMeTPOB HACTPOHKH,
4TOOBI BHIOPATD JyYIIHii BapuaHT. Peann3oBats 3170 B Spark MoXHO ¢ 110-
Molipbio parallelize() U cnucka napaMeTpoB [Jisi IPOBeAeHUsT 06yYeHMs]
Ha pasHbIX y3JIaX, ONSTh XK€ C NpUMeHeHHeM 6MOIMOTEKH, peqHa3Ha-
YEHHOI1 11151 BBIMIOJIHEHHsI Ha OfHOM y3ite. YTo ke kacaetcst 6ubanorexu
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MLIib, ona ocobeHHo sipko mnposiBisieT cebst npu 06yYeHUH Mozesiel Ha
60JIbLINX, PACTIPEETEHHBIX MACCHBAX JAHHBIX.

Haxownen, unrepgeiic MLib B Spark 1.0 u 1.1 uMeeT 10BOJbHO HU3-
KHI YPOBEHb, AAIOMMNA BO3MOXHOCTDb BbI3bIBATh (DYHKUMH [JIsl peLleHHUs]
Pa3HBIX 33/a4, HO HE BBHICOKOYPOBHEBbIE ONEpal{H, OObIYHbIE [JIsI MPO-
1ecca MalIMHHOro obyyeHust (HanpuMep, JeJieHHe UCXOAHBIX JaHHBIX Ha
oGyuatomyio (training data) u tectoByio (test data) BbIGOpKHU UM OMIPO-
6oBaH1e MHOXeCTBa KoMOUHalmit mapamerpos). B Spark 1.2 6u6anoreka
MLIib peanusyer nononuutensubiit API (4 moka ele akcrepyuMeHTab-
HBIH, HA MOMEHT HAMUCAHUSI ATUX CTPOK ) VIS TIOCTPOEHUS TO0OHBIX ITPO-
ueccos o6yyenusi. ITor AP HanoMuHaeT Tak1e BHICOKOYPOBHEBbIe 6Ub-
suorekH, kak SciKit-Learn, 1 Mbl HazieeMcs1, YTO OH YIIPOCTHT CO3AAHHE
IOJIHBIX, CAMOHACTPAMBAIOIIMXCsI MPOLECCOB 00yyeHusi. Mbl mobaBuiu
0630p atoro API B KOHel I71aBbl, 2 B OCHOBHOI! €€ 4aCTH COCPENOTOYMMCS]
Ha HU3KOYPOBHEBBIX QYHKIMSIX.

CuctemMHble TpeboBaHWS

MLIib TpebGyer Hannuyust B cUCTEMe HEKOTOPHIX OGUOJHOTEK JIMHENHOM
anre6psl. Bo-mepBbix, Heob6xoauma 6ubIMOTEKA BpEMEHU BBIMIOJHEHHUSI
gfortran. Ecin MLIib npexynpeaut 06 orcyrcrBuu gfortran, mpounTaiite
U BBIMOJIHUTE MHCTPYKUMK Ha Beb-caitte MLIib!. Bo-BTOpBIX, 4TO6HI HC-
nosnb3oBats MLIib B Python, HyxHo ycranoButs naker NumPy? Ecin
B YCTAHOBJIEHHO# y Bac Bepcuu Python aror maker orcyTcTByer (To ecTb
BBI HE CMOJKETE BBINIOJTHUTh MHCTPYKIHMIO iMport numpy), yCTAHOBUTE MAKET
python-numpy UJIH NUMPY C MOMOIIBIO AKCIIeTYepa NakeToB B Linux niu Boc-
nosib3yiirech quctTpubyTuBoM Python a1 HayyHbIX pacueTos oT CTOPOH-
HMX NPOM3BOAMTEEH, TAKUX Kak Anaconda®,

Bubnnoreka MLIlib mognepixusaer a1ropuTMbl, KOTOpbIe Pa3BUBAIOTCS
yXKe OCTAaTOYHO AaBHO. Bce anroputmsl, yTo 6yayT 06CYXAATHCS 3/1€C,
noctynubl B Spark 1.2, HO HEKOTOpBIE U3 HUX MOTYT OTCYTCTBOBaTh B 60-
Jiee PAHHUX BEPCHSIX.

OCHOBbI MaWWHHOIO 0By4eHus

Yro6bl TOMOYb BaM IOHSTh HadHaueHue GyHKUUi B 6ubnuorexe MLIib,
MbI CHa4aJia aiuM KPaTKUi 0630p MOHATHI1 MAIIMHHOTO 06yYeHusl.

' http://bit.ly/1yCoHox.
2 http://www.numpy.org/.
3 http://bit.ly/1yCoMIC.



264 < MawwHHOoe 0ByyeHre ¢ MUib

Llenp anropuTMOB MAIIMHHOTO OOy4YEeHUsT — TOMBITATbCS Ha OCHO-
Be obyuaroweti evtbopru (training data) BbIAATb MPOTHO3 WJIM PELIEHHUE,
YacTO MyTeM MAKCUMHU3alMM MaTeMaTHYeCKOil Lea, O TOM, KaK AOJ-
xeH BecTu cebst anroputM. CylecTBYIOT pa3Hble THUIIbI 33124 00y4eHus],
BKJIIOYast KJacCU(UKAIUIO, PETPECCUI0 WJIM KJIACTEPU3AIUIO, UMEIOLINE
pa3sHble Lesu. Kak npocToii mpuMep Mbl pacCMOTPUM 331a4y Kraccuguka-
Yuu, 1eJIbI0 KOTOPOIA SIBJISIETCS ONpeieJieHHe TPUHANIEXXHOCTH 3IEMEHTA
K TOI WJIM UHOI KaTeropuu (HampuUMep, SIBJISIETCS 3JIEKTPOHHOE MHCbMO
CIIaMOM MJIM HET) Ha OCHOBE MapKHPOBaHHBIX IK3EMILISIPOB MOAOOHBIX
3JIeMEHTOB (HanpuUMep, 3JIEKTPOHHBIX ITHUCEM, O KOTOPBIX TOYHO U3BECTHO,
SIBJISTIOTCSI OHU CIITAMOM WJIU HET).

Bce anroputMbl MaliMHHOTO 06y4YeHUs TPEOYIOT ONPEAETNTD IS KaXK-
IIOTO 3JIeMEHTa Habop xapakmepucmuueckux npusnaxoe (features), koro-
pblit 6y et nepenaBarbest GyHkKunn o6yuyenusi. Hanpumep, 11st 31eKTpOH-
HOro NMMCbMa XapaKTE€PUCTUYECKHUMH TNPpU3HAKAMHU MOTYT 6bITb: CcepBep
MCXOZASIIEH TOYThI, YUCJIO YIMOMUHAHUI C/IOBa «OECIIaTHO» WJIM LIBET
TekcTa. Bo MHOrMX ciyyasix onpeesieHre MPaBUJIbHBIX XapaKTepUCTHYe-
CKHUX NPHU3HAKOB SIBJISIETCS CAMOM CJIOXKHOM 4acThi0 MAlIMHHOTO 00yye-
uusi. Hanpumep, npocroe gobasieHue B 3agayy, moa6MpaoLIy0 peKOMEeH-
JaluK 10 BBIGOPY TOBAPOB, ellle OHOTO XapaKTEPUCTHYECKOTO TIPU3HAKA
(HanpuMep, B 33/1a4y, PEKOMEHYIOLIYIO BHIOOD KHUT, MOXHO ObLIO ObI 110-
6aBUTb TAKON NPU3HAK, KAK IIPOCMATPUBAEMBIE T10JIb30BaTeIeM (UIbMBI)
MOXeT 3HAYMTEJIbHO YIYYIIUTb Pe3yJIbTaThI.

BOJ’IbI_I.II/IHCTBO AJITOPDUTMOB NMOAAEPXKUBAIOT TOJIbKO YUCJIOBBIE XapaK-
TEPUCTUYECKHE TPU3HAKYU (HAaNpUMep, BEKTOPbI YKUCEJI, TPEICTABISIONINX
3HAUEHUsl MPU3HAKOB), MO3ITOMY YAaCTO BA)XKHBIM IIArOM SIBJISIIOTCSI U3-
greueHue u npeobpasoeanue NPU3HAK08 IJIsl OJyYeHUs] TAKMX BEKTOPOB.
Hamnpumep, a1s ciyyast ¢ kjnaccudukaunmeit Tekcra (CrnaM WM Hecram)
€CTb HECKOJIbKO METOJIOB OTIPE/Ie/IEHUS XapAKTEPUCTUK TEKCTA, TAKUX KaK
TMOZICYET YaCTOThI BCTPEYAEMOCTH KaXXIOTO CJIOBA.

[locne mpeobpa3oBaHUsi MCXOAHBIX NAHHBIX B BEKTOPbI MPHU3HAKOB
GOJIBIIMHCTBO AJITOPUTMOB OOy4YeHHsI HA MX OCHOBE IBITAOTCS HATH
ONTHUMYM M3BeCTHOI MareMmaTuueckoit ¢dyHkuuu. Hanpumep, oguH u3s
AJITOPUTMOB KJIACCU(UKALMM MOXET MBITATHCS ONPENENTUTh TJIOCKOCTb
(B MPOCTPAaHCTBe BEKTOPOB MPU3HAKOB), KOTOpAsl «JIyyllle» BCErO OTAe-
JISIET TIPUMEPBI CllaMa OT NMPUMEPOB HeCllaMa B COOTBETCTBUU C Ompeze-
JIEHUEM TIOHATHUS <«Jiydlie» (Hanpumep: «OOJBIIMHCTBO 3K3EMILISPOB
Ky1accudUUMpPyeTCs NJIOCKOCThIO NPaBUJIbHO» ). B 3aBepiieHue anroputm
BEPHET M00e/b, TIPEACTABISIONIYIO pe3yabTaT 00yyeHus (Hanmpumep, mo-
JIyYEHHYIO MJIOCKOCTD). JTa MOJENb MOXET NPUMEHSTBCS AJIs Kjaaccudu-
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KallMK HOBBIX TOYeK (HAaNmpUMep, MOXKHO MOCMOTPETD, MO KAKyI0 CTOPOHY
OT MJIOCKOCTH OKa3bIBAETCSI XapAKTEPUCTHYECKUIT BEKTOD HOBOIO 3JIEKT-
POHHOTO MMChMA, YTOObI PELIMTB, SIBJSETCSI OHO criaMoM wiau Het). Ha
puc. 11.1 nokasan npumMep paGoTsI Mpouecca 06yYeHUs.
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Puc. 11.1 < TunuyHble 3Tanbl Nnpouecca MalMHHOro obyyeHus

HakoHel, 60JbIIHHCTBO 00YYAOIUX aJTOPUTMOB UMEIOT MHOXKECTBO
NapaMeTpOB, BJIUSIOLIMX HAa pe3yJbTaThl, I03TOMY Ha NpaKkTHKe B IpO-
1iecce 0Oy4yeHHst YacTO CO3/IAeTCsI HECKOJIBKO BEPCHIT MOZENH, U 3aTeM
NPOU3BOAUTCS OLleHKa Kaxx10ii U3 HuX. C 3TOH LeJIbI0 UCXOJHbIE TaHHbIE
OOBIYHO JIENIATCS Ha «00YYaIOIIYI0» U «TECTOBYIO» BHIGOPKH, U 00yYeHHe
BBITOJIHSIETCST TOJIBKO Ha MEPBOii U3 HUX, @ TECTOBasI BHIOOPKA UCIOJIb3Y-
eTcst U151 olleHKY Bepcuil monenu. Bubauorexa MLIib npexocrasaser ue-
CKOJIBKO aJITOPUTMOB OLIEHKU MOZeJIel.

Mpumep: knaccudpukauusa cnama

st HauanbHOro 3HaKomcTBa ¢ MLIib MbI mokakeM npuMep o0ueHb IPOCTOM
NpOrpamMMsl, TeHepUpymollel Kiaccudpukarop cnama (npumepsl ¢ 11.1 no
11.3). BaToii mporpaMme UCob3ytoTcs Apaanropurmaus MLIib: HashingTF,
CO3IAIOLINIA BEKTOP ¥acmom ecmpeuaemocmu mepmurog (term frequency)
B TeKcTe, ¥ LogisticRegressionWithSGD, peanu3yomuii mpouenaypy JOTHCTH-
yeckoii perpeccuu (logistic regression) METOIOM cmoxacmuueckozo zpadu-
enmnoeo cnycka (Stochastic Gradient Descent, SGD). IIpeanonaraetcst, 4to
uMeroTcs Ba daitna, spam.txt v normal.txt, KaXablil 3 KOTOPBIX COAEPKUT
NPMMEPBI 3JIEKTPOHHBIX MTHCEM CO CTIaMOM U 6e3 crama, 1o OJHOMY B CTPO-
ke. Kaxxnoe anekTpoHHOE TMCbMO B KaXk0M (paiiie npeobpasyeTcsi B BeK-
TOp NMPHU3HAKOB C YaCTOTaMHU TEPMMHOB, U IPOU3BOAUTCS 0OyYeHHE MOJETH
JIOTMCTHYECKON PErpeccuu IJIs pasiesieHus coobuenuii asyx tunos. [Ipo-
TPaMMHBIH KO/l U JaHHbIE MOXKHO HaliTH B Git-peno3uTopun KHUTH.
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Mpumep 11.1 < Knaccudukatop cnama B Python

from pyspark.mllib.regression import LabeledPoint
from pyspark.mllib.feature import HashingTF
from pyspark.mllib.classification import LogisticRegressionWithSGD

spam = sc.textFile("spam.txt")
normal = sc.textFile("normal.txt")

# Cosnarb 3k3eMnuap HashingTF ana oToGpaxeHMss TEKCTa 3MEKTPOHHHX
# mucem B BekTopr ¢ 10 000 npu3HakoB.
tf = HashingTF (numFeatures = 10000)

# Pa3buTh Kaxmoe 3JIEKTPOHHOE MMUCTHMO HAa CJIOBA M KaxAoe CIIOBO
# oTob6pasuTh B OOMH NpU3HAK.
spamFeatures = spam.map (

lambda email: tf.transform(email.split(" ")))
normalFeatures = normal.map(
lambda email: tf.transform(email.split(" ")))

# CospmarTb Habopu maHHEX LabeledPoint ans npumepos, maswumx
# noNoXMTeNBHY peakuMo (CnaM) M OTpUUATENbHYD (OOHUHHE NMCbMA) .
positiveExamples = spamFeatures.map (

lambda features: LabeledPoint(l, features))
negativeExamples = normalFeatures.map (

lambda features: LabeledPoint (0, features)
trainingData = positiveExamples.union(negativeExamples)
trainingData.cache() # KswupoBaTh, MOTOMY YTO anrOpUTM

# Logistic Regression sBngeTCA UMKIMYECKUM.

# BHMONMHUTH JNOTMCTMYECKYD perpeccuio MeTomoM SGD.
model = LogisticRegressionWithSGD.train(trainingData)

# TpoBepUTH MONOXMTENbHEDI 3K3EMIIAp (CnaM) ¥ OTpULATENbHEN (Hecmaw) .
# CHauana npuMeHuTb TO Xe npeoOpa3oBahue HashingTF, urTobu nomyuntb
# BEKTOpH NpMU3HAKOB, 3aTeM NPUMEHUTb MOZIENb.
posTest = tf.transform(
"0 M G GET cheap stuff by sending money to ...".split(" "))
negTest = tf.transform(
"Hi Dad, I started studying Spark the other ...".split(" "))
print "Prediction for positive test example: %g" %
model.predict (posTest)
print "Prediction for negative test example: %g" %
model.predict (negTest)
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MNpumep 11.2 < Knaccudukatop cnama B Scala

import org.apache.spark.mllib.regression.LabeledPoint
import org.apache.spark.mllib.feature.HashingTF
import org.apache.spark.mllib.classification.LogisticRegressionWithSGD

val spam = sc.textFile("spam.txt")
val normal = sc.textFile("normal.txt")

// CospaTh sk3emnnap HashingTF nna oToGpaxeHus TeKCTa 3JEKTPOHHHX
// nucem B Bekropu ¢ 10 000 npusHaKoB.
val tf = new HashingTF (numFeatures = 10000)

// Pa3bure kaxmoe 3MEKTPOHHOE MMUCBMO HAa CJIOBA M Kaxmoe CJIOBO
// oro6pasuTh B OOMH NPU3HAK.
val spamFeatures = spam.map(email => tf.transform(email.split(" ")))
val normalFeatures =
normal.map (email => tf.transform(email.split(" ")))

// Co3maTh Habopu maHHHX LabeledPoint mna mpuMepoB, mawouwyx
// nonoxmrenbHyo peakuuo (Cnam) M OTPMUATENbHYO (OOHUHHE MUCbMA) .
val positiveExamples =

spamFeatures.map (features => LabeledPoint (1, features)
val negativeExamples =

normalFeatures.map (features => LabeledPoint (0, features))
val trainingData = positiveExamples.union(negativeExamples)
trainingData.cache() // KsumpoBaTh, NMOTOMYy UTO aNTOPUTM

/] Logistic Regression ABAAETCA UMKINYECKMM.

/1l Bunonuure NOrMCTMYECKY perpeccuio Meromom SGD.
val model = new LogisticRegressionWithSGD().run(trainingData)

// TIpOBEPUTH MONOXMTENbHEIY 3K3EMIUIAD (CNaM) M OTpUUATENbHEN! (Hecmam).
val posTest = tf.transform(

"0 M G GET cheap stuff by sending money to ...".split(" "))
val negTest = tf.transform(
"Hi Dad, I started studying Spark the other ...".split(" "))

println("Prediction for positive test example: " +
model.predict (posTest))

println("Prediction for negative test example: " +
model.predict (negTest))

Mpumep 11.3 < KnaccuopukaTtop cnama B Java

import org.apache.spark.mllib.classification.LogisticRegressionModel;
import org.apache.spark.mllib.classification.LogisticRegressionWithSGD;
import org.apache.spark.mllib.feature.HashingTF;
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import org.apache.spark.mllib.linalg.Vector;
import org.apache.spark.mllib.regression.LabeledPoint;

JavaRDD<String> spam = sc.textFile("spam.txt");
JavaRDD<String> normal = sc.textFile("normal.txt");

// Co3mare sk3eMnnap HashingTF mis oToGpaxeHus TEKCTa 3JIEKTPOHHHX
// nucem B BekTop ¢ 10 000 npu3HaKoB.
final HashingTF tf = new HashingTF(10000);

// Co3smarh HaGopw maHHHX LabeledPoint nna npuMepoB, maomMx
// nonoxurenbHyn peakuMo (Cnam) ¥ OTPMULATENbHYD (OOHUHHE NMCbMA) .
JavaRDD<LabeledPoint> posExamples =
spam.map (new Function<String, LabeledPoint>() {
public LabeledPoint call(String email) {
return new LabeledPoint (1,
tf.transform(Arrays.asList (email.split (" "))));
}
b i
JavaRDD<LabeledPoint> negExamples =
normal.map (new Function<String, LabeledPoint>() {
public LabeledPoint call(String email) {
return new LabeledPoint (0,
tf.transform(Arrays.asList (email.split (" "))));
}
b
JavaRDD<LabeledPoint> trainData =
positiveExamples.union (negativeExamples);
trainData.cache();// KaumpoBaTh, MOTOMYy YTO ajrOpPUTM
// Logistic Regression ABNSETCA UMKIUYECKUM.

// BHMONHATHL NOTMUCTMUECKYD perpeccuo MmeromoM SGD.
LogisticRegressionModel model =
new LogisticRegressionWithSGD().run(trainData.rdd());

// TIpOBEpUTH MOJOXMATENbHEI! 3K3eMnnAp (ChaMm) M OTpUUATENbHEN! (Hecnam) .
Vector posTest = tf.transform(Arrays.asList(

"0 M G GET cheap stuff by sending money to ...".split(" ")));
Vector negTest = tf.transform(Arrays.asList(
"Hi Dad, I started studying Spark the other ...".split(" ")));

System.out.println("Prediction for positive example: " +
model.predict (posTest) ) ;

System.out.println("Prediction for negative example: " +
model.predict (negTest));
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Kax BuauTe, mporpaMMHBIN KO/ Ha BCEX A3bIKAX MMEET MHOTO OOIIErO.
On HenmocpencTBeHHO Bo3zeicTByeT Ha Habopsl RDD — B aHHOM ciyyae
Ha HaGopbI CTPOK (C UCXOAHBIM TEKCTOM) U 00beKTOB LabeledPoint (Tun
nauubix B MLLib 17151 BEKTOPOB MapKMpPOBaHHBIX TIPU3HAKOB).

Tunbl AGHHbIX

B MLIib umMeercsi HeCKONBKO COOCTBEHHBIX THIIOB [aHHBIX, KOTODbIE
OIpe/esIsIIoTCS B MaKeTax org.apache. spark.mllib (Java/Scala) u pyspark.
mllib (Python). Hau6osee 3Ha4nuMbIM1 U3 HUX SIBJISTIOTCSL:

Q Vector — BekTOp B MaTemaTuueckoM cmbicie. MLIib nmoxnepxu-
BaeT 06e Pa3HOBUAHOCTH BEKTOPOB: IJIOTHBIE, XPAHSIIUE BCE JJie-
MEHTB], U pa3pe’KeHHble, XpaHsIIMe TOJbKO HeHyJIeBble 3HaYeHUs
IUIsE 3KOHOMHMH NaMsaTi. MBI pacCMOTPUM pa3Hble TUIBI BEKTOPOB
4YyTb HUXKe. BEeKTOpBI MOryT KOHCTPYHPOBATbHCS C MOMOLBIO KJI1acca
mllib.linalg.Vector;

O LabeledPoint — MapkHMpOBaHHasl TOYKa B IPOCTPAHCTBE NAHHBIX
IUISL UCTIOJIb30BAHHS B aJirOPUTMax 0O0yYeHHsI, TAKMX KaK KJIaCCH-
¢duxauusa u perpeccus. BriioyaeT BEKTOp MPU3HAKOB M MapKep
(SIBJISTIIOIIMIACS BelleCTBEHHBIM YMCJIoM ). OnpeneseHne HaXOaUTCs
Bmakere mllib.regression package;

Rating — olleHKa MpoAyKTa NMoOJb30BaTeseM, UCIIOIb3yeMasi B MaKe-
Temllib.recommendation aAsst onpezneneHus: pekoMeHAALMH;
cemeticmeo kaaccog Model — Bce monenu tuna Model sBisiioTcs pe-
3yJIbTAaTOM paboThI a/ITOPUTMA O6YYEHUsT U OOBIYHO UMEIOT METOJ
predict() Ay npUMeEHEHUsI MOJEJIU K HOBOIi TOYKe UM K Habopy
RDD HOBBIX TOYEK JAHHBIX.

BoJIbLIMHCTBO aJIrOPUTMOB OMEPUPYIOT HEMOCPEACTBEHHO Habopamu
RDD o6bexTos Vector, LabeledPoint usun Rating. Habops! 3Tux 06bEKTOB
MOJXHO CO3/1aBaTh BPYYHYIO, HO OOBIYHO OHU CO3JAIOTCSI B XO[€ Mpeod-
Pa30BaHUI BHELIHUX JAHHBIX — HANpUMED, IyTeM 3arpy3KH TEKCTOBBIX
¢aitnos i BeimosHeHueM komana Spark SQL — ¢ nocaenyoumm npu-
MeHEeHHeM Map () AJis NpeBpanieHusi JaHHbIX B 06bekThl MLIib.

BekTopbl

B otHomenuu knacca Vector us 6ubanoreku MLIib, koTopbiii ncnonbay-
eTcs, MoXatyH, yalle APYruX, CIeAyeT cleaThb HeCKOJbKO BaXXHBIX 3a-
MEeYaHUiA.

Bo-nepBbIX, BEKTOPBI MMEIOT ZIBE Pa3HOBHAHOCTH: IIJIOTHBIE ¥ PA3PEXKEH-
Hbie. [[JI0THBIE BEKTOPHI XPaHAT B MACCHBE BEILIECTBEHHBIX YMCEJ BCE dJIe-
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menTbl. Hanpumep, Bektop ¢ pasmepom 100 6yner xpanuts 100 3HaueHuit
tuna double. PaspesxeHHble BEKTODBI, HATPOTUB, XPAHST TOJBKO HEHYJIe-
Bble 3HaueHHst 1 X MHAeKchl. OOBIYHO paspeXKeHHble BEKTOPHI MPeAoy-
TUTesIbHee (M C TOUKU 3PeHHsI MCHOIb30BaHUsI MaMsITH, U C TOYKU 3PEHHST
ckopocti), ecii He 6osee 10% 271eMEHTOB MMEIOT HEHYJIEBbIE 3HAYEHHSI.
BosbiHCTBO anropuT™MOB ONpeeieH1s XapaKTepUCTUYECKUX TPU3HAKOB
BO3BpALLAIOT O4Y€Hb pa3peXKeHHbIe BEKTOPHI, I0O3TOMY NPUMeHeHHe TaHHOH
Pa3HOBHIHOCTH BEKTOPOB YaCTO OKA3bIBAETCSI BAXKHON ONTUMM3aLHeE.

Bo-BTOpBIX, B pa3HbIX SI3bIKaX BEKTOPBI CO3AIOTCSI HEMHOTO MO-Pa3HO-
my. B Python moxHo npocto nepegats maccuB NumPy kakoit-nu6o ¢yHk-
unu u3 MLIib kak npezncrasienue MI0THOrO BEKTOPA MJIM UCIOJIb30BATh
kyacc mllib.linalg.Vectors nssi co3maHusi BEKTOPOB JPYTMX THUIOB (CM.
npumep 11.4)". B Java u Scalacnenyet ucnonbsosats kinaccmllib.linalg.
Vectors (cM. npumepsl 11.5 u 11.6).

Mpumep 11.4 < CospnaHwe BekTopos B Python

from numpy import array
from pyspark.mllib.linalg import Vectors

# Co3matb nnoTHemt BekTop <1.0, 2.0, 3.0>
denseVecl = array([1.0, 2.0, 3.0]) # B MLlib MoxHo nepenaBaTb
# HemocpencTBeHHO MaccuBe NumPy
denseVec2 = Vectors.dense([1.0, 2.0, 3.0]) # .. unu ucnonb30BaTh
# wnacc Vectors

# Co3maTb paspexeHHwnt Bexrop <1.0, 0.0, 2.0, 0.0>; coorBercTBylUME
# MeTOmH NpMHMMALT TONBKO pa3Mep BekTopa (4) M

# MHIOEKCH C HEeHyJNEeBEMM SJIEMEHTaMM. JCXONHHE NaHHHE MOXHO MepenaTh
# B BuMOe ClOBaps WM Kak IBa PUCKA - MHIOEKCOB M 3HAUEHMI.
sparseVecl = Vectors.sparse(4, {0: 1.0, 2: 2.0})

sparseVec2 = Vectors.sparse(4, ([0, 2], [1.0, 2.0]

Mpumep 11.5 < Co3apaHue BekTOpOB B Scala
import org.apache.spark.mllib.linalg.Vectors

// Co3pate nnotHeit Bektop <1.0, 2.0, 3.0>;

// Vectors.dense npuHMMaeT 3HAYEHUSA MM MACCHUB
val denseVecl = Vectors.dense(1.0, 2.0, 3.0)

val denseVec2 = Vectors.dense(Array(1.0, 2.0, 3.0)

// Co3natb paspexenHuit Bekrop <1.0, 0.0, 2.0, 0.0>;

! Tlonb3ytouuecst makeroM SciPy MoryT nepesaBath B Spark MaTpuibl scipy.
sparse pa3amepoM Nx1 B kauecTBe BeKTOPOB ¢ AMUHOI N.



// Vectors.sparse npuHuMaeTr pa3Mep BekTopa (4)
// ¥ VMHOEKCH C HEHYJNEBEMM 3JIEMEHTaMM
val sparseVecl = Vectors.sparse(4, Array(0, 2), Array(1.0, 2.0)

Npumep 11.6 < Co3anaHne BekTOpOB B Java

import org.apache.spark.mllib.linalg.Vector;
import org.apache.spark.mllib.linalg.Vectors;

// Cosmarb nnotHeit BekTop <1.0, 2.0, 3.0>;

/] Vectors.dense npuHMMaeT 3HaUEHMA MM MAcCUB

Vector denseVecl = Vectors.dense(1.0, 2.0, 3.0);

Vector denseVec2 = Vectors.dense(new double(] (1.0, 2.0, 3.0});

// Co3pmatb pa3pexenHtit Bektop <1.0, 0.0, 2.0, 0.0>;
// Vectors.sparse npusuMaer pa3mep Bekropa (4)
// M VHOEKCH C HEHYJEBHMM 3JIeMEHTaMu
Vector sparseVecl = Vectors.sparse(4, new int[] {0, 2},
new double[]{1.0, 2.0});

Hakownen, B Java u Scala knaccei Vector B MLIib npennasHauens: B mep-
BYIO ouepe/b /I MpPEeACTaBIeHHs] JaHHbIX M He MOJAePXKUBAIOT BbIMOJI-
HeHUst apupMeTHYEeCKUX ONepalluii, TAKUX KaK CI0XEHHe M BbIYUTAHUE,
B nosb3oBarenbckoM API. (Pasymeercs, B Python moxHo ucnonb3oBathb
NumPy 151 BbINOJHEHUS BBIYMCIEHUH C y4acTHeM IUIOTHBIX BEKTOPOB
v nepenasathb ux B MLIib.) Caenano ato 66110 B OCHOBHOM, YTOObI COXpa-
HuTh Gubnoreky MLIib HeGobIION, MOTOMY YTO CO3/IaHUE TTOTHOLEH-
Hoit 6ubMoTeky (PyHKLMIA TMHENRHOI anrebpsl HE SIBJISIOCH LEJbIO 3TO-
ro npoekTa. Ho eciu B mporpamMme nmoHagoOUTCs MOAAEPXKKA BEKTOPHbIX
orepaLuii, MOXHO BOCIOJIb30BAThCSI CTOPOHHEN GUOIMOTEKOM, TAKON KaK
Breeze B Scala unu MT]J B Java, u npeo6pa3oBbIBaTh JaHHbIE U3 MPENCTAB-
JieHu#t atux 6ubanorex B Bektopsl MLIib.

AArOpUTMBI

B 3TOM pas/eJie Mbl TO3HAKOMUMCSI C AJITOPUTMAaMH, AocTyHbIMU B M LLib,
a TAK>Xe C TUMaMH X BXOAHBIX M BBIXOJHBIX JAHHBIX. Y HAC HEAOCTATOYHO
MecTa, 4ToObI 00BSICHUTh MaTEMAaTHYECKHH anmapaTt, Ha KOTOPOM OCHOBBI-
BAeTCs KaXblii aJITOPUTM, TO3TOMY MBI PACCKaXKeM JIMIIb, KAK BBI3bIBATh
Y HAaCTPauBaTh 3TH AJITOPUTMBIL

UsBneuyeHue NPU3HaKoB

ITaker mllib.feature comepPKUT HECKOJIBKO KJIACCOB peajiM3aluu npeod-
Pa30BaHUH NPH3HAKOB. B TOM YHCJIe aITOPUTMBI CO3/1aHU 1 BEKTOPOB NPH-
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3HAKOB U3 TEKCTa (HJIP[ M3 APYyTUX TUIIOB IlaHHbIX), a TAaKXX€ HOpMaJin3a-
MU U MaCI.I.[Ta6PlpOBaHI/IH NIPU3HAKOB.

TF-IDF

Term Frequency — Inverse Document Frequency (yacrora cioBa —
o6paTHast yactota nokymenTa), uau TF-IDF — 310 mpocToii anroputm
CO3/1aHMSI BEKTOPOB NPU3HAKOB /1JIS1 TEKCTOBBIX IOKYMEHTOB (TaKMX Kak
Be6-cTpanuibl ). OH BBIYUCIISIET AJISI KAXKIOTO CJIOBA B KaXKOM JOKYMEHTE
nBe cratuctuky: yacrory ciosa (Term Frequency, TF), To ectb ckosbko
pa3 BCTPETHJIOCH 3TO CJIOBO B IOKYMEHTE, U 0OPAaTHYIO YaCTOTY JOKYMEH-
Ta (Inverse Document Frequency, IDF), ouenuBaromryio, kak (He)4acto
BCTPEYaeTCsl CJIOBO BO BCeii Kosekuu 1okyMeHToB. [IpousBenenue aTux
3HaueHull, TF x IDF, noka3piBaeT, HaCKOJIbKO Ba)XKHbIM SIBJISIETCS CJIOBO
/151 KOHKPETHOTO TOKyMEeHTa (TO €CTh CJIOBO MOJKET YaCTO UCIOJIb30BaTh-
cs1 B IaHHOM IOKYMEHTE, HO PeJKO BO BCE KOJIIEKIIMH B LIEJIOM ).

B 6ubsmorexe MLIib umerorcs aBa anroputma a/isi BHIMUCIEHUS OLIEH-
ku TF-IDF: HashingTF u IDF, oba B makere mllib.feature. HashingTF BbiI-
YUCJISIET U1 JOKYMEHTa BEKTOP YacTOT CJIOB 3aJlaHHOro pa3mepa. s
0TOOpaXKEeHUsI CJIOB B MHIEKCHI BEKTOPA B HEM HCIIOJIb3YETCS [IPUEM X3-
wuposanus. B moboM si3biKe Yes0Be4ecKoro obIeHuss UMEITCS COTHH
TBICSIY CJIOB, O3TOMY OTOOpaXkaTh KaXKI0€ CJOBO B OTAEIbHBIA MHAEKC
BekTopa 6bL10 6B CaMIIKOM f0oporo. Bmecto atoro HashingTF 6epet x31m-
KOJI CJIOBA, JKeJlaeMbIi pa3Mep BEKTOPa, S, U 0TOOPaXkaeT KaXkaoe CJIOBO
B yuciaa B nuamna3one ot 0 1o S — 1. B pesysnprare Bceraa nosyvaercs
BEKTOP C S 3JIEMEHTAMH, U Pe3yJIbTAThl MPAKTHYECKH BCEr/a MOJYYaloTCs
JOCTaTOYHO YCTOMYMBBIMH, JaXKe eCJIM HECKOJIbKO Pa3HbIX CJIOB 0TOOpa-
XKAIOTCSI B ONMH U TOT Xe X3u-KoA. Pa3paborunku MLIib pekomenayior
BbIOMpPATH 3HaYeHue S Mexay 2' u 2%,

HashingTF MoxeT 06paboTaTh OAMH AOKYMEHT WJIM Cpa3y IlieJibiii Ha-
6op RDD. On tpebyet, yTOOBI KaXIblif «IOKYMEHT» ObLI MpeacTaBeH
UTEPUPYEMOMN MOC/IENOBATEIbHOCTHIO OGBEKTOB — HANPUMEP, CIUCKOM
B Python unu Collection B Java. B mpumepe 11.7 nokasaHo ucrosib3oBa-
Hue HashingTF B Python.

Mpumep 11.7 < Ucnonb3osaHue HashingTF B Python
>>> from pyspark.mllib.feature import HashingTF

>>> sentence = "hello hello world"
>>> words = sentence.split() # Pa3buTh sentence Ha CIMCOK CIJOB
>>> tf = HashingTF(10000) # Co3partb BekTop pa3mepa S = 10000



>>> tf.transform(words)
SparseVector (10000, {3065: 1.0, 6861: 2.0})

>>> rdd = sc.wholeTextFiles("data").map(lambda (name, text): text.split())
>>> tfVectors = tf.transform(rdd) # lpeoGpa3oBaTe cpa3y Becb Hab6op RDD

™ Ha npakThKe 4yacTo GbIBAET XKeJNaTeIbHO NpeBapuTeNbHO 00paboTaTh U OT-

Q CcesiTb CJI0Ba B IOKyMeHTe mnepe/ nepexnayeit ux B TE. Hanpumep, Bce 6ykBbl
B CJIOBaX MOXKHO Mpeo6pa3oBaTh B HUXKHHIA PETUCTP, OTCESTh 3HAKU MyHK-
TyallU U OTOPOCUTb OKOHYaHHUsA. [[isi monydyeHus: 6oJiee KaueCTBEHHOTO
pe3yJisTaTa MOXHO BOCIIOJIb30BaThCsl B map () 6ubimotekoit 06paboTKu Tek-
CTOB Ha eCTeCTBEHHbIX s3blkax, Takoit kak NLTK!.

ITocne TOro kak BEKTOPBI C YACTOTaMH CJIOB OYIyT CO3TaHbl, MOXHO
BBIYMCJIUTH OOPATHbIE YaCTOTBI JOKYMEHTOB M MEPEMHOXXHTb MX Ha Yac-
TOTBI CJ0B A5 noiydyeHust oueHku TF-IDE [{ns atoro BbI30BOM MeTO-
na fit () obbexTa IDF cHaYasIa HYXHO MOJIy4yuTh 06beKT Momenu IDFModel,
NpeCTaBISIIOUIMA 0OpaTHbIE YACTOThI JOKYMEHTOB B KOJLIEKIMH, 3aTEM
BbI3BaTh MeToq transform() Momenu, uToOb npeobpa3oBaTh BekTOpbl TF
B BekTophl IDF. B npumepe 11.8 noka3aHo, kak BBINOJHUTH 3TH BbIYKCJIE-
HUs1, He HAYMHAs C BBIYMCIeHUH U3 mpuMepa 11.7.

MNpumep 11.8 < Bbiuncnenne oueHkun TF-IDF B Python
from pyspark.mllib.feature import HashingTF, IDF

# TlpounTaTh MHOXECTBO TEKCTOBHX (aitnoB B BekTOpH TF

rdd = sc.wholeTextFiles("data").map(lambda (name, text): text.split())
tf = HashingTF()
tfVectors = tf.transform(rdd).cache()

# Buumcimrb IDF, 3arem BekTopw TF-IDF

idf = IDF()

idfModel = idf.fit (tfVectors)

tfIdfVectors = idfModel.transform(tfVectors)

OG6paruTe BHUMaHKe Ha BbI30B MeTo/1a cache () HaGopa tfVectors. Cue-
JIAHO 3TO ITIOTOMY, YTO IAHHBII HAGOP MCIIOJIB3YETCs ABAX/bI (MEPBbIi pa3

nuist 06yvenust moaesu IDF 1 BTopoii — B onepaliny yMHOXX€HHs BEKTOPOB
TF monensio IDF).

Macwmabupoeanue

bBoapmuHCcTBO aJITOPUTMOB MAIIMHHOIO 06y‘{eHPIFI OLIEHUBAIOT BEJIHN-
YHUHY KaXXZ10ro 3JIEMEHTa B BEKTOPE IIPU3HAKOB, U3-3a Y€Tr0 60J1ee TOYHbBIE

! http://www.nltk.org/.
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pe3yJIbTaThl MOJY4aloTCsl, KOTAa MPU3HAKU MacIITabMpOBaHbl TakK, YTO
HMMEIOT NIPUMEPHO PaBHbIe Beca (HAaNpuMep, BCe MPU3HAKN UMEIOT Cpe-
Hee 3HaueHue, paBHOoe 0, ¥ ctaHAapTHOe oTkJIOHeHUe 1). C aTOH Lesbio
MI0CJIe CO3[JaHHsI BEKTOPOB NMPHU3HAKOB MOXKHO BOCIOJIb30BaThCS KJIaCCOM
StandardScaler ua MLlIib, BeinosiHsiromumm MacitabpoBaHue 110 CPEIHUM
3HaYEHUSIM U CTAHAAPTHBIM OTKJIOHEHUsIM. [lJis1 3TOro HY>XHO CO37AaTh
aKk3eMasAp StandardScaler, BbI3BaThb ero Meton fit (), YTOOGbI MONYYUTh
StandardScalerModel (TO eCTh BBIUMCJINTD CPEIHEE U TUCIIEPCUIO KAXKOTO
croJibua), 3aTeM BbI3BaTh transform () Moaesnu st MaciITabUpOBaHUs Ha-
6opa maHHbIX. Bee aTH aeiicTBUsA neMOHCTpUpYIoTCcs B mpumepe 11.9.

Mpumep 11.9 < MacwrabuposaHue BekTopos B Python

from pyspark.mllib.feature import StandardScaler

vectors = [Vectors.dense([-2.0, 5.0, 1.0]),
Vectors.dense([2.0, 0.0, 1.0])]

dataset = sc.parallelize(vectors)

scaler = StandardScaler (withMean=True, withStd=True)

model = scaler.fit (dataset)

result = model.transform(dataset)

# Pesynprar: {[-0.7071, 0.7071, 0.0], [0.7071, -0.7071, 0.0]}

Hopmanuzayusn

WHorzaa GbiBaeT 1mojie3HO HOPMaJU30BaTh BEKTOPbI, TO €CTh NMPUBEC-
T MX K eIMHU4YHOM aumHe. ChejaThb 3TO MOXHO C IOMOIIbBIO KJjacca
Normalizer, mpocTbiM Bbi30BOM Normalizer ().transform(rdd). ITo ymomnya-
HUIO0 Kyacc Normalizer ucnosib3yer L2 HopMy (TO €CTh 3BKJIMAOBY AJIMHY ),
HO TOYHO TaK e MOXXHO nepeJaTh B BbI30B Normalizer () apyroe aHaueHue
TIOKa3aTeJisi CTEIeH! p, YTOOBI UCI0Ib30BaTh HOPMY LP.

Word2 Vec

Word2Vec' (https://code.google.com/p/word2vec/) — 3TO ajJrOpUTM
BblJIeJIEHUs] TPU3HAKOB JIJ1s1 TEKCTA HAa OCHOBE HEHPOHHBIX CeTell, KOTOPBIit
MO’XHO MCIOJIb30BaTh /Jis MOATOTOBKM JaHHBIX K 06paboTKe ClIeayomm-
MM 3a HUM anroputMamu. @peiiMBopk Spark BkJI0YaeT peasn3anuio 3To-
o aIropuT™Ma B BUZe kjacca mllib. feature.Word2Vec.

Ilna o6yuenns Word2Vec cienyer nepenath KOJIEKIHUIO JOKYMEHTOB,
TpEe/ICTABJIEHHYI0 0ObEKTaMU-KOJUIEKLMsIMU Iterable cTpok (110 ogHOMY

! TIpencrasieH B kuure Mukososa c coastopamu «Efficient Estimation of Word

Representations in Vector Space», 2013.
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cnoBy B cTpoke). Tak xe kak anst anroputMma TF-IDF, pexomenayercs
HOPMAJIM30BaTh CJIOBa (HAlpUMep, MPUBECTH BCE CUMBOJIBI K HUXKHEMY
PErUCTpY U yIATUTh U3 TEKCTA 3HAKHM MMyHKTYaluH U yncia). PesyasraTrom
o6yuenus (Bb3oBoM Word2Vec.fit (rdd)) siBasiercst ob6bext Word2VecModel,
meToq transform() KOTOpOro MOXHO HCIIOJb30BaTh /IS MpeoOpa3oBa-
HMsI KaXJI0T0 cJ1oBa B BekTop. O6paTuTe BHUMAHUE, YTO Pa3MepP MOJEIH
B anroputmMe Word2Vec paBeH 4MC/Iy CJIOB B CJIOBape, YMHOXXEHHOMY Ha
pasmep BekTopa (1o ymosyanuio 100). Bam Moxer morpe6oBarbesi oT-
¢bunbrpoBaTh C/I0Ba, OTCYTCTBYIOLIME B CTaHAApPTHOM CJIOBape, 4TOObI
orpaHM4YMTh pa3Mep. Boobile, XOpOLIMMHY CYMTAIOTCS CJIOBApH, COAEPIKa-
mue nopsiaka 100 000 cos.

CraTtuctukmu

Berynciienre OCHOBHBIX CTaTUCTHK SIBJISIETCS BaXKHOM YacTbIO aHaIM3a
IOAHHBIX U ISl CIIELUAJIbHBIX UCCJIeNOBAaHUH, W I HYXX] MalIMHHOTO
o6yuenust. bubmuoreka MLIib npeniaraer BO3MOXHOCTb BbIYMCIIEHUS
IIMPOKO HCIOJIb3yEMBIX CTATUCTUYECKUX XapaKTEPUCTUK JJIsI HabopoB
RDD c nomortbio MeTonoB kiaccamllib.stat.Statistics, Takux kakx:

O Statistics.colStats(rdd) — BBIYMCIISIET CTATUCTUYECKHE XapaKTe-
PMCTHKH [J11 BEKTOPOB B Habope RDD: MMHUMa/IbHOE, MAKCUMAJIb-
HOe, Cpe[iHee U AMCIIEPCUIO JJIS KAXKIOro CTOJA6LA BO MHOXKECTBE
BEKTOPOB. MOXXeT UCIMOJIb30BAThCSI JIsI TIOJTyYEHUS ITUPOKOTo pas-
HOOOpa3usi CTAaTUCTHK 33 OAUH MPOXO;

O Statistics.corr(rdd, method) — BBIYMCJISIET MAaTPULY KOPPEISLUM
MeXy cTo6uamMu B Habope BEKTOPOB, C UCMOJIb30BAHUEM AJIro-
putMa IIupcona (Pearson) miau Cnupmena (Spearman) — ompe-
JejsieTcsl napamMeTpoM method, KOTOpPBINT MOXeT MMeTb 3HaueHue
pearson WJIM spearman;

O Statistics.corr(rddl, rdd2, method) — BBIYHCJSIET KOPPEJSLHUIO
Mexay aByMsi Habopamu RDD BeliecTBEHHbIX 3HAYEHHIA, UCIIOJb-
3yst airoput™ [Tupcona wiu CnupmeHa — onpezesisieTcst mapamer-
pom method, KOTOpBIIt MOXKET UMETH 3HAYEHUE Pearson UM spearman;

O Statistics.chiSqTest (rdd) — BerymcisieT TecT He3aBucuMocTH [Tup-
COHa JUIs KaX[I0ro npu3Haka ¢ MapkepoMm B HaGope RDD o6bek-
ToB LabeledPoint. Bo3spamaer maccuB o6bekToB ChiSqTestResult,
XPaHSLIUX P-3HaYeHUe, CTATUCTHKH TECTA U CTeNeHb CBOGOIbI 1151
Ka)KI0r0 NpM3HaKa. 3HaYeHUsI MapKepa 1 IIPU3HAKA J0JIKHBI OBITH
KayecTBEHHBIMH BeJIMYHHAMU (TO €CTb AUCKPETHBIMM).

Kpome atux metonos, Habopst RDD ¢ YKMC/I0BBIMU JaHHBIMU TIpe/Jia-

raloT CBOM METO/BI 1715 TIOJTy4eHHUsI TPOCTHIX CTATUCTHUK, TAKHe Kak mean (),
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stdev() u sum(), KaK OMUCHIBAJIOCH B pasnesie «UuCIOBbIE OMepaluy Hal
Habopamu RDD» B rnase 6. Kpome toro, Habopst RDD noanepxusaior
MeTozbl sample () u sampleByKey () A/t moJy4eHUsI MPOCTBIX U CTpaTHGU-
LIMPOBAHHBIX BHIOOPOK JaHHBIX.

Knaccudukauma n perpeccus

Knaccudukauus u perpeccust — ato ABe TUNUYHbE HOPMBI ynpasrse-
M020 06yuenus (Mnu obyuenus ¢ yuumenem — supervised learning), koraa
aJITOPUTMBI MBITAIOTCS KJACCU(UIIMPOBATh MIEPEMEHHYIO MO MPU3HAKaM
00BEKTOB, UCIOJIb30BABIIUXCS A1 06yyeHus: (TO eCTh OOBEKTOB, Kjac-
cuduKalus KOTOPbIX U3BECTHA 3apaHee). Pa3inuns Mexay aSTUMHU ABYMsI
(opMamMu — TN BO3BpAIllaEMOr0 3HaY€EHHUS: B KJacCU(pUKAIMU Pe3yIbTaT
TMOJTYYaeTCsl AMCKPETHBIA (TO €CTh MPUHA/JIEKUT KOHEYHOMY MHOXXECTBY
3HaYeHU M, HAa3bIBAEMBIX KIACCAMU); HATIPUMED, /ISl 3JIEKTPOHHBIX MHUCEM
KJIacCaMM MOTYT OBITH Spam M NONSpam MJIM Ha3BaHUE SI3bIKA, HA KOTOPOM
HamucaH TeKCT. B perpeccuu pesyJbraT NPUHALIEKUT HENpepvleHOMY
pady (HanpuMep, pe3yJIbTaT MpeICKa3aHUs pocTa YeJoBeKa IO ero BO3-
pacTy M Becy).

B o6oux ciyuasix, 1 B ki1accubUKaluU, U B PETPECCUH, UCTIONb3YETCS
kiacc LabeledPoint 3 MLIib, onucannbiii B pasaene « TUNBI faHHBIX» BbILIE
Y HaxonsIuiics B makere mllib.regression. Jx3emmuasp LabeledPoint co-
CTOUT U3 MapKepa label (Bcerma sIBASIIONIETOCS BEIIECTBEHHBIM YHCJIOM
tuna Double, HO B 3aauax Ki1accudUKAIMU MOTYILETO MOIYyYaTh TUCKPET-
Hbl€ LIeJIble 3HAaUeHHUs1) U BEKTOpa MpU3HaKkoB features.

¢~ Jlns nBoMyHOI1 knaccudukauum 6ubanorexa MLIib ucnonbayer mapkepsi 0
... 1 1. B HEKOTOPbIX KHUTaX MpeAJaraeTcsi HCHOAb30BaTh 3HaueHus —1 u 1, Ho
3TO BEIET K MOJIy4YeHH10 ominbouHbIX pe3yasratoB. Korna kinaccudbukauus
BBINOJIHAETCS B OoJibliiee YMCI0 KjaaccoB, MLIib ucrnoasayer Mapkepbl co
3HayeHusiMu ot 0 10 C - 1, rae C — 4nc10 K1accos.

Bubnnoreka MLIib Bxiouaer pazHble METOABI KIaCCUbUKALNY U pe-
rpeccuy, B TOM YHMCJIe MPOCTble JIMHEeIiHble MeTO[bl, AepeBbsl pelleHui
¥ seca (cM. paszen «/lepeBbsi pellleHMit U 1ecas HUXe).

Jlunetinan peepeccusn

JluHeiinast perpeccusi — OOUH U3 HauboJiee YacTO UCIOJb3yEMbIX Me-
TOZOB PErPECCUU [JIs1 MPEACKA3aHUsI BHIXOJHOTO 3HAYEHHUSI 110 JIMHEITHON
KoMOuHauMuM mnpusHakoB. MLIib noxmepxuBaer Takxe peryaspuso-
BaHHble perpeccud L' u L2, koTOpbie YacTO Ha3bIBAIOT pezpeccueii Jlacco
U 2pebHesoll peepeccueil.
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AJITOpUTMBI JTMHEIHOI perpeccuy AOCTYNHBI B BUAEe KjaccoB mllib.
regression.LinearRegressionWithSGD, LassoWithSGD u RidgeRegression-
WithSGD. ViMeHa aTux KJ1acCoOB CJIeNYIOT COrJIAIIEHUsIM, IPUHSATHIM MTOBCIO-
ny B 6ubnnoreke MLIib, B cooTBeTCTBUU ¢ KOTOPHIMM MHOKECTBEHHBIE
peanusalyy pelIeHus OHON ¥ TOM e 3aJayd BKJIIYAIoT 4acTb « With»,
YKa3bIBaIOLIYIO Ha UCIOJIb3yeMblit MeToA peweHust. 3aeck nog SGD moa-
pasymesaetcst Stochastic Gradient Descent (croxacTuueckuii MeTon rpa-
JIVIEHTHOTO CITyCKa).
JlaHHbIe KJTacChl UMEIOT HECKOJIBKO TAPaMeTPOB HAaCTPOIKY aropuTMa:
O numlterations — uucso urepauuii (o ymondanumwo: 100);
O stepSize — BenMYMHa 1mIara rpaieHTHOTO CIycka (110 YMOJYaHHUIO:
1.0);

QO intercept — ompenensier HeO6XOMUMOCTb NOGABJIEHUS CUCTEMATHU-
4eCKOro NpU3Haka B JaHHbIE — TO €CTb ellle OZHOr0 NMPU3HaKa, 3Ha-
YyeHMe KOTOpOro Bceraa paBHO 1 (o yMosyanuio false);

QO regParam — mapaMmeTp peryJsipusanuu s perpeccuu Jlacco u rpe6-
HeBoii perpeccu (1o ymosyanuio 1.0).

B pa3HbIx s13bIKax BHI30B aJITOPUTMA BBITIOJIHSIETCS MO-pasHoMy. B Java
u Scala cnenyer cosmath o6bekT LinearRegressionWithSGD, ¢ moMolbio
METO/IOB 3allMCH YCTaHOBUTD MapaMeTphl M 3aTeM BbI3BaTb MeTOJ run|)
s obyuyenust momenn. B Python nocrarouno BbI3BaTh MeTOx Kiacca
LinearRegressionWithSGD.train(), mepenaB eMy napaMeTpbl B BUJle UMEHO-
BaHHbIX MapaMeTpoB. B o6oux ciyyasx Metony obyueHus nepeaaeTcs Ha-
60p o6bexToB LabeledPoints, kak mokasano B mpumepax ¢ 11.10 no 11.12.

Mpumep 11.10 < JlinHenHan perpeccusn B Python

from pyspark.mllib.regression import LabeledPoint
from pyspark.mllib.regression import LinearRegressionWithSGD

points = # (co3matb Habop obvekToB LabeledPoint)
model = LinearRegressionWithSGD.train(points,
iterations=200, intercept=True)
print "weights: %s, intercept: %s" % (model.weights, model.intercept)

Mpumep 11.11 < JluHenHan perpeccusn B Scala

import org.apache.spark.mllib.regression.LabeledPoint
import org.apache.spark.mllib.regression.LinearRegressionWithSGD

val points: RDD[LabeledPoint] = // ...
val 1lr = new LinearRegressionWithSGD() .setNumIterations(200)
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.setIntercept (true)
val model = lr.run(points)
println("weights: %s, intercept: %s".format (model.weights,
model.intercept)

Npumep 11.12 < JluHeriHas perpeccus B Java
import org.apache.spark.mllib.regression.LabeledPoint;

import org.apache.spark.mllib.regression.LinearRegressionWithSGD;
import org.apache.spark.mllib.regression.LinearRegressionModel;

JavaRDD<LabeledPoint> points = // ...
LinearRegressionWithSGD 1lr =
new LinearRegressionWithSGD() .setNumIterations(200)
.setIntercept(true);
LinearRegressionModel model = lr.run(points.rdd());
System.out.printf ("weights: %s, intercept: %s\n",
model.weights(), model.intercept());

O6paTuTe BHMMaHMe, YTO B Java mnoTpeGoBajsoch Mpeob6pa3oBaTh
JavaRDD B Scala-knacc RDD BbI30oBOM MeToza . rdd (). 3To 06bIYHAS TIpaK-
THKa 1pu pabote ¢ 6ubnnorekoit MLIlib, motomy yto meroast MLIib npo-
€KTHPOBAJIUCD /ISl BbI30Ba U3 000MX A3bIKOB, Java u Scala.

Bo Bcex s3bikax mocjie OOy4eHHsl BO3BPAIUAETCs OODBEKT MOMAENU
LinearRegressionModel, umeromuii Meton predict (), KOTOPBIN MOXHO HC-
NOJIb30BAaTh AJIs NpeACKa3aHus 3HaYeHUs eIMHCTBEHHOro BekTopa. Kiac-
cbl RidgeRegressionWithSGD u LassoWithSGD meiicTBYIOT aHAJIOTMYHO U BO3-
BpalllalOT aHAJOTUYHble OOBEKTbl MOJENH. B IeiCTBUTEIbHOCTH TaKOM
wabJIOH IOCTYNA K aIrOPUTMaM, C BO3MOXKHOCTbIO M3MEHEHUSI TTapaMeT-
POB BBI30BOM METOJOB 3allMCH M MOJYYE€HHEM B OTBET OOGBEKTA MOIEH
¢ MeTozioM predict (), pacnpocTpaHen noscroay B 6ubanorexke MLIib.

Jozucmuueckan pezpeccusn

Jlornctuyeckast perpeccusi — 3TO METOJA ABOMYHOMN KjiaccudHUKaLuH,
UAeHTUUINDPYIOUIMIA JUHEHHYI0 MIOCKOCTb, PAa3AessIOIYI0 IOJIO0XKU-
TeJbHbIE U OTpUllaTeJbHble oOpasubl. B MLIib peanusauusa sorucruye-
CKOM perpeccuu MpuHUMaeT o6beKThl LabeledPoint co 3HaYeHMAMM Map-
kepoB 0 win 1 1 Bo3Bpawaer o6bekT Mozean LogisticRegressionModel,
CrocoGHbII NPeCKa3bIBaTh 3HAYEHUS 111 HOBBIX TOYEK.

Anroputm Jsoructuyeckon perpeccun umeer API, HanmoMuuaromumii
API nuneiiHON perpeccuy, 0 KOTOPOM PacCKa3blBAJIOCh B MpebIAyLIEM
pasznenie. EquHCTBEHHOE OT/IMYME — [JIsSI JIOTUCTUYECKON PErpeccuu Mo-
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crynusl ABa agroputMma peumedusi: SGD u LBFGS!. Boobue, anroputm
LBFGS cuntaercst 60J1ee mpeanouYTUTENbHBIM, HO OH HEIOCTYINEH B He-
KoTopbix paHHuX Bepcusix MLIib (B Bepcusix Spark nuxe 1.2). Itun
aJTOPUTMBI ZIOCTYNHBI B BUAe kiaccoB mllib.classification.Logistic-
RegressionWithLBFGS u WithSGD, uMmerommux Takoil >Xe HHTepdelic, Kak
u kaacc LinearRegressionWithSGD. OHM NPMHUMAIOT Te K€ CaMble TapaMeT-
PBI, UTO U JITOPUTM JIMHEIHOMH perpeccuu (CM. NpeAbIAYIIHI pa3aen).
O6mbekT LogisticRegressionModel, Bo3BpalliaeMblit STUMH aJITOPUTMaMH,
BBIYMCJISIET OLleHKY Mexay 0 u 1 1151 KaxaoH TOYKH, BO3BpAI[aeMYI0 JIO-
ructuyeckoit ¢pyHkuuen, 1 Bo3ppamaer 0 wiu 1, onupasicb Ha nopozogoe
3HaueHue, KOTOPOE MOXKET OBbITh YCTAHOBJIEHO MOJIb30BATEJIEM: 110 YMOJI-
YaHUI0, €CJI OlieHKa He MeHbiue 0.5, Bo3Bpaaercs 1. Mi3ameHuTs noporo-
BOe 3HauYeHMe MOXKHO BbI30BoM MeTofa setThreshold (). MoxHo Takxe Bo-
obl1ie 3anpeTUTh NIPUMEHEHHUE Mopora Bbi3oBoM clearThreshold(), u Torma
predict () 6yaeTBo3Bpamarh haKTHUECKH BHIYUCTIEHHYIO o1leHKY. J{Jis1 cba-
JIAHCHPOBaHHBIX HaGOPOB JaHHBIX, BKJIIOYAOUIUX IPUMEPHO OJMHAKOBOE
YHICJIO NTOJIOXKUTEJIBHBIX U OTPUIIATEIbHBIX 3K3EMILISIPOB, Mbl pEKOMEH/Y-
€M 0CTaBJIsiTh Topor paBHbM 0.5. [li1s1 HecbanaHCHpPOBaHHBIX HAGOPOB JaH-
HBIX MOPOT MOXHO YBEJIMYUTH, YTOOBI YMEHBUINTD BEPOATHOCTb OUIMGOK
nepBoro poaa (Koraa BepHOe 3HaYeHUe UHTEPIPETUPYETCs KaK JIOKHOE),
WK Ha060pOT — YMEHBIINUTh, YTOOBI YMEHBUIUTh BEPOSITHOCTD OIIMOOK
BTOPOTO poja (KOr/a JIOKHOEe 3HaYeHe MHTePIPeTUPYETCS KaK BEPHOE).

BapHUTEJbHO MAaclITaGUpPOBAaTh NPH3HAKH, 4TOObl NMPHUBECTH HX B OIMH
JMana3oH U3MeHeHUH 3HaueHuil. {11 3TOro MOXHO HCIOJb30BaTh KJacc
StandardScaler us MLIib, kak pacckasbiBasioch B pasziesie «MacuitabupoBa-
HHe» BbIleE.

Q IIpy MCnoONb30BaHMM JIOTMCTHYECKOH DPErpeccHd OOBIYHO BaXKHO Npen-
-

Memoo onopnvix eexmopoe

Merton onopHbix BekTopoBs (Support Vector Machines, SVM) — sto ee
OZIMH METOJ IBOMYHOI KJ1acCU(PUKAIVHU C TMHENHBIMU pa3/ieIUTeIbHBIMU
IJIOCKOCTSIMM, TaK)K€ OCHOBAHHBIN Ha paboTe ¢ MapKepaMH, UMEIOIUMHU
3HaveHue 0 wan 1. TOT aJirOpUTM AOCTYIEH B Buae Kjacca SVMWithSGD,
HMeeT Te JKe TapaMeTPhbl, YTO JIMHeIHast 1 JIorucTHYecKas perpeccusi. Bos-
BpaIaeMbiii 06bekT SVMModel MCIIOIB3YET MOPOrOBOE 3HAYEHHE [JIsl TIPE-
cka3aHusl, mogo6Ho LogisticRegressionModel.

! LBFGS - arto annpokcumanus metofa HbloToHa, KOTOpasi CXOAUTCS 32 MEHb-

ulee 4YUCJO WTepaluif, YeM MeTOJ CTOXaCTUYeCKOro rpaJUeHTHOro CIycka.
OnucaHue MOXHO HalTH Mo azpecy: http://en.wikipedia.org/wiki/Limited-mem-
ory_BFGS (Ha pycckoM si3biKe: http://alglib.sources.ru/optimization/Ibfgsandcg.
php — npunm. nepes.).
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Hauenwvuii 6aiiecosckuii xaaccuguxamop

Hausnblit 6aiiecoBckuit knaccuguxarop (Naive Bayes) — ato anro-
PUTM KJIaccuHKalMy, OLleHUBAIOIMH, HACKOJIBKO XOPOLIO KaXkasi TOUYKa
COOTBETCTBYET KaXkK[JOMY M3 MHOXXECTBA KJIACCOB, ONUPAsICh HA IMHENHYIO
¢dyHkuuIo oT ee npuaHakoB. HacTo Mcnonb3yeTcs: L1 Kjaaccudukanm
tekcToB ¢ npusHakamMu TF-IDF. Bu6anoreka MLIib peanusyer noauno-
MMa/IbHbI HauBHBIN GaiiecoBckmit kaaccugukarop (Multinomial Naive
Bayes), koTopblit 0O>)kxHIaeT NOJMYyYUTb HEOTPHULIATEIbHbIE 3HAYEHHU S YacTOT
(HanmpuMep, 4aCTOThbI BCTPEYAEMOCTH CJIOB).

HausHblit GaitecoBckuii knaccudukatop B MLIb nocrtynen B Bune
kyacca mllib.classification.NaiveBayes. OH mommep>xuBaeT eZMHCTBEH-
Hblii mapamerp lambda (uim lambda B Python), ucmombayemsiit ams
crnaxxuBanusi. IIpu Bbi3oBe emy mepenaercsi Habop RDD o6bektoB
LabeledPoints, rne mapkeps! umeroT 3Hayenusi ot 0 1o C — 1 npu kiaccu-
¢ukannu B C K1accos.

BosBspauiaembiit 06bekT NaiveBayesModel mmeer meton predict (), Bo3-
BpallAoOLMii KJIacC, KOTOPOMY JIy4llle BCEIO COOTBETCTBYeT aHalIU3upye-
Mast Touka. Takxe IOCTYIHBI IBa MapameTpa oOyyeHHOI Mozenu: theta,
MaTpHla BepOSITHOCTEH [uisi Kaxzaoro npusHaka (pasmepa C x D nns
CxnaccoB u D npu3HakoB), U pi, C-MepHbIil BEKTOP IPUOPUTETOB KJIACCOB.

Hepesva pewenuii u neca

Hepesbs peutenuii (decision trees) — ato rubkas Mozesb, KOTOPYIO
MOXKHO MCIMOJIb30BaTh U ISl Kjaccupukauuu, u nias perpeccuu. OHu
MPECTaBJISIOT JEPEBO Y3JI0B, B KAKIOM U3 KOTOPbIX TPUHUMAETCS IBONY-
HOE pellieHre Ha OCHOBE ITPU3HAKOB AaHHbIX (HAaNPUMep, YeJI0BEK CTaplile
20 net?), a TMCTbSIMM ZlepeBa SIBJISIIOTCS Pe3yJIbTaThl (HAaIpUMED, eCTh JIU
BEPOSITHOCTD, YTO YEJIOBEK KYIMUT 3TOT TOBap?). [lepeBbs pelleHuii npu-
BJIEKaTeJIbHbI TEM, YTO MOJEJH JIETKO MOAAAIOTCS MUCCJIEI0BAHHUIO U MO~
JEP>KMBAIOT KaueCTBEHHbIe U KOJMYecTBeHHble mpusHaku. Ha puc. 11.2
MOKa3aH NpUMep JlepeBa.

O6yuenue nepesbeB B MLIib BbimonHsieTcs ¢ ucnosib3oBanueM KJac-
camllib.tree.DecisionTree u ero cratuyeckux MetonoB trainClassifier ()
u trainRegressor (). B oTimyne OT HEKOTOPBIX JPYTUX aJITOPUTMOB, B Java
1 Scala Tak)e MCHONB3YIOTCS CTaTHYECKME METOMBI, He Tpeyloliue 3a-
paHee co3naBaTh 06beKT DecisionTree u HacTpauBath ero. OGyuvaroniue
METO/Ibl TPUHUMAIOT CJIeYIOlIYe MapaMeTPBbI:

O data — Ha6op RDD o6bekToB LabeledPoint;

O numClasses (TOMBKO AJisT KJIacCUpUKAIIMN) — YUCJIO KJIACCOB;
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Puc. 11.2 < lMNpumep aepesa peweHnid, NOMoraioLwero onpeaenuTb,
KyNuT 1 N0Nb30BaTeNb TOBap

O impurity — cTemeHb «3arpsi3HEHHOCTH» y3JIa; MOXKET MPUHUMATD
3HaueHue gini uau entropy ans kjaaccudukaluy M variance ais
perpeccuy;

QO maxDepth — MakcuMasbHas ry6uHa fepeBa (MO YMOJIYAHUIO: J);
maxBins — YMCJIO KOHTEHHEPOB /ISl pa30MeHUs] NAHHBIX TPH IO-
CTPOEHUH KaX/0ro y3a (npezjaraeMoe 3HaueHue: 32);

O categoricalFeaturesInfo — accouMaTUBHBIA MacCUB, ONpelessio-
K, KaKKe TPU3HAKHU SIBJISIIOTCS] KAUeCTBEHHBIMU U CKOJIBKO KaTe-
ropmii Kaxaplii 13 HUX MoXkeT uMeTh. Hanpumep, ecam npusnak 1
uMeeT IBOMYHBIIT XxapakTep ¢ Mapkepamu 0 u 1, a npusHak 2 omnpe-
JieJisieT TpU Kareropuu co 3HaueHusiMu 0, 1 1 2, B aTOM mapameTtpe
Hy>xHo Gyner nepenats {1: 2, 2: 3}. Ecau kauecTBeHHBIX TpU3HA-
KOB HeT, llepefiaBaiiTe MyCTOM acCOLMATUBHBIA MacCHUB.

[Tonpo6Hoe onucaHMe MCIONB3YEMOrO aJrOPUTMA [IPUBOIMTCS
B 3JIEKTPOHHOM AoKyMeHTauuu K 6ubanorexke MLIib!. CtoumocTs asnro-
PUTMa HAXOIWUTCS B JIMHEHHOI 3aBUCUMOCTH OT ofyyaioueil BbIGOPKH,
4pcJIa MPU3HAKOB U 3HaueHus maxBins. [lns Gospiinx 06yyaomMX Bbl-
6OpOK MOXHO HECKOJIbKO YMEHBIIHUTH MaxBins, 4To6bI YCKOPHUTH MpoLece
06y4eHus MOJIeH, TIPAB/Ia, TIPU 3TOM IA/IA€T €€ KaYeCTBO.

Meronst train() Bo3Bpauaior DecisionTreeModel. 3TOT 06BEKT MOKHO
MCIIOJIb30BATD IS KIaCCU(UKALMK HOBBIX BEKTOPOB miu Habopos RDD
BEKTOPOB IIPM3HAKOB C MOMOILBIO MeToa predict (), MM BbIBECTH AePEBO
BbI30BOM toDebugString(). JlaHHbI O0OBEKT MOANEPKUBAET CepUan3a-
1LI110, IO3TOMY €r0 MO>XKHO COXPaHsITh C TPMMeHeHHeM MeXaHH3Ma cepua-
J3aunu Java Serialization u 3arpyxatb B Apyrie MpOrpaMMei.

! http://spark.apache.org/docs/latest/mllib-decision-tree.html.
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Hakownern, B Spark 1.2 B 6ubaunorexky MLIib no6aBieH skcriepumeHTab-
Hblil KJ1acc RandomForest, noctynHbiil B Java U Scala 111 co3qaHusi CoBO-
KYITHOCTEH JepeBbeB, TAK)KE U3BECTHBIX KaK Clydaiinble jeca (random fo-
rests). CesaTh 3TO MO>KHO BbI30BOM MeTO10B RandomForest . trainClassifier
U trainRegressor. B qomonHeHue Kk mapameTpam AJisi OTAE/NbHbIX IEPEBLEB,
nepeyrcyIeHHbIM Bbiile, RandomForest mMpUHMUMAET cieLyolye MapaMeTphl:

O numTrees — YMCJIO CO3/IaBaEMBIX /IEPEBLEB. YBEJIUUYEHNE 3HAYEHUS
nunTrees yMeHbILIAeT BEPOSITHOCTH nepeoOyuenust (overfitting) Ha
obyuaromieii BbIGODKE;

O featureSubsetStrategy — yucjio NPU3HAKOB, YYUTHIBAEMBIX ITPH pa3-
OMeHMM KaXIOTO y3Jia; MOXKET MPUHUMATDh 3HaYeHus: auto (6ub-
JIMOTeKa caMa BblOepeT moaxojsiuee 3HaueHue), all, sqrt, log2
u onethird; yem 6oJIbllIe 3HAYEHHNE, TEM BBIILIE CTOMMOCTD aJITOPUTMA;

O seed — HayasbHOE 3HAYEHME JJIsI TeHEpaTopa CIy4YailHbIX YHCEL.

B pesynbrate 06yueHus caydyaiiHOro Jjieca cosmaercss oObekT Weighted-
EnsembleModel, comepakanuii HeckoJbKO AepeBbeB (B moJie weakHypotheses,
B3BellleHHbIe cBoHCTBOM weakHypothesisWeights), meton predict () koro-
POr0 MOXKHO MCHOJIb30BaTh 115 Knaccugukanuu Habopa RDD uiu Bek-
topa. OH Takxe uMeeT MeTox toDebugString () As1s1 BBIBOA BCEX [iepeBbEB.

Knacrepusauus

Knacrepusauus — ato 3anaua o6yuyeHus: 6e3 yuuTesisi, UeJb KOTOPOil 3a-
KJIIOYAETCS] B TOM, YTOOBI CrPYNIMPOBATh 0OBEKTHI B IPYIIIbI (KJIACTEPHI)
1o cxoxkecTy. B otinune ot 3ana4 06yueHust ¢ yuuTeIEM, OTMCHIBABIIMXCS
BBIILIE U T7l€ JaHHbIE UMEJIN MapPKEPbl, KJIACTEPU3ALIMSI MOXKET IPUMEHSITh-
Csl K HEMAapDKMPOBAaHHbIM JaHHBIM. DTOT BUJ aHAJIN3a OOBIYHO MCIIOMb3Y-
€TCsl TIPU MCCJIENOBAHUY AHHBIX (UTOOBI ONPENETUTD, HA UTO TIOXOX HO-
Bblil HA6OD JAHHBIX) U BBISIBIEHUU aHOMANUil ([l OMpesieJIEHUs] TOYEK,
[1aJIeKO OTCTOSIILMX OT 00bLx TPYIIIL).

Memoo K-cpeonux

Bubanorexa MLIib Brioyaer peannsanuio nomyJasipHOro ajaropurMa
kyactepusauuu «Meto K-cpengnux» (K-means), a Takxe ero pasHoBuz-
HOCTH, KoTopasi Ha3biBaeTcsi «MeTon K-cpeanux|> (K-means||), obecne-
yuBapouieil 60jiee ONTUMabHBIA BbIOOD HayaJbHBIX 3HAUYEHUH LIEHTPOB
K/IaCTepOB B MapajsenbHbiX okpyxkenusax'. Meron K-cpeanux| umeer

' Merton K-cpeanux| 6bu1 npeacrasien B kuure Baxmanu (Bahmani) ¢ coasropa-

mHu «Scalable K-Means++», VLDB 2008.
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npoleAypy MHULMAIM3aLMY, HalloMUHamolyo MeTos K-cpeqnux++, ko-
TOPBIii YaCTO MCHOJIb3YeTCs AJIS1 BBIUMCIEHUIT HAa OTHOM y3JIe.

Haunbosee BaxxubiM napamerpoM B Mertone K-cpemuux siBisiercs ue-
JeBoe yucao knacrepoB K. Ha mpakrike pefko M3BECTHO <«HCTHHHOE»
YUCJIO KJIACTEPOB, NIO3TOMY YACTO NMPOGYIOT BBIIOJHUTD KJIACTEPU3ALHUIO
C HECKOJIbKMMM 3HaueHusIMU K, oka cpeiHee paccTosiHe MeX Iy KIacTe-
paMHU He NMPeKPaTUT CyLecTBEHHO yMeHbIaThcsl. OMHAKO aJropUTM MO-
ket 06paboTath TONBKO 0iHO 3HaueHue K 3a pas. [Tomumo 3Hayenus K,
peanuzanus Metona K-cpequux B MLIib umeer crenyiomue napamerpor:

O initializationMode — MeToq MHMIIMANN3ALMH LIEHTPOB KJIACTEPOB,

KOTOpBIiT MOXeT 6bITh «k-means|»> unn «randoms; k-means|| (1o
YMOJTYAHHIO) OOBIYHO JaeT JIy4uine pe3yJibTaThl, HO siBisieTcst 60-

Jiee IOpOTOCTOSIILNM;
maxIterations — MakCUMaJbHOE YHCJO UTEpaLUii (10 YMOTYaHUIO:
100);

runs — YMUCJIO MapasleIbHBIX TPOLECCOB, BHIMOTHSIOINX aITOPUTM.
Peannzanua K-cpennux B MLIib moanepxusaer mapasnenbHoe
BBINOJIHEHUE BBHIYMCJEHUII C pa3HBIX HAYaJIbHBIX MO3UIHUIA, C BbI-
6OpOM JIy4lLlIero pe3yJibTaTa, YTO MO3BOJISIET MOJYYUTh JIYYIIYIO
MOJIHYI0 MO/JIeJTb (TaK KakK BelYMcaeHuss MeTooM K-cpeqHux MoryT
6bITb OCTaHOBJIEHBI B JIOKAJIbBHOM M]/IH]/IMyMe).

[MonobHo apyrum anroput™am, Meto K-cpeHHX BbI3bIBA€TCS MyTEM
co3nanus obbekTa mllib.clustering.KMeans (B Java/Scala) wiu Bbi3oBa
Metoza KMeans. train (B Python). B o6oux ciy4asix aaroputMmy nepeaaer-
cs1 Habop RDD BekTopoB Tvna Vector ¥ B BRI3bIBAIOINMI KO/l BO3BpAIaeT-
cst 06beKT KMeansModel co cBoiicTBoM clusterCenters (MaccMB BEKTOPOB)
u MetofioM predict (), KOTOpBIit BO3BpallaeT KjiacTep AJisi HOBOTO BEKTO-
pa. Mmeiite B Buay, uto predict () Bcerna Bo3BpamiaeT Gmxaiiliuii HeHTp
K TOYKe, JJaXKe eCJI TOYKAa HaXO[UTCS aJIEKO OT BCEX KJIACTEPOB.

KonnabopatueHas ¢punbrpauma U pekomeHaauum

Konnaboparushas (collaborative — coBmectHast) dunbrpauus — 3to npu-
€M [UIs1 PEKOMEH/IATEJIbHBIX CHCTEM, KOTOPbIE HA OCHOBE OLIEHOK IOJIb30-
BaTeJieil COCTABJISIIOT PEKOMEH/IALMH [0 NPUOOPETEHUIO HOBBIX TOBAPOB.
KonnaboparusHas ¢huistpanus npusieKkaTeibHa CBOEil MPOCTOTON — OHa
TpebyeT nepeayy eqMHCTBEHHOTO CIMCKA OLEHOK TOBAapOB IOJIb30BaTe-
JISIMU: <«SIBHbIX» (HampuMep, BBICTABJIEHHBIX SIBHO Ha caliTe Mara3uHa)
WIN «HEesIBHbIX»> (HANPUMeEP, KOTAa MOJIb30BATENb MPOSIBJISET MHTEPEC
K TOBapy, IPOCMATPKUBasi CTPAHHLY C €ro ONMMCAaHKEM, HO HE OLIEHUBAET
3TOT TOBap sBHO). ONMMPasCh UCKIIOYUTETBHO HA 3TH OLEHKH, aJITOPUT-
MbI KOJUIa60paTHBHOI (UIBTPALIMM HCCIENYIOT CXOACTBA TOBAapOB (Olle-
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HEHHBIX TEMH XK€ CAMBIMU IMOJIb30BATESIMH) U CXOJCTBA MOJIb30BaTeE e
Y BbIIAIOT HOBbIE PEKOMEHAAIINH.

Hecmotps Ha 1o uto MLIib API onepupyeT TepMuHaMHu «I10J1b30BaTe-
JIN> U «TOBaphbl», B IEHCTBUTEIBHOCTH KOJIAGOPAaTUBHYIO (DUJIBTPAIMIO
MOKHO HCII0JIb30BaTh ¥ IS APYTUX LieJell, HalpuMep BbipabaTbiBaTh 1151
MOJIb30BaTeJIeil pEKOMEHIAIMH 0 BBIOOPY COLMAIbHOI CETH, TEroB AJIs
No6aB/IeHMsI B CTAThIO MJIU MECEH /IS TIPOCTYIIMBAHUS.

Memoo uepedyrouuxca naumenvuux xeaopamos

MLIib BkIOYaeT peanu3anuIo METOAA YEPEAYIOLIMXCA HaUMEHbIIUX
kBaaparoB (Alternating Least Squares, ALS), momyJsipHOro aaropuT-
Ma KoJ1J1abopaTHBHOIM (UIBTPALMH, KOTODBIH MPEKPACHO MacIITabupy-
eTcsi [JIs BBINOJIHEHMsT Ha kiactepax!. OHa HaxoauTcst B KJjacce mllib.
recommendation.ALS.

Anroput™m ALS onpezesnsieT BEKTOp NPU3HAKOB JJIs1 KAXIOTO MOJIb30-
BaTeJisi U TOBapa — TAKOM, YTOOBI CKAJISIPHOE TPOM3BeeHHE BEKTOPA MOJIb-
30Batesisi ¥ TOBapa 6b1710 MAKCUMaIbHO OJIM3KUM K UX olieHKe. IMeer cite-
JyIoliMe MapaMeTphl:

O rank — pa3aMep BEKTOpPOB IPU3HAKOB; 4eM GOJIbllie 3HAYEHHUE rank,
TEM TOYHee MOJieJib, HO BbIlllE CTOUMOCTb BbIYMCJIEHHUIT (ITO YMOJI-
yauuio: 10);
iterations — yucio urepanuit (mo ymosuanuio: 10);
lambda — perynupylomuii napamerp (rno ymonyanuio: 0.01);
alpha — KOHCTaHTa, UCNOJb3yeMasl AJIs1 BIYMCIEHUs YPOBHS Ha-
JEXXHOCTH HESIBHBIX O1I€HOK (110 yMonyanuio: 1.0);
numUserBlocks, numProductBlocks — uyucio 6JIOKOB AJIst pa3iesieHus
NOJIb30BaTeJIell U TOBAPOB IPU NMaPaJ/IENbHBIX BBIYUCIEHUSIX; MOXKHO
nepenath 3HayeHue —1 (1o ymosyanuio), ytobnr 6ubamnoreka MLIb
MOLJIa aBTOMaTHYECKH MMOA00OpaTh 3HAYEHHE [Is1 ITOTO MapaMeTpa.

Yrobsl 3ameicTBOBaTh aaroputMm ALS, HeoOXoauMmo mepemaTb emy
Habop RDD o6bekroB mllib.recommendation.Rating, KaXkaslif M3 KOTO-
PBIX COIEPXKUT UAEHTU(DHUKATOP MOJIb30BaTENsA, UAEHTU(DHUKATOP TOBapa
U pefTUHT (SIBHAsI UJIM HesIBHAsl OLIEHKA; cM. obcyxxaenue Bbiute). Oana
13 npobJieM peau3alry 3aKJI0YaeTcs B TOM, YTO BCE MAEHTU(PUKATOPBI
JOJKHBI OBITh MpPEACTaBJIeHbl 32-pa3psiIHBIMU LEJbIMH YMCIaMu. Ecin

O 000

! CyuiecTBYyIOT ABe MCCJIEeNOBaTeJbCKHE PAbOThI, MOCBSILIEHHbIE TPUMEHEHHIO

anroputMma ALS k 6osnbliuM o6bemMaM Be6G-aanHbix: Yxoy (Zhou) ¢ coaBTopa-
mu, «Large-Scale Parallel Collaborative Filtering for the Netflix Prize», u Xbio
(Hu) c coaBropamu, «Collaborative Filtering for Implicit Feedback Datasets»,
o6e onybankoBaHbl B 2008 T.
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y Bac MeHTU(PHKATOPBI NPeACTaBIeHbl CTPOKAMH WJIH LIeJIOYUCTEHHBIMU
3HaYeHUsIMH, He yMewaomumucs B 32 6uta, Mbl peKOMeHyeM 3ajeii-
CTBOBATh IIPHEM X3UIMPOBAHUS UAEHTU(HUKATOPOB; JaXe eCIN KaKue-Hu-
Oyab 1Ba MOJIb30BATE/S WM TOBapa IOJyYaT B pe3ysbTaTe OAMHAKOBbIE
UeHTU(UKATOPDI, Ha OOINX pe3yJIbTaTax 3TO MOYTH He cCKaxercs. Mox-
HO TaKXXe co3aath 06uryio Tabanuy, oToOpaKawuy UAeHTU(OUKATODDI
TOBApOB B YHUKAJIbHbIE LeJIble YUCIIA.

Pesyabratom paboter ALS sBasieTcs o6bekT MatrixFactorizationModel,
Metof predict () KOTOpPOro MOXHO MCIIOJIb30BATh JIsI IPeJCKa3aHus olie-
HOK B Habopax RDD nap (userID, productID)'. Kak BapuaHT MOXHO uc-
rnosb3oBaTh model.recommendProducts (userId, numProducts) mss moucka
nepBbIx numProducts () TOBapoB, peKOMEHJOBAHHBIX JAHHOMY IOJIb30Ba-
teso. O6paTuTe BHMMaHue, YTO, B OTJIMYHME OT Apyrux mozesneil B MLIib,
MatrixFactorizationModel MoXXeT KMMeTb OrpOMHble pa3Mephl, TaK Kak
XPaHMT 110 OZHOMY BEKTOPY IJIsI KaXIOTro IOJIb30BaTessl U TOBapa. JTO
O3HAYaeT, YTO €ro HeJIb3s1 COXPAHUTD Ha MCKe M 3aTeM 3arpy3uTh B Apy-
roi nporpamme. BMmecTo atoro pekomenayercsi coxpansitb Habopst RDD
BEKTOPOB IPHU3HAKOB, NPOM3BEJEHHbIX B pe3yJsbTaTe aHaiu3a, model.
userFeatures n model.productFeatures.

Hakownen, anroputM ALS uMeet 1Ba BapuaHTa: /151 IBHBIX OLIEHOK (110
YMOJTYAaHUIO) U HesIBHBIX (KOTODBIIA JOCTYIEeH Yepe3 BbI30B MeTona ALS.
trainImplicit() BMecTo ALS.train()). B mepBoM ciyyae ucnosib3yloTcs
sIBHblE OLIEHKH, BBICTaBJIEHHbIe TOBapaM MOJIb30BaTeJNssMU (HaINpHMep,
or 1 10 5 3Be3x), U peKOMeHAUKH, BblJIaBaeMble MOJIEJIbIO, TAKXKe OyayT
HMeTh BUJ] OLIEHOK. B cityyae ¢ HesIBHBIMU OLIEHKaMH KaX/1asi OlleHKa OT-
paxkaeT CTerleHb yBEPEHHOCTH, YTO I10JIb30BaTeJIb BbibepeT ToBap (Hanpu-
MeD, OLIEHKa MOXKET ObITh YBEJIMYEHA B HECKOJIBKO Pa3, CJIM M0JIb30BATEb
noceTu1 Be6-CTpaHuIly C OMMCAHUEM TOBapa), U Pe3yJbTaTOM BbIPabOTKH
peKoMeHauuii TaKKe Oy/eT OLeHKa yBepeHHOCTH. [{ONOIHUTE/IbHbIE T10-
IpPOGHOCTH, Kacarolyecs: IpUMeHeHust aroput™a ALS ¢ HesiBHBIMM OlleH-
KaMH, MOXHO HaiiTu B pabore Xbio (Hu) ¢ coaBropamu, «Collaborative
Filtering for Implicit Feedback Datasets», ICDM 2008.

MoHnXeHue paamepHOCTH
Memoa 2J1aBHbLIX KOMNnoHeHm

Vmes Habop Touex B MpOCTpaHCTBE GOJBIION pa3MEPHOCTH, YacTO Obl-
BaeT XKeJlaTeJIbHO YMEHBUIMTh Pa3MEPHOCTD, YTOOBI MOJYYUTh BO3MOX-
HOCTb aHa/M3a ¢ IpMMeHeHreM GoJiee MPOCThIX UHCTpyMeHToB. Hanpu-

' B Java npoleaypa HauMHaeTcs ¢ co3aanus Habopa tTuna JavaRDD aneMenTtoB

Tuple2<Integer, Integer> U MOCJEAYIOLLErO BbI30BA .rdd().
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Mep, MOXET MOHAaA0OUTbCSA OTOOPA3UTh TOYKU HA ABYMEPHOM MJIOCKOCTH
WY TIPOCTO YMEHbUIUTD YMCJIO MPU3HAKOB, YTOOBI MOBBHICUTH 3 (heKTUB-
HOCTb 00y4€eHUs1 MOJIETIEN.

OCHOBHBIM NIPUEMOM TIOHUXKEHHS Pa3MEPHOCTH B 06JIaCTH MALIMHHOTO
o0y4eHHst ABJsETCSA MeTo[ raaBHbIX KomroHeHT (Principal Component
Analysis, PCA)'. OTo6paskeH1e B IPOCTPAHCTBO C MEHbILIEN PA3MEPHOCTHIO
B 3TOM IIpHUEME MPOM3BOAUTCA TaK, YTOOBI MAKCUMU3UPOBATH JUCIEPCHUIO
JAHHBIX B HOBOM IPOCTPAHCTBE U TEM CAMbIM MCKJIIOYMTh HEMH(POPMATHB-
Hble M3MepeHus1. [[JIsi BBIYMCIEHUST OTOOPAXKEHUsT CO30AETC HOPMATHU30-
BaHHas KOPPeJALHOHHAs MaTPULA JAHHBIX, ¥ /]ajlee UCIONb3YIOTCS CUHTY-
JISIPHBbIE BEKTODPBI M 3HAYEHUS U3 3TOi1 MaTpuibl. CUHTYJISIDHBIE BEKTODBI,
COOTBETCTBYIOIIME HAUOOJIBIUIMM CUHTY/ISIPHBIM 3HAYEHHUSIM, UCTIOMB3YIOT-
Cs1 JLJIsl BOCCTAHOBJIEHHsI GOJIbLIEN OJIM JUCTIEPCUU NCXOIHBIX JAHHDIX.

ANITOPUTM MeTO/a T/IaBHbIX KOMIIOHEHT B HAaCTOsIlee BpeMs 10CTyTeH
TOJIbKO B Java u Scala (8 Bepcuu MLIib 1.2). Yto6b1 BoI3BaTh €ro, ceayer
CHayaJia MpeACTaBUTh MAaTPHUILYy C UCMOJb30BaHUeEM Kiacca mllib.linalg.
distributed.RowMatrix, xpansimero Habopst RDD BekTopoB Tuma Vector,
10 OJHOI CTPOKe B KaxxI0M2 3aTeM MOXHO BBI3BAaTh aJrOPUTM, KakK IO-
Ka3aHo B mpumepe 11.13.

Mpumep 11.13 < MeToa rnaBHbIX KOMNOHEHT B Scala
import org.apache.spark.mllib.linalg.Matrix

import org.apache.spark.mllib.linalg.distributed.RowMatrix
val points: RDD[Vector] = // ...

val mat: RowMatrix = new RowMatrix(points)

val pc: Matrix = mat.computePrincipalComponents(2)

// OToBpasuTh TOYKM B NMPOCTPAHCTBO C MEHblE! Pa3MEPHOCTBI0
val projected = mat.multiply(pc).rows

// 06yunTb Momenb k-CpelHMX C NpUMEHEeHMeM pe3yJbTaToB
// npoeuvpoBaHMA NAHHHX B 2-MepHOE NMpPOCTPaHCTBO
val model = KMeans.train(projected, 10)

B atom npumepe Habop RDD, mnosyyeHHblit B pe3ysbrate oTobpaxe-
HMsI, COIEPXUT IBYMEDHYIO BEPCHUIO MEPBOHAYaJbHOTO HaGopa TOYEK
Y MOXET UCIIOJb30BaThCA AJIsA TMOCTPOEHUs rpadpvKa MU BBIYMCIIEHHI
C IpYMMEHEHUEM Apyrux aaroputMoB MLIib, Takux kak kjacrepusauus
metonoM K-cpenHux.

' https://ru.wikipedia.org/wiki/MeToa_rnaBHbIX_KOMMNOHEHT.

2 B Java npotuieaypa HauyMHaeTcsi ¢ co3aanus Habopa Tuna JavaRDD BeKTOpOB Vector
W NOC/IEYIOLIETO BbI30Ba .rdd () A1 npeobpasosanms B Habop RDD nus Scala.
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O6paTtuTe BHUMaHHWe, YTO computePrincipalComponents () Bo3Bpaluaet
ob6bexTmllib.linalg.Matrix BCIIoMOraTeapHOro Kjacca, npeacTassionie-
rO IJIOTHBIE MATPHUIIbL, TOA06HO Kiaccy Vector. I3Bieub maHHbIe, XpaHs-
1IMecs B 3TOM 06beKTe, MOXHO BHI30BOM MeTOza toArray().

Cuneynapnoe pasnoscenue

B MLIib umeercs Takxe peanusanus HI3KOYPOBHEBOIO CUHIYJISPHOTO
pasnoxenus (Singular Value Decomposition, SVD). 3tot anroputm pas-
Jiaraet MaTpuily A paamepom m x n Ha Tpu Matpuubl A = UV, rae:

QO U - oproHOopMasibHasi MaTPHIIA, CTOJIOIBI KOTOPOW Ha3bIBAIOT Jie-

BBIMM CUHTYJISIDHBIMU BEKTOPaMU;

Q X - guaroHaspHasi MAaTPHIIA C HEOTPULIATEIbHBIMU AUATOHAJIBHBI-
MHU 3JIEMEHTAMH, PACIIOJIOKEHHBIMU B MOPsIAKE yOBIBAHMSI, KOTO-
pble Ha3bIBAIOT CUHTYJISIPHBIMM 3HAYEHHUSIMY;

QO V- oproHOopMasibHast MaTPUIIA, CTOJIOIBI KOTOPOiT HAa3bIBAIOT Mpa-
BBIMM CHHTYJISIDHBIMU BEKTOPaMHU.

Jnst 6osnbuinx MaTpull OOBIYHO He TPeOYeTCsl BBINOJHSTH MOJIHOE
pa3yiokKeHHe — TOJIBKO JJISi HAUOOJIbIIMX CUHTYJISIPDHBIX 3HAYEHUH M CO-
OTBETCTBYIOIIMX UM CHHIYJISIDHBIX BEKTOPOB. bByiarozapsi aToMy MOXHO
C9KOHOMUTbH NaMsITh, IOHU3UTh YPOBEHD LIYMOB U BOCCTAHOBUTDH HU3KO-
YPOBHEBYIO CTPYKTYpY MaTpHllbl. [IpU COXpaHEHWH NEPBLIX K CUHTYJISAP-
HbIX 3HAYEHUIT NoyyaeMble MAaTpULb! OyayT UMeTh pa3mepst: U: m x k,
ThxkuVinxk.

PassioxxeHne MaTpulibl BBHINOJHSIETCS BBI30BOM computeSVD() kiacca
RowMatrix, kak mokasaHo B nmpumepe 11.14.

Mpumep 11.14 < CuHrynsapHoe pa3noxeHue B Scala
// Haity nepsue 20 CMHDYJIADHHX 3HaueHM#t MAaTpuuH RowMatrix
// ¥ CcOOTBETCTBYKUME CUHTYNADHEE BEKTODH.
val svd: SingularValueDecomposition[RowMatrix, Matrix] =
mat.computeSVD (20, computeU=true)
val U: RowMatrix = svd.U // U - pacnpeneneHHas marpuua RowMatrix.
val s: Vector = svd.s // CUMHTynApHHe 3HAYeHUS - JIOKAJbHHIA [JIOTHEN! BEKTOP
val V: Matrix = svd.V // V - nokanbHas NnoTHa# MaTpuua.

OueHka mopgenu

HesaBucuMo ot ajiroputma, MCHOIB30BaBLIErOCs AJsi 0OyYeHHsI, OLeHKa
MOJIEIN UTPaeT BaXKHYIO POJIb B TPOLIECCE MALIMHHOrO 06y4yeHus. MHo-
rve 3aa4u 00yYEHUsI MOT'YT BOCTIPOM3BOAUTD Pa3HbIe MOJEIH H JaXKe UC-
MOJIb30BATh OJMH U TOT XK€ AJITOPUTM C Pa3HBIMM HACTPOMKAMHU U TOJY-
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yaTh pa3Hble pe3ysabTaThl. Kpome TOro, Bcerna ecTb pucK nepeoOydyeHust
Mozenu u3ObITOYHON 06yuarolieil BHIGOPKOM, KOTOPBI MOKHO OLIEHUTh
IyTE€M TECTUPOBAHUS MOJENHU APYTMMU HAOOpPaMH NaHHBIX, OTJIMYHBIX OT
UCIO/Ib30BaBLIMXCS /151 OOYYEHUsI.

Ha momeHT Hanucanus atux ctpok (mnsi Spark 1.2) Gubamoreka
MLIib cozepxana akcrepuMeHTaIbHOE MHOXECTBO (PYHKIUMH OLEHKH
Mozeneil, HoO JOCTYNHbIX TOJIbKO B Java u Scala. Oy nocTynHbI B Nake-
Te mllib.evaluation, B Takux kjaccax, kak BinaryClassificationMetrics
u MulticlassMetrics, B 3aBUCMMOCTH OT MpecJjenyemsbix teneid. C ucmosb-
30BaHMEM 3THUX KJIACCOB MOXKHO CO3/1aTh 0ObeKT Metrics ua Habopa RDD
nap (MporHo3, KOHTPOJIbHBIE JaHHbIE) U 3aTEM BbIUMCIUTh TAaKHeE MTOKa3a-
TeJIM, KaK TOYHOCTb, IOBTOPMMOCTDb U TLIOLIA/b MO KPUBOM paGoueit xa-
PaKTEPUCTHKHU MPHUEMHHMKA. DTH METObI OJKHBI BBIIIOJHSTHCS HA TECTO-
BbIX HabOpax JAaHHBIX, He MCIOJIb30BABIINXCS 1151 00yueHus: (Harpumep,
MO>HO 0cTaBUTb 20% NaHHBIX 1151 HYX A TecTUpoBaHus ). [IpumenuTs no-
JIy4eHHYIO MOJIeJIb K TECTOBBIM JaHHBIM MOJKHO B BbI30Be OYHKI[MH map ()
1 nosyuuth Habop RDD nap (1porHos, KOHTPOJIbHBIE JAHHBIE).

B 6ymymux Bepcusix Spark, B BbicokoypoBHeBbiii API maiinHHOrO
06y4eHusi, 0 KOTOPOM PAaCCKa3bIBA€TCs B KOHIIE I[JIaBbl, OYAYT BKJIIOYE-
Hbl (DYHKIMM OLIEHKU Mozesel sl BceX si3bIKOB. C MOMOLIBIO 3TOrO BbI
CMOJXKETe ONPENENSITh NPOLENYPHl U3 AJITOPUTMOB MALIMHHOTO 00YYeHUST
Y MOpPOTOBbIE OLIEHKH U MOJIyyaTh B pe3yJbTaTe CHUCTEMBI IIOMCKa Mapa-
METPOB Y BbIGOPa HAMJTYUIlIEi MOENH.

CoBeTbl 1 BONPOCLI NPON3BOANUTEABHOCTN

BbiGop npu3HakoB

B o6cyxneHusix TeMbl MaIMHHOTO OOy4YeHMs1 YACTO OCHOBHOE BHUMAaHHUE
yIeseTcsl UCHOIb3yeMbIM AJITOPUTMaM, OTHAKO BAXXHO IIOMHUTb, 4TO JIIO-
60if aITOPUTM XOPOLII HACTOIBKO, HACKOJILKO IIPEACTABUTENbHBIMHU SIBJISIIOT-
cs1 epeiaBaeMble eMy npu3Haku! MHoOr#Me U3BeCTHbIE IPAKTHKU B 061aCTH
MaIlIMHHOTO 00yYeHHsl COTJIACHBI, YTO BHIOOD NMPU3HAKOB SIBJISIETCS] OYEHD
BaXXHbIM 1aroM. Jlo6aBienne 60JblIero yucaa MHPOPMATUBHBIX MPU3HA-
KOB (HalpuUMep, BBINIOJHEHUE COEAUHEHUN C IPYrMMU HaGOpaMu JaHHBIX,
4TOOBI MOJYYUTH G0JIbLINIT 06beM MHGbOpMaLUK) U TpeoOpa3oBaHUe UMEIO-
IMXCs1 PU3HAKOB B MOAXO/slEe BEKTOPHOE NpeACTaBjieHue (HanpuMep,
MaclTaGUpOBaHIE BEKTOPOB) MOXKET CYLIECTBEHHO YJIYYIIUTh PE3YJIBTATHL.

HetanbHoe 06cyxaeHue mpobieMsl BbIOOpa MPU3HAKOB BHIXOAUT JAaJie-
KO 32 PAMKH 3TOH KHUTH, TO3TOMY 32 JOTIOJHUTENbHON HHOPMalMeii MbI
pexoMeHIyeM 00paliaThCsi K APYTMM paboTaM, MOCBSIIEHHBIM MAIIMHHO-
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My 00yuenuIo. TeM He MeHee Mbl MOXKEM JIaTh HECKOJIBKO OOLIMX COBETOB
npu ucrnosb3zoBaiuu MLIib.

O Macwrabupyiite ucxonunle npusHaku. O6pabarbiBaiiTe Ux C mMO-
Moupio StandardScaler, kak onuchiBaeTcs B paszese «Macutabu-
pOBaHMe» Bbllle, YTOOBI CENATh MX BeCa IPUMEPHO PaBHBIMU.

O IlpaBuibHO onpenesiiiTe MPU3HAKKU TEKCTOBBIX MaHHbIX. Vcmob-
3yiiTe BHemHue 6ubanorexu, takue kak NLTK, mns npuBenenus
OIHOKOPEHHBIX CJIOB K 00111eMy BUY, U BbruucIsiiiTe 3Haverue IDF
U151 Bcero Habopa TeKCTOBBIX IOKYMEHTOB IIPH KCIIOJIb30BAHMH aJI-
roputma TF-IDF.

O IlpaBuibHO MapKUpyMTe KJacchl (KaTeropuu) B 3ajayax KJacCu-
(pukauuu. Bubnnoreka MLIib Tpe6Gyer, uToObI K1acchl UMK Map-
kepbl B 1uanasoHe ot 0 1o C — 1, rae C — ob1iee 4YMCIo KIacCOB.

Hacrtpoiika anroputmoB

BosibmnHcTBo anroput™oB B MLIib garot nyumiue pesynbratsl (B cMbICTE
TOYHOCTH NPEACKa3aHUil ) C BKJIIOUEHHOMN peryJisipusanueii, Koraa ata Bo3-
MOXHOCTb TIOiepKuBaeTcsi. KpoMe Toro, sl JOCTHKEHUST YIOBJIETBO-
DUTEJIbHBIX PE3YJILTAaTOB GOJIBIIMHCTBY aITOPUTMOB, OCHOBaHHbBIX Ha Me-
TOJIE CTOXaCTHYECKOro rpafineHTHOro cnycka (SGD), TpeGyercs nopsaxa
100 urepauwmii. Bubanoreka MLIib cTpeMuTcs moaCTaBUTH JOCTATOYHO
pa3yMHbIe 3HaYEHUS [0 YMOJIYAHUIO, TEM He MeHee MonpobyiiTe yBean-
YHTb YUCJIO UTEPALIUIL U TOCMOTPUTE, HE TIPUBEJET JIU 3TO K YBEJTHUYEHHUIO
TouHocTH. HanpuMep, B MeToie YepenyoIuXcs HaMMeHbLINX KBaJipaToB
(ALS) nmapametp rank MMeeT JOBOJIBHO HU3KOE 3HaYeHHe 110 YMOTYaHHIO
(10), moatoMy obsizaTesibHO TonpobyiiTe yBennuuth ero. O6s3aTeIbHO
OlIeHHMBaliTe TaKHE U3MEHEHHUs TapaMETPOB HACTPOMKH C NPUMEHEHHEM
TECTOBBIX IaHHbIX, HE UCIIO/Ib30BaBIIMXCS /11 06yYeHHUSL.

KawupoBanne Habopos RDD ana noBTopHOro
MCNONb30BaHUA

BonbuintctBo anroputMoB B MLIib uMeloT utepaTuBHBIN XapakTep, TO
€CTb BBIIOJHSIOT 00X0/ AaHHBIX B LMKJe cHOBA u cHoBa. [lo aroit mpu-
YHHE BAXXHO K3IIMPOBATh HAGOPHI MCXOAHBIX JAHHBIX BBHI30BOM cache ()
nepen nepenadeii ux B MLIib. Ecaiu naHHble He yMeWAlOTCS B MaMSITH,
npo0yiiTe K3IIMPOBATh BHI3OBOM persist (StorageLevel.DISK ONLY).
Bubnuoreka MLIib aBromatuuecku xamupyet Habopblt RDD Ha cTo-
pOHe Java, KOrjila OHM TepeNalnTCsi U3 NMPOrpaMMHOro kozia Ha Python,
noatomy B Python HeT HEOGXOAMMOCTH BBINOJHATH K3UMIUPOBAHUE SIBHO,
€CJIM TOJIBKO BbI He CO6MpaeTech MOBTOPHO MCIOIb30BaTh HAGOPBI B CBOEH
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nporpamMe. B Scala u Java, oaHako, 0TBETCTBEHHOCTb 3a K3LIMPOBaHHe
LEJIMKOM U MOJIHOCTBIO JIEXKUT Ha BAIlIUX IJIeYaXx.

Pa3pexeHHble BEeKTOpbI

Korza BexTOpbI MPU3HAKOB COCTOAT IMOYTHU U3 OJHUX HYyJIEH, XpaHEeHHe
UX B pa3pexeHHOM (sparse) (opmare MOXET CIKOHOMUTb MacCy Mamsi-
TH 1 BpemeHH. C TOYKH 3peHUs] IKOHOMUHU MPOCTPAHCTBA, PAa3PEXEHHOE
npenctasjiedue B MLIib okasbiBaeTcst MeHblI€e MIOTHOTO, €CJIN HEHYJIE-
Bble 3HaYeHHsI UMEIOT He 6oJiee IBYX TpeTell 271eMeHTOB BekTopa. C TOUKM
3peHNs CTOMMOCTH 00paboTKH, pa3pexkKeHHble BEKTOPbI 0ObIYHO 00X0AAT-
Cs1 IelleBJie, €CJIM HEHyJIeBble 3HaYeHUs1 UMeloT He Gosiee 10% anemeH-
TOB. (3T0 00yCJIOBJIEHO HEOOXOAMMOCTHIO BBIMIOJHEHUST OOJIbIIIEr0 YHUCIIA
MHCTPYKUMH IJIS1 K2XK0T0 3JIeMEHTa Pa3peXXeHHOro BEKTOPA B CPaBHEHUH
C 3JIeMEHTaMM IUIOTHBIX BeKTOpoB.) Ho eciiu mepexosn kK paspexxeHHOMY
IPEACTABIEHUIO TTO3BOJIUT KILUIMPOBATh BEKTOPbI, KOTOPblE HEBO3MOXHO
K31LHMPOBATh B IIJIOTHOM NPEACTABIEHNH, TAKON MEPEXO/] MOXKHO CUUTATD
ONpaBJaHHbIM [aXe 1J1s1 60Jiee MJIOTHBIX JaHHBIX.

CreneHb napannenusma

Jlist 6OJIBIIMHCTBA AITOPUTMOB JKEJIATEIbHO pa3bUBaTh UCXOAHbIE HAbO-
pbl RDD no uucay sinep B kjiactepe, 4ToObl JOOUTHCS MAaKCMMAJIbHOTO
pacnapajiieIMBaHus BbluMceHUil. HanmoMuHaeM, YTO MO yMOJYAHHUIO
Spark cosmaer pasznesbl 10 uncay «610KOB> B (paiine, rae 60K 0ObIYHO
umeeT o6beM 64 Mb6aiiT. I3MeHUTb 3TO MOBEAEHHE MOXHO C IOMOLIbIO
MeTojla 3arpy3KHU JaHHBIX, TAaKOro kak SparkContext.textFile(), nepenas
eMy SIBHO TpeOyeMoe YNCJI0 pa3esioB, HampuMep sc.textFile ("data.txt",
10). Kak BapuaHT MOXHO BbI3BaTh MeTo[ repartition (numPartitions) Ha-
6opa RDD, uto6s1 pa36uth ero Ha numPartitions pasaenos. Hucio pasnae-
JioB Jiro6oro Habopa RDD MoxHO y3HaTh B BeG-unTepdeiice Spark. B o
JKe BpeMsl OCTeperaiTech Ype3MEPHOrO yBeJUYEHHUsI YHUCJIA Pa3esoB, 1o-
TOMY YTO 3TO NPUBEZET K YBEJINYEHUIO HAKJIaIHBIX PAaCXOJJOB Ha B3aMO-
NEeNCTBHE MEXNY Y3JIaMHU.

BbicokoyposHesbii APl MalWWHHOMo
obyyeHusn

Hauwunas ¢ Bepcuu Spark 1.2, B MLIib no6assien HOBbli, BBICOKOYPOBHE-
Bbiit API noazepxku MamHHOro 06yyYeHust, OCHOBAaHHBIN HA KOHLIENLMH
kongeiiepog (pipelines). tor API HanomuHaeT nporpaMMHbIit nHTEpdeEiic
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SciKit-Learn!. B 1Byx ci0Bax: moJ KOHBeilepoM B JaHHOM CJIy4yae MOHU-
MaeTcsl 1M0CJIeJ0BaTeIbHOCTh AJITOPUTMOB (IIpeo6pa3oBaHusi MPU3HAKOB
uau obydeHus: Mojiesin ), peobpasyommx Habop aaHHbIX. Kaxabiit atan
B KOHBeifepe MOXET MMETb napamemps: (HapPUMEP, YHUCJIO WUTepaluii
IJist anroputMa LogisticRegression). BoicokoypoBHeBbiit API cnioco6Gen
aBTOMaTHYecKu noabupath HanboJIee ONTUMAJIbHBIN HAbOp MapaMeTpoB
C UCII0JIB30BaHWEM METO/Ia peleTyaToro noucka (grid search), ouesuBars
KaXK/Iblif HAbOP C MCIOJIb30BAHUEM XapaKTEPUCTHK I10 BHIGODY.

BricokoypoBHeBbiit API noBciogy Mcrnoib3yeT OAHOPOIHOE MPEACTaB-
JieHre HabopoB faHHbIX — SchemaRDD u3 Spark SQL (cM. riasy 9). HaGopsr
THa SchemaRDD MMEIOT MHOXECTBO UMEHOBAHHBIX CTOJIOIIOB, YTO YIPOILA-
€T IOCTYI K Pa3HbIM IOJISIM B IaHHBIX. Pa3Hble 3Tansl BHYTPU KOHBeiiepa
MOryT 100aBJISATh HOBblE CTOJIONBI. B o61ieM BUie 3Ta KOHIENIIUS HAMO-
MHHaeT Kajipbl faHHbIX (data frames) B a3bike R.

Yrobs! AaTh BaM HEKOTOPOe mpeacraBierue 06 atom API, Mbl BKIIIO-
UMM B KHUTY ellle OAHY BEPCUIO MpUMepa KjaccupHKaluHu crnama (CM.
pasmen <«IIpumep: knaccudukauus crnama» Bbimie). MBI TakXxe MOKa-
XKeM, KaK yJY4IIUTbh MPUMEP 3a CYET UCIOJIb30BAHUS PEIIETYATOTO MO-
ucka (grid search) mo HeckoJbKMM 3HayeHUsIM mapaMeTpoB HashingTF
u LogisticRegression (cM. mpumep 11.15).

Mpumep 11.15 < Bepcusa knaccudukaumm cnama ¢ NpUMeHEHUEM
BblCOKOYpoBHeBOro API B Scala

import org.apache.spark.sql.SQLContext

import org.apache.spark.ml.Pipeline

import org.apache.spark.ml.classification.LogisticRegression

import org.apache.spark.ml.feature.{HashingTF, Tokenizer}

import org.apache.spark.ml.tuning.{CrossValidator, ParamGridBuilder}
import org.apache.spark.ml.evaluation.BinaryClassificationEvaluator

// Knacc mns npencTaBneHus OOKYMEHTOB -- GymeT npeobpas3osaH B SchemaRDD
case class LabeledDocument (id: Long, text: String, label: Double)
val documents = // (3arpysurs HaGop RDD ofbekroB LabeledDocument)

val sqlContext = new SQLContext (sc)
import sqlContext. _

// HacTpouTb KOHBejlep MAWMHHOTO OGYYeHMs C TpeMs STanamu:
// pa3buenne Ha CNOBa, MOACYET YAaCTOTH BCTPEYAEMOCTH CJIOB U
// obyueHue MOmeNM JIOTMUCTUYECKOH PErpeccuu; KaxAwit 3Tamn

// BuBOmMT cTonGen B SchemaRDD, KOTOpHM MCNOJNB3YeTCA Ha

! http://scikit-learn.org/.
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// cnemywouweM 3Tane
val tokenizer = new Tokenizer() // Pa3buTb Ha CJOBa
.setInputCol ("text")
.setOutputCol ("words")
val tf = new HashingTF() // Orobpasutb crnoBa B BekTOpu 10000 npusHakoB
.setNumFeatures(10000)
.setInputCol (tokenizer.getOutputCol)
.setOutputCol ("features"
val 1r = new LogisticRegression() // Mcmomb3omarh "features" xak inputCol
val pipeline = new Pipeline().setStages(Array(tokenizer, tf, 1lr)

// TlepemaTh B KOHBeitep ofyyawume HOKYMEHTH
val model = pipeline.fit (documents)

// BMECTO ONHOKPAaTHOTO OOy4eHus C (UMKCMPOBAHHEM HabOpOM MapaMeTpoB
// MOXHO mOGaBUTHL nepebop HECKONbKMX 3HAYEHMH NapaMeTpoB M BHOpPAThH
// nydiy Momesb Ha OCHOBE NEPEKPECTHOTO TECTMPOBAHUA
val paramMaps = new ParamGridBuilder ()

.addGrid (tf.numFeatures, Array(10000, 20000))

.addGrid (lr.maxIter, Array(100, 200))

.build() // CkOHCTpyMpOBaTb BCE BO3MOXHHE KOMOMHALMM NapaMeTpoB
val eval = new BinaryClassificationEvaluator ()
val cv = new CrossValidator ()

.setEstimator(1lr)

.setEstimatorParamMaps (paramMaps)

.setEvaluator (eval)
val bestModel = cv.fit (documents)

Ha MoMeHT HamucaHusi 3TUX CTPOK BbicOKOypoBHeBbiii API Bce eme
HaXOJWJICS HA 9KCIEPUMEHTATIbHOM CTaiMK Pa3BUTHUsI, HO Bbl BCeraa Mo-
JKETE Y3HATh O €r0 COCTOSIHUM B opuLnanbHoit fokyMeHTauu MLIib!.

B 3aknlo4eHue

B 370i1 ri1aBe Mbl IO3HAKOMUJIUCDH ¢ GUOINOTEKOI MOAAEPKKH MAITMHHO-
ro oby4enus, Bxoasiueit B coctaB Spark. Kak Bbl Moriiu y6eautbes, ata
6ubsmoTeka TecHo cBsizaHa ¢ aApyrumu API ¢peiiMBopka, YTO M03BOJISIET
pa6orats ¢ Habopamu RDD u nepenaBath pe3y IbTaThl APYTUM GYHKIUAM
Spark. Bu6bnnorexka MLIib — ogHa 13 akTHBHO pa3BHUBAIOLIMXCA YacTeit
Spark. ITosToMy Mbl pekoMeHIyeM 3arjsiibiBaTh B O(HIHANbHYIO AOKY-
MEeHTaLWI0? 115 Ballieii Bepcuu (ppeiiMBOPKa, YTOObI y3HATh, Kakue (QyHK-
LU AOCTYIIHBI AJI51 KCIIOJIb30BaHMS.

! http://spark.apache.org/docs/latest/mllib-guide.html.
2 http://spark.apache.org/documentation.html.
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IMaccuBHblii npUeMHUK, 249
Ilepenauya ¢pyHkuwmii B Spark, 35
InanuposaHue B npuioxenusx Spark, 163
ITnanuposanue npuaoxenu, 163
ITnanupoBMKH, CO31aHME NJIaHA
BblyncaeHuit, 186
IMoacuet nocewexuit ¢ kaxaoro
IP-anpeca, 240
IMoacyer mycTbix cTpok (npuMmep), 132
IMoHuxeHune paamepHocTH, 285
METO/] TJIaBHbIX KOMIIOHEHT, 285
CHHTYJISIpHOe pa3jioxeHue, 287
IMoToxkoBssiit dpunsrp, 228
Iowarosas cBeprka, 240
ITpeoGpasoBaHus
6e3 coxpaHeHHsl COCTOsIHUSA, 234
HabopOB Nap KJioy/3HaueHue, 71
C COXpaHeHHeM COCTosIHuUS, 234
IIpnemuuku, 232
TNOBbILLIEHHE OTKA30yCTOWYHUBOCTH, 256
ITpu3HakoB U3BJeYeHHeE, AITOPUTMBI, 272
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