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Beenenne

[Tocaymaitite — u Bor 3abyere,
rnocMoTpuTe — u Bol
3aIllOMHUTE, caenaiite — u Bor
nomMere.

Kondymmnit

Jlannas KHUTA He JlaeT OTBETHI Ha BCce BOIPOCHI 1o pabore ¢ PostgreSQL.
[naBHoe €€ 3amanme — TmoKas3aTh Bo3MoOxkHOCTH PostgreSQL, wmerommkm
HacTpoiitku u Macmrabupyemoctu 3toit CYBJ. B sobom ciydae, BbIOOD
METOJIa, PeIleHUs] IIOCTABJICHHON 3aJa4l OCTaeTcd 3a pa3spaboTYMKOM MJIN
anmuaucTparopom CYB/I.



HacTtpoiika mponsBoguTe/IbHOCTH

Terneps s1 3HAIO THICATY
c1ocoboB, KaK He HYKHO
JIeJIaTh JIAMITY HAKAJIUBAHUSI.

Tomac Ansa Dmucon

2.1 Bseuenue

CkopocTb paboOThI, BOODOINE TOBOPsI, HE SABJSIETCSI OCHOBHON IIPUIHHOIMN
ucnosibzoBanus pessiuonubix CYB /1. Bosee Toro, nepsbie pessinnortbie 6a3b1
paboTaJiu Me IJIeHHee CBOUX IIPEJIIeCTBEHHUKOB. BbIOOD 3TOi TeXHOIOTHN OBLIT
BBI3BaH CKOpeEe

® BO3MOXKHOCTBIO BO3JIOXKUTH MOJIEPKKY MeocTHOCTH JaHHbIX Ha CYB/I;
® HE3aBUCHUMOCTBIO JIOTHYECKON CTPYKTYPHI JJAHHBIX OT (DU3UIECKOIT.

DTu 0COOEHHOCTU TIO3BOJISIOT CUJIBHO YIPOCTUTH HAIMCAHUE TTPUJIOZKEHUIA,
HO TPEOYIOT It CBOEH peaim3aliii JIOMOJHUTETBHBIX PEeCYPCOB.

Takum obpasomM, Tpexkjie, 9eM HCKATh OTBET HA BOIPOC «KaK 3aCTABUTH
PCYB/I paborarh 6bicTpee B Moeii 3aj1a1e?» cjie/lyeT OTBeTUTh Ha BOIIPOC «HET
Jin OoJiee TTOJIXOIAIIEr0 CpejICTBa Jjisd perenns: Moeit 3amaqu, yem PCYBJI?»
WNuorya ucnosib3oBaHue Jpyroro CpejicTBa MOTpedyeT MEHbINe YCHUJINiA, deM
HACTPONKa IMPOU3BOJUTEIIBHOCTU.

Jannas raBa ITOCBSIIIIEHA BO3MOKHOCTSIM [TOBBIIIIEHNST
npomspoauTebHocTH PostgreSQL. ['maBa He mpereHyeT Ha HCUEpIIBIBAIOIIEE
U3JI0KEHNe  BOIpoca, Haubojiee IMOJHBIM UM TOYHBIM  PYKOBOJICTBOM
mo wucnojb3oBaHuioo  PostgreSQL — gaBisiercs,  KOHEUHO,  OdUIHAIbHAS
nokymenTanust 1 odurnmanabubiii FAQ. Takxke cyrecTByeT aHIIOA3BIMHBII
CIIUCOK pacchlikKl postgresql-performance, MOCBAIMEHHBIT UMEHHO STUM
BOIIPOCAM. ['maBa cocrouT wu3 JBYX pa3jeioB, IEPBbIi U3 KOTOPBIX
OPUEHTUPOBAH CKOpee Ha aJIMUHHCTPATOpa, BTOPOH — Ha pa3paboTdnka
npuioxkeHuit. PekomeHnjiyercs mpodecTth oba pasjiesia: OTHECEHHe MHOI'UX
BOIIPOCOB K KAKOMY-TO OJTHOMY M3 HUX BECbMa yCJIOBHO.



2.1. Bsenenue

He ncnonw3yiiTe HACTPOIKHN IO yMOJTIAHUTO

[To ymomuanuto PostgreSQL ckordurypuposan takum o0pazom, UTOOBI
OH MOT OBITH 3AITyIeH MPAKTUIEeCKU Ha JTFOOOM KOMIIBIOTEPEe U He CJIUIIKOM
MeImaj IpPU 9TOM paboTe JAPYTUX PUJIOKEHW. ITO OCODEHHO KacaeTcs
UCIIOJIb3yeMOil maMaTu. HacTpoifiku 1o yMOJTYaHUIO IOJXOJAT TOJBKO JIJIs
CJIJIYIOIIEr0 MCIIOJb30BaHUsI: C HUMH BBl CMOXKETe IIPOBEPUTH, paboTaeT Jin
ycranoBka PostgreSQL, cosmats TecToByto 06a3y ypOBHsS 3allUCHON KHUKKH
U TOTPEHHPOBATHCS MHCATh K HEH 3aIlpocChl. Ecmu BBl cobupaerech
paspabaTbiBaTh (a TeM boJiee 3amycKaTh B paboTy) peabHble IPUIOKEHNUST, TO
HACTPONKN TPUJIETCA paJuKaJIbHO U3MeHUTh. B juctpubytuse PostgreSQL,
K COXKaJICHHUIO, HE TIOCTaB/IAeTCs (PalJIOB ¢ « PEKOMEH/IyEeMbIMI» HACTPOITKAMH.
Boob1ie ropopsi, Takue dailsibl co3marh BeCbMa CJIOXKHO, T.K. ONTHMAJIbHbBIE
HACTPONKN KOHKpeTHO# yctanoBku PostgreSQL OyyT ompeensiThbes:

KoHuUryparmeit KOMIIbLIOTEpa,;

00BEMOM U TUIIOM JIAHHBIX, XpaHAIuXcs B O6a3e;

OTHOIIICHUEM YHUC/Ia 3alPOCOB Ha YTEHUE U Ha 3aIUCh;

TeM, 3alyIleHbl Ju Jpyrue TpeboBaTeIbHblEe K PEcypcaM IPOIECCHI
(mampumep, BebcepBep).

Ucnonb3yliTe akTya bHYIO BEPCUIO cepBeEPa

Ecmn y Bac crour ycrapepmasi Bepcust PostgreSQL, To nambosibiero
yCKOpeHHUsi paboThl BbI CMOKeTe JIOOUTHCsI, OOHOBUB €€ JI0 TeKYIIei. YKaxKem
JINITbL  HamboJlee 3HAYUTE/bHBbIE U3 CBI3aHHBIX C IIPOU3BOIUTEIHHOCTHIO
U3MEHEeHUM.

e B Bepcun 7.1 nogBuiics »KypHaJl TpaH3aKIIUii, 10 TOIO JJaHHbIE B TaOJIAILY
cOpachIBaINCh KaXKJIbIil Pa3 MPU yCIEITHOM 3aBEPIIEHUN TPAH3aKIIAN.
e B Bepcun 7.2 nogBUINCH:

— noBag Bepcust kKoman bl VACUUM, He Tpebytorast 6/IOKUPOBKH;
— komanga ANALYZE, crposiinasi rucTtorpaMmy pacipeie/ieHust

JIAHHBIX B CTOJIOIAX, YTO II03BOJIET BBIOMpATh 0OoJiee OBICTPHIE
IIJIAHBI BBITOJTHEHUST 3AITPOCOB;
— mojcucreMa cbopa CTATHCTHKH.

e B Bepcum 7.4 Oblna yckopeHa padOTa MHOTI'HX CJIOKHBIX 3allPOCOB
(Brutiouas medasabao n3sectHble nogzanpocskl IN/NOT IN).

e B Bepcum 8.0 ObLIM BHEJAPEHBI METKH BOCTAHOBJIEHUS, VJIyUIIIEHUE
yrpasjieaus 6ydepom, CHECKPOINT u VACUUM yiydiieHst.

e B Bepcun 8.1 ObLI yIIydIlleH OJHOBPEMEHHBIN JTOCTYI K pa3/IessieMoil
IAMSITH, ABTOMATHIECKH UCIob30Bamnue niiekcos st MIN() u MAX(),
pg_autovacuum BHeJIpeH B cepBep (aBTOMATH3MPOBAH), ITOBbIIIEHIE
IPOU3BOIUTETLHOCTH JIJIT CEKIIMOHMPOBAHHBIX TAOJIHIL.

e B Bepcum 8.2 Obura yiydilieHa CKOpOCTh MHOKecTBa SQL 3ampocos,
YCOBEPIIEHCTBOBAH CaM SI3bIK 3aIIPOCOB.



2.1. Bsenenue

B Bepcuu 8.3 BHeJIpeH MOJHOTEKCTOBBIH mouck, mojyiep:kka SQL /XML
CTaHjapTa, IapaMeTpbl KOH(UTYypaluu cepBepa  MOIYT  OBITb
YCTaHOBJIEHBI HA OCHOBE OT/IEIbHBIX (DYHKITHI.

e B Bepcum 8.4 Obuin BHEApeHBI 00OIIME TAOJUYHBIC BBIPAXKEHUS,
PEKYPCHUBHBIE 3alpPOChl, TAapaJIeIbHOE BOCCTAHOBJICHUE, VIIyUIIEHHA
npoussoaureabrocTh st EXISTS/NOT EXISTS 3ampocos.

B Bepcun 9.0 «acuaxponHast perimkaims u3 kKopooku», VACUUM /VAC-
UUM FULL cranu 6picTpee, pacimpenbl XpaHUMbIE TPOIIE/TYPhI.

B Bepcun 9.1 «cuHXpOHHasT perinKanus U3 KOPOOKW», HEJIOTUPyEeMbIe
Tabauipl  (OUeHb OBICTpBIE HA 3amuch, HO Tpu najgernn B/l
JIAHHbIE MOTYT TMPOIACTh), HOBble THIIBI HHJEKCOB, HACJIEJI0BaHUE
TabJuIl B 3alpocax Telepb MOIYKET BEPHYTHCA MHOIO3HAYHTEIHLHO
OTCOPTUPOBAHHBIE PE3YJIbTaThl, Mo3BoJsgomue onrtumusanuun  MIN /-
MAX.

e B Bepcun 9.2 «kackajiHas perimKarus u3 KOpoOKH», CKAHUPOBAHUE 110
unjiekcy, JSON Tum jjaHHbIX, THUITBI JAHHBIX HA JINAIIA30HBI, COPTUPOBKA
B mamaATH yaydniena Ha 25%, yckopena komanga COPY.

CJIG,ILyeT TaK>Ke OTMEeTUTb, YTO OoJIbIIIasd YaCTh M3J0XKEHHOIO B CTAThHE
MaTepHruaJia OTHOCUTCA K BEPCHUU CEPBEPa HE HU2KE 8.4.

Crour i JdOBEPATDL TE€CTaM IIPOU3BOANTE/ILHOCTU

[lepes Tem, Kak 3aHUMATBHCA HACTPOMKON cepBepa, BIIOJIHE €CTECTBEHHO
O3HAKOMUTBCSA C OIYOJMKOBAHHBIMU JIAHHBIMH II10 IHPOU3BOJIUTE/ILHOCTH, B
toM uwnciie B cpaBuenun ¢ jgpyrumun CYBJ. K coxkanenuio, wmuOrue
TECTBI CJIyKAT HE CTOJIBKO JIIsi OOJIErdeHusi BAIero BBIOOPA, CKOJIBKO s
[TPOJIBUZKEHNsT KOHKPETHBIX MPOJIYKTOB B KAYeCTBE «CaMbIX OBICTPBIX». [lpm
U3yYeHUH OINyOJMKOBAHHBIX TECTOB B IIEPBYIO OvYepejib 0OpaTUTe BHUMAHHUE,
COOTBETCTBYET JIM BEJIMYMHA W TUII HAIPY3KU, OOBEM JIAHHBIX U CJIOXKHOCTH
3allpOCOB B TeCcTe TOMY, 49TO BBl cobupaerech jgenarb ¢ Oazoit?  Ilycts,
HAIIPUMED, OOBITHOE WCIOJb30BAHUE BAIErO IMPUIOXKEHUs I0/IPa3yMeBaeT
HECKOJIBKO OJHOBPEMEHHO pPadOTAOIINX 3aIllpOCOB Ha OOHOBJEHHE K TaOJIMIE
B MILIMOHBI 3ammceit. B srom ciayaae CYB/I, kKoropas B HECKOJIBKO pa3
ObICTpee BCEX OCTAJBHBIX MINET 3allMCh B TAOJIUIE B THICATY 3aluceil, MOKeT
OoKazaThCsd He JydmmuM BbiOopoMm. Hy u HakoHer, BeIu, KOTOPbIE JOJI?KHBI
cpa3y HaCTOPOXKUTD:

e Tecruposanue ycrapesmeii Bepcun CYB/I.

e lcronp3oBatie HACTPOEK MO yMOJIIAHUIO (M OTCYTCTBHE HHMOPMAIIN
0 HACTPOIKAX).

e TectupoBaHue B 0JJHONO/IB30BATEILCKOM PEKUME (€C/I, KOHEYHO, BbI HE
npesnosaraere ncnob3osarb CYB/L nverHo Tak).

e lcrmoib30Banme pacuimpeHHbX Bo3MoxKHOCTel omuoit CYBJl mpwm
UTHOPUPOBAHUN PACIIUPEHHBIX BO3MOXKHOCTENH JAPYIroOi.



2.2. Hacrpoiika cepBepa

e llcnoab3oBanue 3aB€JIOMO MEIJICHHO pa6OTaIOHlHX 3allpoOCOB (CM. IIYHKT

3.4).

2.2 Hactpoiika ceppepa

B »stoM pazzene omnmcanbl peKOMeHJyeMble 3HA4YEHUs I1apaMeTpPOB,
BMAOMUX Ha npousBoguresbHocts CYBJl. Dtu  mapamerpbl  0OBIYHO
yCTaHABIUBAIOTCA B KOH(MurypannonHoM daitie postgresql.conf u Bausitor Ha
BCce 0a3bl B TEKYIIEH yCTAHOBKE.

Ucnonb3yemas namMsTh
O6mmit 6ydep cepsepa: shared buffers

PostgreSQL we guTaer maHHbIE HAPSIMYIO C JUCKA U HE MUIIET UX CPa3y
Ha juck. JlanHoble 3arpyxKaiorcs B oOmuit 6ydep cepBepa, HAXOIAIIUNCT B
pasjie/isieMoil TaMATH, CEPBEPHDbIE MPOIECCHl YUTAIOT U MUIIYT OJIOKH B 3TOM
Oydepe, a 3aTeM y:Ke U3MEHEeHUs COPaAChIBAIOTCS Ha JTUCK.

Ecnu nponieccy HyKeH JocTyn K TabJIMIE, TO OH CHAYAJA UIIET HYKHbIE
Oo/ioku B obriem Oydepe. Ecim 6/ioku TIpUCYyTCTBYIOT, TO OH MOKET
IPOJIOJIZKATH pabOTYy, €CIn HEeT — JIe/IaeTCsI CUCTEMHBIN BBI30B JI/Id UX 3arPy3KHU.
3arpykartbcs 6JI0KH MOTYT Kak u3 daiiyioBoro karra OC, Tak u ¢ JUCKa, U 9Ta
orreparys MOXKeT OKa3aThCs BEChMa, «JI0POTOii».

Ecimu obbém Oydepa memocTaroden g XpaHEHUsS YacTO HUCIOIb3YyeMbIX
pabounx JJaHHBIX, TO OHNU OY/IyT MOCTOSTHHO MUCATHCA U YNTAThCst n3 Karra OC
WM C JUCKA, ITO KpaifHe OTPHUIATEIbHO CKAXKeTCs Ha IPOU3BOIUTE/ILHOCTH.

B To0 ke Bpems He ciedyeT yCTaHAB/JIUBATH 3TO 3HAYEHHE CJUIIKOM
oonbmuM: 310 HE Bea mamsaTs, koropast my:kHa i padorer PostgreSQL,
9TO TOJIBKO pa3Mep pasjessieMoil Mexky mporeccamu PostgreSQL mamsTu,
KOTOpas Hy’KHA JIJIs BBITOJTHEHWS aKTHUBHBIX oreparmit.  OnHa J0/KHA
3aHUMATH MEHBIITYIO YaCTh OIIEPATHBHON MAMATH BAIIEro KOMIIbIOTEPA, TaK KaK
PostgreSQL mnoytaraercst Ha TO, 9TO olepaImoHHas CUCTeMa KIITUPyeT (ail/ibl,
1 He crapaercs IyOoampoBaTh 3Ty padbory. Kpome Toro, gem OoJibIle maMsITH
Oyaer oTmaHo 10j Oydep, TeM MeHbIIe OCTAHEeTCsl OIEPaIlMOHHON CHUCTEME U
JIPYTUM TPUJIOKEHUIM, 9TO MOYKET TTPUBECTH K CBOIIIAHTY.

K coxanenmio, 4robwl 3HaTh TouHOoe umciao shared buffers, myzxHO
y4I€CTh KOJTUIECTBO ONEPATUBHON MaMITH KOMITbIOTEPa, pasMep O6a3bl JaHHBIX,
YUCJ0 COCJMHEHUI U CJI0YKHOCTH 3aIPOCOB, TAK HUTO JIYUIIE BOCIIOJIb3YEMCs
HECKOJIbKUMHU MTPOCTBIMU TTPABUIAMU HACTPONK.

Ha BbIjie/ieHHBIX cepBepax 1mojie3HbIM 00beMoM Oyj1eT 3nadenue ot 8 MbB 110
2 I'B. O6bem MoKeT OBITH BBIIIE, €CJIN Y Bac OOJIBIIE aKTUBHBIE TOPIUN O6a3bI
JIAHHBIX, CJIOYKHBIE 3aIIPOCHI, OOJILINOE YHUCJIO OJIHOBPEMEHHBIX COEJIMHEHMUIT,
JUIATEIbHbIE TPAH3AKINM, BaM JOCTYIIEH OOJIBINONH O00beM OlepaTUBHOM
MaMSITH WK OOJIbITIee KOJIMIECTBO MPOIeccopoB. I, KonevuHo ke, He 3a0bIBaeM
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2.2. Hacrpoiika cepBepa

00 OCTaJIbHBIX MPUIOKEHUAX. BBIJIeJIMB CAUIIKOM MHOTO TaMSTH I Oa3bl
JIAHHBIX, MBI MOKEM TIOJIYIUTH yXYJIIIEHuE TIPOU3BOIUTEIbHOCTU. B KadecTBe
HavaJIbHBIX 3HAUYEHHUI MOXKeTe ITOIPOOOBATH CJIEIyIOIIHe:

e Haunnre ¢ 4 MB (512) ma paboueit cranmun

e Cpennnit 06béM maHHbIX U 256-512 MB moctynmoit mamarn: 16-32 Mb
(2048-4096)

e Bosbmmoit 06béMm ganabix u 1-4 I'B mocrynnoit namaru: 64-256 Mb
(8192-32768)

i TOHKON HACTPOKM Tapamerpa yCTAHOBUTE JIJIsi HEro OOJIbIIOe
3HAYEeHWEe W MOTeCcTHpyiiTe 0a3zy npu oObIuHOI Harpyske.  lIposepsiite
UCIIOJIb30BAHUE PAa3JeisseMOll [MaMsaTh [PU [OMOIIN ipCS WIH JIPYTUX
yruaur(Hanpumep, free mam vmstat). Pekomenjyemoe 3HaueHne mapamerpa
Oysmer npumepHo B 1,2 —2 pasa 0oJbllie, 9eM MaKCUMyM HCIIOJIHb30BAHHOM
namsat. OOpaTuTe BHUMaHHE, YTO IMaMATbh I0J Oydep BBIIEISITCS IIpU
3allyCcKe cepBepa, U eé 00bEM Ipu paboTe He W3MEHSIeTCsl. Y UTHTE TaKiKe,
YTO HACTPOUKHU SIPa OMEPAIMOHHON CHCTEMbI MOTYT HE JIaTh BaM BBIJIC/INTH
bosbIoit 00bEM mamsaTH. B pykoBojcTBe anMuHECTparopa PostgreSQL
OINCAHO, KAK MOXKHO U3MEHUTH 9TH HACTPOWKU: wWww.postgresql.org

Bor HeckoJIbKO TPUMEpPOB, MOJYYEHHBIX HA JIMIHOM OIBITE U IIPH
TECTUPOBAHUI:

Laptop, Celeron processor, 384 Mb RAM, 6a3za mannbix 25 Mb: 12 Mb
Athlon server, 1 I'bB RAM, 6a3a jaHHBIX TO/IEPKKH IPUHATUS PEIIEHU
10 I'b: 200 MBb

Quad PIII server, 4 I'B RAM, 40 I'B, 150 coenuneHuit, <«TsKeIbIe>
rpanzakiun: 1 ['B

Quad Xeon server, 8 I'b RAM, 200 I'B, 300 coemuHeHnit, «TIXKeIbIES
rpanzakiun: 2 ['B

[TaMaTb JIIsT COPTUPOBKH pe3ysbTaTa 3ampoca: work mem

Panee u3BecTHOE Kak sort mem, ObLIO IepEeMMEHOBAHO, TaK KaK ceidac
orrpeiesisieT MaKCUMaJIbHOE KOJIMIEeCTBO OIepaTHBHON aMITH, KOTOPOE MOYKET
BBIJICJTUTH OJIHA OIIE€PAIUs COPTUPOBKH, arperaiun 1 Jp. JTO He pasjessdeMas
naMsTh, Work mem BbIjIe/ISIeTCs OT/IeJIbHO Ha KaXK/IYI0 Olepanuio (0T 0JHOTO
JI0 HECKOJIbKUX pa3 3a OJUH 3ampoc). Pa3yMHOe 3HadYeHHe IapaMeTrpa
onpeiesIgeTcs CASYIONUM 00pa3oM: KOJIMYECTBO JIOCTYIIHON OlepaTUBHOMN
naMsiTi (IOCJe TOro, Kak U3 ObIero obbeMa BBIYIM TaMsTh, TPEOyeMyio
s apyrux npumioxkenuit, un shared buffers) mesmres ma mMakcumasbHOE
YUCJIO0 OJHOBPEMEHHBIX 3aIPOCOB YMHOXKEHHOE Ha CPEJIHee UUCJIO Olepaliuii
B 3allpoce, KOTOpbIe TPEOYIOT ITaMATH.

Ecain  o0béM mamMgaTm  HeJOCTaTOYeH JIjIsI  COPTUPOKUM  HEKOTOPOIO
pe3yJsibTaTa, TO CePBEPHBII Iporece Oy/IeT UCIOIb30BaTh BPEeMEHHbIE (DaiiIbl.
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2.2. Hacrpoiika cepBepa

Ecmn ke 00bEM mamMsaTH CAUINIKOM BeJUK, TO 3ITO MOYKET IPUBECTH K
CBOTIITIHTY.

O06béM namsaTu 3a1aéTes napamerpoM work  mem B daiisie postgresql.conf.
Ennnauna n3mepenus mapamerpa — 1 kb. 3unadenne mo ymosaanuio — 1024.
B kadecTBe HavaJbHOIO 3HAYEHUs I IapaMerpa MoxKere B3aThb 2-4%
jpocrynHoi namaru. /s BeO-npuiiokenuit OOBIYHO yYCTAHABIUBAIOT HU3KUE
3HaveHns work mem, Tak Kak 3alpocoB OOBITHO MHOIO, HO OHU IIPOCTHIE,
obbraro xBataer or H12 o 2048 KB. C apyroit cTOpoHBI, TPHUIOKEHUS
JUTS TIOJIIEPYKKY TIPUHSTHS PEIIeHNi ¢ COTHSIMU CTPOK B KayKJIOM 3aIpoce
U JIeCATKAMH MUJIJIMOHOB CTOJIOIOB B Tab/uIax (pakToB YacTo TpeOyioT
work mem mopsiiika 500 MB. JIns 6a3 jlaHHBIX, KOTOPbIE UCHOJIB3YIOTCA |
TaK, U TaK, TOT IIapaMeTp MOYKHO YCTAHABJIUBATL JIJId KaXKJIOI'O 3aIpoca
UHJIUBUIYAIBHO, UCIO/IB3Ysl HACTpOiiku ceccuu. Hampumep, npu mamsatu 1—
4 I'B pexkomenryercs ycranasimBaTh 32-128 MB.

[Mamsars mist paborsr komau el VACUUM: maintenance work mem

[Ipenpiaymiee HazBanue B PostgreSQL 7.x vacuum  mem. DT1oT mapamerp
3a1aéT 00bEM mamsaTh, ucrnoab3yemblii komangamu VACUUM, ANALYZE,
CREATE INDEX, u gobapjenuss BHeIIHUX Kjodeil.  Yrobbl omepanmn
BBITIOJTHSINCH MAKCUMAJILHO OBICTPO, HY?KHO yCTaHAB/IMBATH TOT HapaMeTp
TeM BbIIIe, YeM OoJibIlie pa3mep TabJymi] B Bareil 6a3e ganubiX. Herioxo Ob
yCTaHaBJuBaTh ero 3uadenne or b0 mo 75% pasmepa Bameil camoil GOJILIION
TabJIUITBI I WHJIEKCA WJIN, €CJIM TOYHO OIPEJIEe/IUTh HEBO3MOXKHO, OT 32 JI0
256 MB. Cnenyer ycranaBauBaTh OoJiblllee 3HadYeHUe, deM Jijid work mem.
CortiikoM 60JIbININE 3HAYMEHUST IPUBEJLYT K UCIOJIB30BaHUIO cBoma. Hampumep,
npu namatu 1-4 I'B pekomenjyerca ycranasimsath 128-512 MB.

Free Space Map: kax nsbapurbes or VACUUM FULL

OcobeHHOCTSIMU  BEPCHOHHBIX JIBIKKOB B/ (K KOTOpBIM OTHOCHTCS U
ucrnosib3yembiit B PostgreSQL) siiisiercst ciietyoree:

e Tpamszakmuu, wu3MeHSIONNE JaHHbIE B Ta0aue, He OJIOKHPYIOT
TPaH3aKIINK, YATAONINe U3 Heé JaHHBIe, 1 HA000POT (9TO XOPOIIO);

e [Ipu wusmenennn janabix B Tabsmie (komangamu UPDATE  wim
DELETE) naxammmsaercs Mycop' (a 9To 1m10x0).

B kaxmoit CYBJl cbopka mycopa peanm3oBaHa ocobObiM obpaszom, B Post-
greSQL st s7oii e npumensiercst komanga VACUUM (onmcana B myHKTE
3.1.1).

Ho Bepcun 7.2 xomanma VACUUM mnosinocThio O/10KMpoBajia TabJIHILY.
Hauwnas ¢ Bepcunm 7.2, komanmga VACUUM wnakiagbiBaer Oosiee cirabyio
OJIOKUPOBKY, TO3BOJIAIONIYIO TAapaJLIeIbHO BBITOMHATE KoMmauabsl SELECT,

1HO,ZL KOTOPBIM IIOHUMAIOTCA CTapble BEpCUUN I/I3M€HéHHbIX/y,Ha.HéHHBIX 3anucein
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2.2. Hacrpoiika cepBepa

INSERT, UPDATE u DELETE nax obpabarbiBaemoit tabsmreit. Crapbrii
BapuaHT KoMmaHn bl HazbiBaeTcd Terepb VACUUM FULL.

Hosbrit BapmaHT KOMAaHIbI HE MBITAETCS YJIAJUTh BCE CTapble BEpCUU
3ammuceil M, COOTBETCTBEHHO, YMEHBIIUTL pa3Mep daiijia, CcOoJIepKaIIero
TabJIMILy, & JINIIb TOMedaeT 3aHuMaeMoe MMH MEeCTO Kak cBobojgHoe. /[l
uHdopMaIy 0 CBOOOIHOM MECTe eCTh CJIEJYIOIIe HACTPONKU:

e max_ fsm relations

MaxkcumaJibHOE KOJTUIECTBO TabJIHIL, /s KOTOPBIX OyJ/IeT OTCIEKUBATHCS
¢BODOIHOE MECTO B 00IIEil KapTe CBOOOIHOrO MPOCTPAHCTBA. DTH JAHHBIE
cobuparorcss VACUUM. ITapamerp max fsm  relations mosrker ObITh He
MeHbIIIEe ODOIIEro KoJaudecTBa TabJIMIl BO BceX 6asaxX JAHHON yCTAHOBKU
(ydime ¢ 3amacom).

e max_fsm pages

JlaHHBIIT TTApaMeTp OIpeJiesisieT pa3Mep peecTpa, B KOTOPOM XPaHUTCS
nHOPMAIHS O TACTUIHO OCBOOOXKIEHHBIX CTPAHUIAX JAHHBIX, TOTOBBIX
K 3all0JTHEHUIO0 HOBBIMHU JIAHHBIMU. 3HAYEHHWE 3TOrO MapamMeTpa HyKHO
YCTAHOBUTH YyTh OOJIBbINE, YeM TOJHOE YHCIO CTPAHUIl, KOTOPBIE
MOTYT OBITH 3aTPOHYTHI OIEPAIUSIMU OOHOBJICHUS UJIA YIAJIEHUST MEXKTY
oeinosiHeHrneM VACUUM. YtoObl ompeaeanTh 95TO UHCIO, MOXKHO
zaryctuth VACUUM VERBOSE ANALYZE u Boisicauth 0011iee 9uc/io
CTPAHUIl, WCIOJIb3YEeMbIX 0a30if JaHHBIX. max_fsm_pages OOBITHO
TpebyeT HEMHOTO MaMATH, TaK 9TO Ha TOM Iapamerpe JIydine He
SKOHOMUTb.

Ecnmu 3T mapameTpbl yCTAHOBJEHHBI BepHO U uHMOpMaIus 000 Bcex
n3MeneHusx momernaercsas B FSM, to komanasr VACUUM Oyaer moctatovdno
it cbopkm mycopa, ecan Her — monagoourcs VACUUM FULL, Bo Bpems
paboThl KOTOPOil HOpMaJIbHOE ucnosb3oBanne B/l cuibHo 3aTpyHeHo.

BHUMAHUE! Haunnast ¢ 8.4 Bepcum fsm mapamerpbl ObLiu yOpaHbI,
TOCKOJIbKY Free Space Map coxpaHsieTcst Ha »KeCTKHIA JIMCK, & He B IIAMATh.

[Ipoune nacTpoitku

e temp buffers

Bydep mon Bpementbie 00bEeKThI, B OCHOBHOM JIjII BPEMEHHBIX TaOJINII.
Mozxno ycranoButh nopska 16 MB.
e max prepared transactions

KosmmmaectBo  ojiHOBpeMeHHO  1oJrotaBinBaeMbix  Tpansakimii  (PRE-
PARE TRANSACTION). MoxHo octaButh 110 nedonaty — 5.

e vacuum _cost_delay

Ecim y Bac 60sbimre Tab/IUIbI, U TPOU3BOIUTC MHOTO OJITHOBPEMEHHBIX
omepalyii 3alucu, BaM MOYXKET MPUTOIUTHCA (DYHKINA, KOTOpas
ymenbinaer sarparbl Ha 1/O muga VACUUM, pacrarusasiss ero 1o
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2.2. Hacrpoiika cepBepa

BpeMeHn. YUTOObI BKIIOUUTH 9Ty (PYHKIIMOHAJIBHOCTD, HYXKHO IOIHATDH
gnadenune vacuum_cost delay Borme 0. Ucnonw3yiite pasymuyio
zajiepkKy ot 50 j10 200 mc. [ljst 6osiee TOHKOI HACTPOKM MOBBIIIANTE
vacuum__cost page hit m monmxkaiite vacuum_cost page limit. DTo
ociabur Bimsgane VACUUM, yBennduB BpeMsi ero BBINOJHEHHs. B
TecTax ¢ mapajuiesbHbiMu Tpansaknusyu fu Buk (Jan Wieck) mosyant,
uro ripu 3Hadenusx delay — 200, page hit — 6 u npegen — 100 Bisinue
VACUUM ymenbmmiocs 6osee yem na 80%, HO ero IjIMTELHOCTD
YBEJINYIN/IACh BTPOE.
e max_stack depth

Crenua/ibHBI CTEK JJIsi cepBepa, B Hjeajie OH JIOJIKEH COBIAJIATH
¢ pasmepoM cTeka, BbicTaBieHHOM B sijpe OC. YcranoBka 00JbIEro
3HAYEHUs, YeM B sijIpe, MOXKeT IPUBECTU K oImmOkaM. Pekomenjyercs
ycranaBuBaTh 2-4 MB.

e max files per process

MaxkcnmasibHOE KOJIUYIECTBO (DailjioB, OTKPBIBAEMBIX IIPOIECCOM K €ro

HoJnponeccaMd B OJIUH MOMEHT BpPEMEHMU. VYMeHbIuTe JIaHHBII
rapameTp, eCJid B Ipoliecce padoThl HAOJI01aeTesd coodtnenune « Too many
open files».

Kypnas Tpan3akinii 1 KOHTPOJIbHbIE TOYKI

Kypuan tpamsakiuit PostgreSQL paboraer ciemytorum obpa3om: Bce
n3MeHeHns B (aitiax JaHHBIX (B KOTOPBIX HAXOJSITCA TaOJUIbI U WHIEKCHI)
HPOU3BOJIATCS TOJIBKO IIOCJE€ TOrO, KaK OHU ObLIM 3aHECEHBbI B XKYypHAJI
TpaH3aKIINii, IPU TOM 3alliCH B KYpHAaJe JOJKHBI ObITh TapaHTHPOBAHHO
3alliCaHbl Ha JMCK.

B stom ciydae Her HeoOXOAMMOCTH cOpachIBATbL Ha JUCK W3MEHEHUS
JIAHHBIX TPU KarKJOM YCIIEITHOM 3aBepIIeHNN TPAH3aKIUU: B ciydae cOost
Bl moxkeT OBITH BOCCTAHOBJIEHA II0 3allUCAM B KypHaJsie. Takum obpasoMm,
JlaHHbIe U3 OydepoB cOPaAChIBAIOTCS HA JIUCK IIPH IIPOX0e KOHTPOJBHON TOUKH:
OO TPH  3AIOJHEHHH HecKoIbKux (mapamerp checkpoint segments, 1o
YMOJIYaHUIO 3) CEIMEHTOB JKYDHaJIa TPaH3aKIUii, JIHOO depe3 orpe/ie/IeHHbI
uHTepBas BpeMenu (mapamerp checkpoint timeout, mamepsiercss B cekyH/Iax,
o ymosrdanuio 300).

N3menenne 9TuX mapaMeTpoB IPsSIMO He ITOBJIUSET Ha CKOPOCTb UTEHHSsI, HO
MO2KET IIPpUHECTU 60ﬂbH_IyIO 1I0JIb3Y, €CJI JaHHbIE B 6&38 AaKTHUBHO USMECHAIOTCI.

YMeHblIlleHne KOJINYIeCTBa KOHTPOJILHBIX Touek: checkpoint segments

Ecnu B 6a3y 3anocarcs 60/1bIHe 00bEMBI JIAHHBIX, TO KOHTPOJIbHBIE TOYKI
MOT'YT IIPOMCXOJUTD CJAUIIKOM 9acTo’. TIpH 3TOM IPOM3BOAUTENILHOCTD YIIAAET

1 «CJIMIITKOM 9aCTO» MO2KHO OIIDEICJINTh KaK «4dalle pa3da B MUHYTY». Brr takzke mozkere

3azarh napamerp checkpoint warning (B ceKyHIax): B »KypHaJ cepBepa OyIyT MUCATHC
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2.2. Hacrpoiika cepBepa

13-3a IOCTOSIHHOI'O cOpachIiBaHUs Ha JINCK JIAaHHBIX U3 Oydepa.

Jlnsa  yBenumueHMss — MHTEpBajia  MEXKIY — KOHTPOJBHBIMU  TOYKAMUI
HYKHO YBEJMYUTH KOJMYECTBO CEIMEHTOB »KypHaja Tpan3akimii (check-
point _segments). JlaHHBII TapaMerp ompejessieT KOJIUIeCTBO CETMEHTOB
(kaxxpit o 16 MB) stora rpan3akiumii Mexk 1y KOHTPOJIBHBIMU TOYKAMU. DTOT
napaMeTp He uMeeT 0coOOro 3HaUYeHUs JIJIsi 0a3bl JAHHBIX, HPEIHA3HATCHHON
[IPEUMYIIECTBEHHO JIJIg 9TeHUs, HO s 0a3 JaHHBIX CO MHOYKECTBOM
TPAH3AKINN YBEJIMYCHUE 3TOr0 ITapaMeTpa MOYKEeT OKa3aThCs YKU3HEHHO
HEOOXOIMMBIM. B 3aBucummoctn or oObema JAHHBIX YCTAHOBUTE STOT
rmapaMeTp B Jmara3oHe oT 12 10 256 cerMeHTOB U, €CJid B JIOTE TOSBJISIOTCS
HpejynpexKjeHns (warning) o TOM, YTO KOHTPOJIbHbIE TOYKU MPOUCKOJAT
CJIMIIIKOM YacTO, IIOCTEIIeHHO yBejauduBaiire ero. Mecro, Tpebyemoe Ha
JcKe, Beraucssgercs mo gopmyre (checkpoint segments * 2 + 1) * 16 MB,
TaK 4ITO yOeamTech, 9TO y Bac JOCTATOYHO CBOOOIHOrO MecTa. Hampumep,
€CJIM BBl BBICTaBUTE 3HadeHue 32, BaMm norpedyercs cosbiie 1 I'B guckosoro
IIPOCTPAHCTBA.

Crhemyer Tak»Ke OTMETUTb, 9YTO dYeM OOJIbIle HWHTEPBAJ  MEXKIy
KOHTPOJIbHBIMU TOYKAMU, T€M J0JIbIIe OyIyT BOCCTAHABIUBATHLCS JAHHBIE 110
JKypHaJy TpaH3akKIuil mocje cOos.

fsync u crout Jim ero Tporarh

Hawubosee pajukaibHoe 13 BO3MOYKHBIX PEIICHUN — BBICTABUTH 3HAYEHUE
«off» mapamerpy fsync. Ilpu sTom 3amucu B KypHaje TpaH3aKIUil HE OYIyT
[IPUHYIUTETHEHO COPACBIBATLCS HA JUCK, YTO JACT OOJIBIION IPUPOCT CKOPOCTH
3aIMCh. YUTUTE: BBl KEPTBYyeTe HAJEXKHOCTHIO, B Cydae cOOsl MEJIOCTHOCTD
6a3bl OyeT HapyIleHa, U e€ IPUAETCS BOCCTAaHABINBATH U3 Pe3epBHOI Komum!

Ucmoms30BaTh 3TOT TapaMeTp PeKOMEH, IyeTCs JIUITh B TOM CJIy9ae, eCJIA Bbl
BCEIIEJIO JIOBEPSIETE CBOEMY <«XKE€JIe3y» M CBOEMY MCTOYHUKY OecriepeboitHOro
nutanng. Hy wim ecim gannble B 0ase He IMPEJICTABISIOT JJIs Bac 0CO0OM
[EHHOCTH.

[Ipoune nacTpoitku

e commit_delay (B Mukpocekynax, 0 mo ymosraanuio) u commit_siblings
(5 o ymMoTdaHuIo)

OTIPEJIETIAIOT 3aJePKKY MEXKy IOoIaJaHueM 3alliucu B Oydep KypHaJia
TpaH3aKInii 1 cOpocoM e€ Ha JUCK. Ecim mpu ycremHoM 3aBepiieHun
TpaH3aKINi aKTUBHO He MeHee commit siblings Tpansaxiuii, To 3amnuch
Oyimer 3ajep:kaHa Ha Bpema commit delay. Ecim 3a 310 Bpems
3aBEPIINTCA JpyTras TPAH3aKIMsd, TO UX U3MEHEHHUs Oy/IyT cOPOITIEHbI Ha
JIICK BMECTE, ITPHU MOMOIIH OJIHOI'O CUCTEMHOI'O BBI30BA. IJTH IapaMeTphbl

npeaylpex/aeHus, eCJaAl KOHTPOJIbHbIE TOYKU IIPOUCXOIAAT Jallle 3a/aHHOTO.
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2.2. Hacrpoiika cepBepa

MO3BOJIAT YCKOPUTH PabOTy, €CN IMapaJule/IbHO BBINOJIHAETCS MHOIO
«MEJIKUX» TPAH3AKIIHIA.
e wal sync method

MeTo, KOTOPBIi HCIIOIb3YeTCs /I IPUHYINTEIbHON 3aIlliMC JaHHBIX Ha
muck. Ecnn fsync=off, To sror mapamerp He ucnosb3yercsa. Bo3amoskHbIe
3HAYECHNS:

— open_ datasync — 3amnuch JaHHBIX MeTOJOM open() ¢ mapaMeTpoM

O DSYNC
— fdatasync — Bbi3zoB MetToza fdatasynce() mocse kaxkoro commit
— fsync_writethrough — BBI3OB fsync() mocie kaxjoro commit,

UTHOPHUPYsl NapaJslebHble TPONECCh
— fsync — BbI30B fsync() mocste Kazk0ro commit
— open_sSync — 3aliChb JaHHBIX METOIOM open() ¢ HapaMeTpoM

O _SYNC

He Bce stm meronbr poctynubl nHa pasabix OC. [lo  ymomganuio
YCTaHABJIUBAETCS HEPBbIl, KOTOPBI JIOCTYIIEH JIJIsi CUCTEMBI.
e full page writes

Ycranosure gansbii mapamerp B off, ecom  fsync=off. Nuave,
Korjia 9ToT mapamerp on, PostgreSQL 3amnmceiBaer cojep:KuMoe
KaXKJ0if 3alluCci B KypHaJ TPAH3aKIWi TPU IE€PBOIl MOJIMMUKAIIIT
TaOUIBL.  DTO HEOOXOINMO, TOCKOJBKY JAHHBIE MOTYT 3alllMCAThCHA
JIMIIb YACTUYHO, €CJu B Xojie mporecca «ymana» OC. DTo npusener
K TOMYy, 4YTO Ha JHUCKE OKayKyTCd HOBbIe JIaHHbIE CMEIIaHHbIE CO
CTAPBIMU. CTpoKOBOrO ypOBHSI 3allUCH B KYPHAJ TpPaH3aKIINAN
MOXKET OBITH HEJIOCTATOYHO, YTOOBI IOJHOCTHIO BOCCTAHOBUTDL JIAHHBIC
[ocJIe  <«ITaJeHUT>. full page writes rTapaHTHpyeT KOPPEKTHOE
BOCCTAHOBJIEHUE, TEHON YBeJIeYeHNs 3allUChIBAEMbBIX JAHHBIX B YKypPHAJ
rpansakiuii  (EjauHCTBEHHBIH C€OCOD CHUKEHUsI 00beMa 3alluCu B
JKypHAJI TpaH3aKIuii 3akmovaercs B yBeandennu checkpoint interval).
e wal buffers

Konunaecrso namsru uctonb3yemoe B SHARED MEMORY m1s1 Benenus
Tpan3aKIuoHHLIX joros . CronT yBemmanTs 6ydep 10 256-512 kB, uTo
[TO3BOJIUT JIydIiliie paboTaTh ¢ OOJIBITUMI TpaH3akiuaMu. Hampumep, mpu
nocrymnaoi namsaTu 1-4 I'b pekomenyercs yecranasimsath 2561024 KB.

[IraHnpoBIIUK 3aITPOCOB

Crenytornume HACTPOWKM TOMOTAIOT ILIAHUPOBIMHUKY 3aIllPOCOB MPABUIBHO
OIIEHUBATH CTOUMOCTH PA3JIMIHBIX Ollepalliii U BHIOMPATDH ONTUMAJbHBIN I1L1aH
BBITIOJIHEHK 3a1poca. CymecTByOT 3 HACTPONKH IIJIAHUPOBIIUKA, HA KOTOPbIE
CTOUT OOpaTUTh BHUMAHMUE:

16ydep HaxomuTcsa B pasieaaeMoil MAMATH U SBJIAETCA OOMINM JJIS BCEX IIPOIECCOB
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2.2. Hacrpoiika cepBepa

e default statistics target

DTOT mapamerp 3aaET 00bEM CTATUCTUKHI, cobmpaeMoit koman1oit ANA-
LYZE (cm. mynkr 3.1.2). VBesmdeHue napaMeTpa 3aCTaBUT 3Ty KOMAHLY
paboTaTh JI0JIbIIE, HO MOYKET MO3BOJINTH ONTHUMHU3aTOPY CTPOUTH OoJjiee
ObICTPBIC ILJIAHBI, UCHOJIB3Ys IOJIyUCHHBIE JIONOJHUTEIbHBIC JTaHHBIC.
O0BbEM CTATHCTUKHY J1IJIT KOHKPETHOT'O TOJI MOYKET ObITh 3a/1aH KOMAHIOI
ALTER TABLE ...SET STATISTICS.

e effective cache size

9ror mapamerp coobmaer PostgreSQL mpumepHbIiit 00béM daitoBoro
K9II1a OHepa]_[I/IOHHOﬁ CHUCTEMBI, OIITUMU3aTOP HUCIIOJIB3YET 3Ty OIECHKY JJIA
HOCTPOEHHA IIJIaHa, 3aIpoca .

[Iycts B Bamem xkommnbiorepe 1,5 I'B mamsaru, mapamerp shared buffers
ycranoier B 32 MB, a mapamerp effective cache size B 800 MB.
Ecmu 3anpocy myxuo 700 MB mannbix, To PostgreSQL omenut, aTo Bce
HY>KHBIE JIaHHBIE YK€ €CThb B IIaMsTH W BbIOepeT OoJiee arpecCuBHBIN
IUIaH C WKCIIOJIb30BaHMeM WHHJEeKCOB u merge joins.  Ho ecmm ef-
fective _cache size Oymer Bcero 200 MB, To onrtumuzarop BIOJIHE
MOXKeT BbIOpaTh Oojiee 3(MPEKTUBHBIN I JTUCKOBOH CHCTEMBI ILIaH,
BKJIFOUAIOIINAN ITOJHBIN ITPOCMOTP TaOJIHIIH.

Ha BoiesienroM cepBepe nmeeT cMbici BeicTaB/iaTh effective cache  size
B 2/3 or Bceil onepaTuBHOI IIaMsITH; Ha CepBepe C JIPYTUME
IPUJIOZKEHUSIMU CHava1a Hy?KHO BBIYIeCTh n3 Beero oobema RAM pasmep
jnckoBoro katma OC U maMATh, 3aHATYIO OCTAJTBHBIMEU ITPOTIIECCAMMU.

e random page cost

[lepemennasi, yka3blBaloliasg Ha YCJIOBHYIO CTOMMOCTb WHJIEKCHOI'O
JIOCTYIIa K CTpaHulaM JIaHHbiX. Ha cepBepax ¢ OBICTPBIMU JUCKOBBIMU
MaCCUBaMU WMMeeT CMBICJT YMeHbIaTh HW3HAYaJIbHYI0 HACTPOIKY J10
3.0, 2.5 mwm paxe g0 2.0. Ecim ke axkTumBHag dYacTh Ballei
0a3bl JJAHHBIX HAMHOI'O OOJIbIIIE pa3MepPOB OIEPATUBHON ITaMSTH,
onpoOyiiTe MoHAThH 3HaYeHue mapamerpa. MoxKHO 10JI0NTH K BBHIOODY
OIITUMAJIbHOI'O 3HAYEHUS M CO CTOPOHBI MPOU3BOIUTEILHOCTH 3aIIPOCOB.
Ecan nmaHupoBIUK 3aIpocoB dalie, YeM HeOOXOIUMO, IPEIIIOINTAEeT
nocJjiefloBaTesibHble  TPOCMOTPBI  (sequential scans) mpocMorpam ¢
ucnosb3oBanneM uHjekca (index scans), moHmkaiive 3Hadenume. U
HaoOOPOT, €ec/Iu IUIAHWUPOBIIUK BBIOUPAET IIPOCMOTP II0 MeIJIeHHOMY
WHJEKCY, KOTJa He JIOJIKEH 3TOr0 JiejlaTh, HACTPONKY WMEeT CMBICIT
yBeInUUThL.  llocie w3Mmenenms THIATETHHO TECTUPYHTE PE3yTHTATHI
Ha MaKCHMAaJIbHO ITHPOKOM Habope 3ampocoB. Hukorma He omyckaiite
snadenne random page cost mmxke 2.0; ecim BaM KaxKeTcsd, YTO ran-
dom page cost HY2KHO eIlle TOHUKATh, pa3yMHee B 3TOM CJIydae MEHATD
HACTPOUKN CTATUCTUKHU ILJIAHIPOBIIUKA.

1yKa3bIBaeT IIJTAaHUPOBIMUKY Ha pPa3Mep CaMOoro OobIIOro 00LEKTa B Oaze JTaHHBIX,
KOTOpLIfI TEOPETUICCKH MOXKET OBLITh 3aKemrupoBaH
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2.3. Hucku u dailyioBble CUCTEMBI

Co6op crarucTuku

Y PostgreSQL Takxke ecTh coeruajbHas IOJACHCTEMa — COOPIIUK
CTaTUCTHUKHU, — KOTOpPasl B peaJIbHOM BpEMCHUA CO6I/IpaeT JaHHbIC 06 AKTUBHOCTHU
cepBepa. [lockobKY ¢O0OP CTATUCTUKE CO3/IAET JIOMOTHUTEbHbIE HAKJIAIHbIE
pacxobl Ha 6a3y JaHHBIX, TO CUCTEMa MOXKeT OLITH HAaCTPOeHa Kak Ha cOop, Tak
1 He cOOp CTATHCTHKHU BOOOINE. DTa CHCTEMa KOHTPOJIUPYETCS CJIELYOIIIME
napamMeTpaMu, IpUHUMAIMUMI 3HadeHus true/false:

e track counts Br/OYATH JiK COODP CTATUCTHUKH. [Io ywmosrganuio
BKJIFOUEH, TOCKOJIbKY autovacuum jieMoHy TpebyeTrcs cOOp CTATUCTUKM.
OTkI0O9aiiTe, TOJHKO €CJIU CTATUCTUKA BaC COBEPIIEHHO HE MHTEPecyeT
(kak u autovacuum).

e track functions  orciekuBaHme — UCHOJIB30BAHUS  OIMPEJCTICHHBIX
oJIb30BaTeieM (DYHKITHN.

e track activities mepejaBaTh Jiu COOPIIUKY CTATUCTHKU WHMOPMAIUIO O
TEeKYIIeil BBIIOJHAEMON KOMaH/e W BPEMEHHM HadaJia €€ BBIIOJTHEHUS.
[To ymosrqanuio sTta BO3MOXKHOCTHL BKJjOYeHa.  (CJie/lyeT OTMETHTD,
9TO 3dTa I/IH(I)OpMaH‘I/IH 6yﬂeT JOCTYIIHQ TOJIbKO IIPUBUJICTUPOBAHHBIM
[IOJTb30BATE/ISIM U TOJIb30BATEIsIM, OT JIUIAa KOTOPBIX 3allyIIeHBI
KOMaH/Ibl, TaK 9TO IpobJieM ¢ 6€30I1aCHOCTHIO OBITH HE JOJIKHO.

J/lanHble, TOJlydeHHBbIE COOPIMUKOM CTATUCTHUKH, JIOCTYIHBI —Yepe3
crenuaJjbHble CUCTEMHBIE TIpejcTaBieHns. llpu ycranoBkax 1Mo yMoT4aHUIO
cobupaeTcs OYeHb MaJjio UHGMOPMAIMKE, PEKOMEH/yeTCsl BKJIIOUYUTH BCeE
BO3MOXKHOCTH: JIOTIOJIHUTE/IbHAs HATPY3Ka Oy/IeT HEeBeJUKa, B TO BPEMs KakK
OJTy9eHHbBIE JAHHBIE MO3BOJISIT ONTHMU3NPOBATH HCIIOIH30BAHIE WHIIEKCOB (a
TaKzKe MOMOTYT ONTHMAJILHON pabore autovacuum JeMOHY ).

2.3 Jluckm n ailioBele CUCTEMBI

OueBH/IHO, YTO OT KAYeCTBEHHOW JIMCKOBOI IIOJCUCTEMBI B CEpBEpe
B/l 3aBucuT Hemasiag YacTb HPOU3BOJUTE/HLHOCTU.  Bompockl BbIOOpa U
TOHKOJ HACTPOMKM <«zKeJje3a», BIpOoYeM, He ABJIAI0TCA TeMON HaHHOU IJIaBbI,
OrpaHUYINMCS YPOBHEM (DailjIOBOI CUCTEMBI.

Exunoro wmuenums wHacuér Haumbosiee moaxojsdmeit i PostgreSQL
daitsioBoit cucTeMbl HET, MOITOMY PEKOMEHJLYeTCs HCIIOJIb30BATh TY, KOTOPas
JIydIlle BCETO IOJJIEPYKUBAETCS Balllell ollepalrinoHHoit cucremoii. [Ipm srom
YUTHUTE, YTO COBPEMEHHbIE KYPHAJUpYIolue (hailjiloBble CUCTEMbI HE HAMHOI'O
MeJ[JIeHHee HeXKYPHAJIUPYIONINX, a BBIUTPBHIINT — OBICTPOE BOCCTAHOBJIEHWE
rocJie c00eB — OT UX UCIOJIL30BAHUS BEJIUK.

Bbr jlerko MoKeTe TOJIYYUTH BBIUTPBINT B IIPOU3BOIUTEIHLHOCTH 0e3
11060IHBIX 3P PHEKTOB, ec/ii MPUMOHTUPYETE (PAJIOBYIO CHCTEMY, COIEPIKAIILY IO
0a3y JaHHBLIX, C IapaMeTpoM hoatime!.

lnpu 3TOM He GyIeT OTCIEKUBATHLCS BpPeMsl IOCJICTHErO JOCTYIA K ailry
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2.3. Hucku u dailyioBble CUCTEMBI

[Tepenoc xypHaJia TpaH3aKIuil Ha OTAEJIbHBIN JTICK

[Ipu mocryme K aucKy H3PAHOE BPEMsI 3aHUMAaeT He TOJBKO COOCTBEHHO
qTeHne JAHHBIX, HO U IIepEMeIleHe MAarHUTHOM MOJIOBKH.

Eciin B Baiiem ceppepe eCTh HECKOJIBKO (DU3UIECKUX JIUCKOB (HECKOTIBKO
JIOTHYECKUX PA3/Ie/I0B Ha OJHOM JIHUCKE 3/1eCh, OYEBUIHO, HE TIOMOI'YT: IOJIOBKA
BCE paBHO OyJeT OJiHA), TO BBl MOYKeTe pasHecTH (ailibl 6a3bl JAHHBIX U
JKypHaJ TPaH3aKIUi 10 PasHbIM JuckaM. JlaHHBIE B CerMeHTBI »KypHAaJsa
AT TCsI ITOCJIe0BATEIbHO, DOJIee TOrO, 3aIMCH B »KypHAaJIe TPAH3aKIUil cpasy
cOpachIBAIOTCS Ha JIMCK, TO9TOMY B CJIydae HAXOXKIEHWT ero Ha OT/IeTbHOM
JINCKe MarHUTHasl TOJIOBKa He OyJeT JIUIMHUN pa3 JBUTaThCA, YTO ITO3BOJIAT
YCKOPHUTD 3aIIUCh.

[Topsinok neitcTBuMii:

e Ocranosure cepsep (!).

o [lepenecure karanoru pg_ clog u pg xlog, maxongdmuiica B Katasaore c
6a3aMu JIAHHBIX, HA JPYTO JHCK.

CosnaiiTe Ha cTApOM MECTe CHMBOJIMYECKYIO CCHLIKY.

Samycrure cepsep.

[IpumepHo TakuM 2Ke 0Opa30M MOXKHO TII€PEHECTH U YacTh (Dailjios,
COJIepKAINX TaOJIUIBI U WHJEKCHI, Ha JIPYroil JUCK, HO 3JieCh MOTpedyeTcs
00JIbIIIe KPOIIOT/JINBONW PYYHON pPabOThI, a IPU BHECEHUN W3MEHEHUl B CXeMY
6a3bl POIELYPY, BO3BMOXKHO, MPUIAETCS TTOBTOPUTD.

CLUSTER

CLUSTER table | USING index | — komanja Jjisi yHnopsiji0uuBaHue
zamnuceil TabJMIBI Ha JUCKE COIJIACHO MHJIEKCY, 9YTO WHOIJA 3a& CYer
YMEHBIIEHUsI JOCTYIIa K JUCKY YCKOpSIeT BBIIOJHEHHE 3alpoca. Bo3MOKHO
€O3/IaTh TOJBKO OMUH (PUBMIECKHIl MOPSIOK B TAOJIUIE, ITO3ITOMY M TabJIHIA
MOZKeT UMEeTh TOJBLKO OJWH KJACTepHBIH nHaekc. [Ipn TakoM ycaoBUM HYZKHO
TINATEIHHO BHIOMPATH, KAKOM MHIEKC OYIeT NCI0/Ib30BaThCs /I KJIACTEPHOTO
MHJICKCA.

Kacrepuzanus 1o HHIAEKCY MO3BOJISIET COKPATUTD BPeMsi IIOMCKa, 110 JUCKY:
BO BpEMs IIOMCKa II0 MHJEKCY BBIOOPKA JAHHLIX MOXKET OLITh 3HAYUTEILHO
ObIcTpee, TaK Kak II0CJIeI0BATEILHOCTD JAHHLIX B TAKOM K€ IOPSJIKe, Kak
n uHgekc. V3 MumHYyCcOB MOXKHO oTMmeTuTh TO, uro KoMmaHma CLUSTER
tpedyer «ACCESS EXCLUSIVE» 6/I0KHPOBKY, 9TO IpeIoTBpaIlaeT JIoObie
JIDyTHe OIEepalluyl C JIAHHBIX (YTE€HWs] U 3alliCH) I[OKa KJjacTepusalys He
3aBEPINNAT BhINOJIHEHNE. Takxke Kiacrepusaliust wHjekca B PostgreSQL we
YTBEPXKJIAeT YEeTKHUil IMOPSJIOK CJIeJIOBaHUsI, IO3TOMY Tpebyercst IIOBTOPHO
BoinoiHATE CLUSTER a1 momep:kanust TabIuIbl B IOPSIKE.
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2.4. llpumepnl HACTPOEK

2.4

[IpuMepsl HacTpoeK

CpegnecraTucTndyeckast HaCTPOMKa /I MaKCHMAJIbLHOI

IIPOU3BOJUTEJILHOCTHN

Bo3MOXKHO /17151 KOHKPETHOTO CJIyUasi JIydIlie MO0y T JApyTrie HaCTPONKH.
Baumarenbno wusyumre JaHHOE PYKOBOACTBO u  HacTpoiite PostgreSQL
ONUPAasCh HA TY UH(MOPMAIIHIO.

RAM — pasmep namsaTu;

shared buffers = 1/8 RAM wnu 6osbire (no ne 6osee 1/4);

work mem B 1/20 RAM;

maintenance work mem B 1/4 RAM,;

max_fsm_relations B mranupyemoe kos-Bo Tabuaur B 6azax * 1.5;
max_fsm_pages B max_fsm_relations * 2000;

fsync = true;

wal sync method = fdatasync;

commit_delay = ot 10 1o 100 ;

commit_siblings = ot 5 ji0 10;

effective_cache size = 0.9 or 3mauenus cached, koropoe mnokaswiBaer
free;

e random page cost = 2 g OBICTPBIX cpu, 4 I MeJIJIEHHBIX;
e cpu_tuple cost = 0.001 ms 6picTpobix cpu, 0.01 Jj18 MeJIeHHDIX;
e cpu_index tuple cost = 0.0005 s ObicTpbix cpu, 0.005 s

MeEIJICHHDBIX]

e autovacuum = on;
e autovacuum vacuum _threshold = 1800;
e autovacuum _analyze threshold = 900;

CpegnecraTucTndeckast HaCTPONKA JIJIss OKOHHOT'O ITPUJIOXKEHIS

(1C), 2 I'B namarn

maintenance work mem = 128MB
effective cache size = 512MB
work mem = 640kB

wal buffers = 1536kB

shared buffers = 128MB
max_connections = 500

CpennecraTuctuyieckasi HacTpoiika st Web npuioxkenusi, 2 I'B

ITaMATHU

maintenance work mem = 128MB;
checkpoint completion target = 0.7
effective cache size = 1536MB
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Line 1

2.5. ABTOMATHYECKOe CO3JIaHMe ONTUMAJBHBIX HACTPOEK: pgtune

work mem = 4MB

wal buffers = 4MB
checkpoint _segments = 8
shared buffers = 512MB
max_connections = 500

CpegnecraTuctndeckast HacTpoiika it Web npuioxkenus:, 8 I'B
HaMSITU

maintenance work mem = 512MB
checkpoint completion target = 0.7
effective _cache size = 6GB

work mem = 16MB

wal buffers = 4MB

checkpoint segments = 8

shared buffers = 2GB
max__connections = 500

2.5 ABromMaTuueckoe co3JaHue OINTHMAJIbHBIX
HACTpPOEK: pgtune

Hng  ontummzanum  wacrpoek ura  PostgreSQL  Gregory  Smith
cosman yruauTy pgtune! B pacuére Ha obecliedenue MaKCHMAJIbLHOL
[IPOM3BOINTE/ILHOCTH I 3a/[aHHON alapaTHoll KOHMUrypamun. Y TUIATA
[IPOCTa B UCIIOJb30BAHUE U BO MHOIUX Linux cumcremax MOXKeT UJITH B COCTABE
nakeToB. Hcym ke HeT, MOXKHO IPOCTO CKadYaTh apXWB M pacnakoBaTb. Jliis
HAYAJIA:

Ko 2.1 Pgtune

pgtune -i $PGDATA/postgresql.conf \
-0 $PGDATA/postgresql.conf.pgtune

ommuei -i, --input-config ykaspiBaem Tekymmuii daiin postgresql.conf, a -o,
--output-config yKazbiBaeM uMs daiiia s HoBoro postgresql.conf.
Ectb Tak:ke JOMOJHUTEIbHBIE OMIUN JIJIsT HACTPONKHN KOH UTa.

e -M, --memory Mcnoib3yiiTe 3TOT napamerp, 4TOObI OIPEJIETUTD OO
obbeMm cucreMHoOil mamsTu. Ecim He ykazano, pgtune Oymer HMbITATHCS
HCITOJIb30BaTh TEKYIIUH 00beM CHCTEMHON HMaMSITH.

e -T, —type YKasweBaer tun 6a3bl gaHabix. Ommum: DW, OLTP, Web,
Mixed, Desktop.

® -c, --connections YKa3blBaeT MAKCUMAJIHLHOE KOJUIECTBO COE/IMHEHUI.
Ecin on me ykazan, To Oyger OpaTbCs B 3aBUCHUMOCTH OT THIIa Oa3bl
JTAHHBIX.

thttp:/ /pgtune.projects.postgresql.org/
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2.6. Onrnvuzanusa BJI u npuioxkennst

Xouercs cpaly g006aBUTh, 4TO pgtune He mnaHales /i ONTUMU3AIAN
nacrpoiiku PostgreSQL. Muorue wnacTpoiiku 3aBUCAT HE TOJBKO OT
anmapaTHoOll KOH(UIYpallu, HO # OT pa3Mmepa 0a3bl JaHHBIX, YHUCJIA
COCJIMHEHUN ¥ CJIOXKHOCTH 3aIPOCOB, TaK YTO ONTHMAJIHLHO HACTPOUTH 0a3y
JAHHBIX BO3MOXKHO TOJIBKO YYUTBIBaA BCE 3TU IIAPAMETPHI.

2.6  Onrummzanusg BJ/1 n npuioxkenus

st ObIcTpoit paboThl KaxKJIO0I'o 3alpoca B Balleil 0a3e B OCHOBHOM
TpebyeTcst ClIeIyroIee:

1. OrcyrcTBue B 6a3e Mycopa, MEIIAIONIEro J00PAThCA JI0 AKTYaIbHbIX
JaHHBIX. MoKHO chOPMYyIMPOBATD JIBE 0138/ IaMH:

a) I'pamornoe mpoektupoBanue 6a3pl. OcBeleHHe 3TOrO BOIPOCA
BBIXOJIUT JIAJIEKO 38 PAMKU 9TOM KHUTH.
b) Cb6opka mycopa, Bo3uukaromiero npu pabore CYB/I.
2. Hajmmame ObICTPBIX IMyTell JIOCTyTa K JIAHHBIM — HHJICKCOB.
3. Bo3MOXKHOCTE HCIOIB30BAHNS ONTUMU3ATOPOM ITHX OBICTPBIX ITyTeil.
4. O6X0/ M3BECTHBIX IIPODOJIEM.

[Tonnep:kanne 6a3bl B MOPSIIKE

B namnom pasjesie omnumcaHbl JefiCTBHUSI, KOTOPHIE JOJIYKHbBI II€PUOTUICCKA
BBINIOJIHATHCS I Kaxkaoir 6aszbl.  OT paspaborunmka TpebyeTcs TOJBKO
HACTPOUTH WX ABTOMATHYECKOE BBINOJHEHHe (IIPU MTOMOIIU Cron) U OIBITHBIM
Iy TEM TI000paTh ONTUMAIBHYIO YaCTOTY.

Komanna ANALYZE

Cayxur 1 OOHOBJIEHUsST HHGOPMAIUA O PaCIpEIeJICHHH [TaHHBIX B
Tabmie.  DTa wHMOPMAIUs KCIOAb3YeTCsT ONTHMU3aTOPOM JIJIsT BBIOODA
HanboJjiee OBICTPOrO ILJIaHA BBIIOJIHEHHS 3aIIpPoca.

O6bran0 KOMaHa ucnosb3yercss B ¢Bsa3ke ¢ VACUUM ANALYZE. Eciu
B 0Oase ecTh TabJINIBI, JaHHBIE B KOTOPBIX HE U3MEHSIOTCS U He VIAJIAIOTCS, a
JINIIB JTOOABJIAIOTCSI, TO JIJIg TaKUX TAOJIUIL MOYKHO HCIIOJIB30BATH OTAEIbBHYIO
koMmany ANALYZE. TakxKe ¢cTOUT HCIIOIB30BaTh 3Ty KOMAH/LY /IS OTAEIbHOM
TaOJINIIBI TIOCJIE JTODABJICHNS B HeE OOJIBIITOr0 KOJIMIECTBa, 3AIINCe.

Komanna REINDEX

Komanna REINDEX wucnosb3yercss it EPeCTPOUKH  CYIIECTBYIONTUX
UHJIEKCOB. VIco/Ib30BaTh €€ MMEeT CMBICI B CJIydae:

® [I0pYM MH/IEKCA;
® I[IOCTOSIHHOI'O YBEeJIMUEHUsl ero pa3Mepa.
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2.6. Onrnvuzanusa BJI u npuioxkennst

Bropoit ciyuait Tpedbyer nosicnennit. WHjaekc, Kak u TabJIHIA, COMEPIKUAT
O/lokn co crapbiMu Bepcusamu 3amnmceir.  PostgreSQL mHe Bcerma mozker
3aHOBO HCIIOJIB30BaTh TU OJIOKU, W O3TOMY (haill ¢ MHIEKCOM ITOCTEIEeHHO
yBeJIMYUBaeTCsd B pa3Mepax. Ecim nanabie B TabJIHIE 9aCTO MEHSAIOTCS, TO
pacTu OH MOKeT BecbMa, OBICTPO.

Ecan Bbl 3aMermin 110100HOE IIOBEIEHHE KAKOIO-TO HHJIEKCA, TO CTOUT
HACTPOUTHL JIJId HEro Iepuojmdeckoe BbioaHeHne KoMaHibl REINDEX.
Yuarure: komauga REINDEX, kak 1 VACUUM FULL, nonHocTbio 6/10KHpyeT
TaOJINILY, TO3TOMY BBIIOJHATH €€ HaJ0 TOrJa, KOrja 3arpys3ka cepBepa
MHUHUMAaJIbHA.

Vcnonb3oBaHue MHIEKCOB

OmnbIT  TOKa3bIBaeT, YTO HamboJiee 3HAYUTETbHBIE MPOOJEMBI €
[IPOUBBOJINTEIBHOCTHIO  BBI3BIBAIOTCS  OTCYTCTBUEM — HYKHBIX — HHJIEKCOB.
[TosroMy CTOJMKHYBIIUCH C MEJJIEHHBIM 3allDOCOM, B IEPBYIO OYEPE]ib
[IPOBEPBLTE, CYIIECTBYIOT JIM HUHJEKCHI, KOTOPbIE OH MOXKET HUCIOJIb30BaTD.
Ecmu mer — mocrpoiite ux. Uzjumiiek WHIEKCOB, BIPOYEM, TOXKE UYpeBaT
IpodIEMaMMU:

e KomaHapl, n3MeHSIONINe JaHHble B TaOJIMIE, HOJ2KHBI M3MEHUTh TaKKe
u uHjgeKcbl. O4eBUIHO, YeM OOJIbINe MHIEKCOB IIOCTPOEHO JJIst TaOJIUIIbI,
TeM MeJiJIeHHee 9TO OyIeT IIPOUCXOIUTh.

e OnrumuzaTop nepedbupaeT BO3MOXKHBIE IIYTH BBIIOJHEHUS 3aIllPOCOB.
Ecimu mocTpoeHo MHOTO HEHYXKHBIX HHIEKCOB, TO 3TOT Iepedbop Oymer
WJITHU JIOJIBIIIE.

EjuncTBeHHOE, 9TO MOYKHO CKa3aTh C OOJIBIIONW CTEIEHBIO ONPEJIeIEHHOCTH —
OJIs, SIBJIAIOIIMECs BHEIIMMU KJIIOYaMU, U TO0JIA, 110 KOTOPBIM O00be TUHSIOTCS
TabJIAIBI, HHICKCHPOBATH HAI0 00sS3aTeIbHO.

Komanga EXPLAIN [ANALYZE]

Komanga EXPLAIN [3ampoc| mokaseiBaet, kakum obpaszom PostgreSQL
cobupaercst BbIosiHATh Bai 3arnpoc. Komanga EXPLAIN ANALYZE [3ampoc|
BBLINOJIHAET 3aIpoc’ ¥ MOKa3blBaeT KaK M3HAYAIBHBIN ILIaH, TaK M PeasbHbIi
IPOIIECC €0 BBIOJIHEHUS.

YUrenne BLIBOAA 3TUX KOMAHJ — HCKYCCTBO, KOTOPOE MPHUXOIUT C OIBITOM.
st nawasa obparaiite BHUMaHUE Ha CJIe/LyOIIee:

e llcmosb3oBanme mMOIHOrO IIPOCMOTPa TabInIBL (seq scan).
e llcnonb3oBanne HamboJiee IMPUMUTHBHOIO CIIOCO0a 00beTMHEHMST TaO NI
(nested loop).

4 nosromy EXPLAIN ANALYZE DELETE ... — He CAHIITKOM XOpOTIast nies
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e /Inga EXPLAIN ANALYZE: w#er Jm OGOJblIMX OTJIAYUHA B
[peJIojiaracMoM KOJIMYECTBe 3alliceil M peasibHO BbiOpanHoM? Ecim
OIITUMHU3ATODP HCIOJIL3YET YCTAPEBIIYIO CTATUCTUKY, TO OH MOXKET
BBLIOMPATH HE CAMbIi OLICTPDI IIJIAH BBLIIOIHEHUS 3aIIPOCa.

Cremyer OTMETUTH, YTO IMOJHBIH MPOCMOTDP TaOJUIBI JTajeKO He BCerja
MeJ[JIEHHee IIPOCMOTPa 110 uHjekcy. Eciu, nanpumep, B TabJiuiie—CripaBOIHIKE
HECKOJIBKO COTEH 3alliCell, YMEIAIONXCS B OJJHOM-JIBYX OJIOKax Ha JIUCKE, TO
HCII0JIb30BaHUE MHJEKCA IPUBEIET JUIIL K TOMY, YTO HPUAETCA YUTATH €Ie
U Iapy JIMITHUX OJIOKOB MHJeKca. Ecam B 3ampoce npuaércs Boioparsh 80%
zanuceii u3 60JIBIION TAOJIMITBI, TO MOJHBIA MPOCMOTD ONSATH YKe IOJIYIUTCS
obICTpEE.

[Ipu tecrupoBanun 3ampocoB ¢ wucnojbzoBanmem EXPLAIN ANA-
LYZE M02kHO BOCIIOJIb30BaThCs HACTPOMKAMU, 3aIPEIIAIONIIMUA OIITUMU3aTOPY
HCIIOJIb30BaTh OIPEJIe/ICHHBIE IIaHbI BhIoIHeHnA. Hampumep,

SET enable seqscan—false;

3alPeTUT HUCIOJIB30BAHUE IIOJHOIO IIPOCMOTPa TAOJIHUIbI, U BbI CMOXKETE
BBISICHUTDB, IIpaB JIM OBbLI ONTHUMU3aTOpP, OTKA3bIBasiCh OT WUCIIOJIH30BaHUS
nHjekca. Hu B KoeM ciiydae He cjejyeT HPOIHUCHIBATH MO00OHBIE KOMAH b
B postgresql.conf! DTo MoKeT yCKOPUTH BBITOJTHEHNE HECKOJIBKUX 3aIPOCOB,
HO CHUJIBHO 3aMeJJIUT BCe OCTaJbHbIE!

Wcnonib3oBanne coOpaHHOM CTATHCTUKA

Pesynbrarhl paboThl cOOPIMIKA CTATHCTUKN JOCTYIIHBI Y€pe3 CIIeIHaJIbHbIe
CUCTEMHBIE IIPeJCTaBJIEHUS. Hanbostee wunHTEpecHbI I HAIIUX Iiejeit
CJIETYIONTHE:

e pg stat user tables comep:kur — I KaxKJI0#l TOJb30BATETHCKON
Tab/uibl B TeKymieil 6a3e JMaHHBIX — O0INee KOJIMYECTBO ITOJTHBIX
IIPOCMOTPOB U TMPOCMOTPOB € WCIOJIB30BAHMEM WHJIEKCOB, OO0IIue
KOJTMYECTBa 3amluceil, KOTOpble ObLIM BO3BpAICHLI B PE3yJIbTATe
000WX THIIOB MPOCMOTPA, & TaKyKe OOIMUe KOJIMYIECTBa BCTABIEHHBIX,
M3MEHEHHBIX W YJIAJIEHHBIX 3aITUCEN.

e pg stat user indexes comep:KuUT — JJIg KayKJOTO IMOJB30BATETHCKOTO
UHJIEKCa B TeKyIeil 06a3e JAHHBIX — O0IIee KOJUYECTBO MPOCMOTPOB,
UCIIOJIb30BABIINX 3TOT WHJIEKC, KOJMYECTBO ITPOYUTAHHBIX 3alluCell,
KOJIMYECTBO YCIIEITHO MPOYNTAHHBIX 3amuceil B Tabiuie (MOXKeT ObITh
MEHBIIIE MPEJBbIIYINEero 3HadYeHUs, €eCJIu B WHJEKCE €eCTb 3alllCH,
yKas3bIBaOIINe Ha yCTapeBIlne 3aliCh B TabJIuIe).

e pg statio user tables comepkutr — I KaxKJ0W TOJIB30BATETbCKOM
TabJIMIBI B TeKyleil 0ase JJaHHBIX — 00Imee KOJUIeCcTBO OJIOKOB,
MIPOYUTAHHBIX U3 TaOJIUIIBI, KOJTMIECTBO OJIOKOB, OKA3ABIIUXCS MIPU ITOM
B Oydepe (cm. myskr 2.1.1), a TakyKe aHAJOTUIHYIO CTATHCTUKY JIJIsI
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BCEeX MHJEKCOB I10 TaOJIMIE U, BO3MOXKHO, I10 CBSI3aHHOW ¢ Heil TabJmiieit

TOAST.
N3z stnx Hpe,ZLCTaBJ'IeHI/IIU/I MO2KHO Yy3HaTb, B 9aCTHOCTH:

e Jng xakux TabJIUI CTOUT CO3JaTh HOBBIE HHJIEKCHI (MHIUKATOPOM
CIAYKUT OOJIBINIOE KOJIUYECTBO IMOJIHBIX MPOCMOTPOB U OOJIBIIOE
KOJIMYECTBO TIPOYUTAHHBIX GJIOKOB).

e Kakne wHIeKCBI BOODIIE He UCIOJIb3YIOTCA B 3ammpocax. VX mmeer cMbICT
VJIaJUTh, €CJIM, KOHEIHO, Pedb He UJIET 00 MHIEKCaX, 00eCIeInBaIONIX
soinosiHerne orpanndenuit PRIMARY KEY u UNIQUE.

e JlocTaToden jim 06bEM Oydepa ceppepa.

Tak>ke BO3MOXKEH <«JIJIyKTHUBHBII» TIOJXOJ, IIPU KOTOPOM CHada/a
co3/1aéTcst DOJIBITIOE KOJIMIECTBO NHJIEKCOB, & 3aT€M HEUCIIOJIb3yeMble UHICKChI
VIAJIAIOTCA.

BosmoxknocTn nngekcoB B PostgreSQL

OyHKIMOHAIBHBIE UHCKCHI BbI MOXKeTe MOCTPOUTH MHJEKC He TOJBKO IO
IIOJTI0 / HECKOJIBKUM TIOJIsIM TaOJIUIIbl, HO ¥ 110 BBIPAYKEHUIO, 3aBUCSIIEMY OT
nosteit.  Ilycrs, mampumep, B Barmeit tabsuie foo ectbp mose foo name, u
BBIOOPKH 9aCTO JIe/Ial0TCs 10 YCIOBUIO «IepBasi OykBa foo _name = 'Oyksa’, B
JII00OM perucTpes. Bbl MoxkeTe co3/1aTh WHJIEKC

CREATE INDEX foo name first idx
ON foo ((lower(substr(foo_name, 1, 1))));

U 3aI1pOC BHUJIA

SELECT * FROM foo
WHERE lower(substr(foo name, 1, 1)) = ’br’;

OyJeT ero ucIoJab30BaTh.

Yacruunele wuHgekcol (partial indexes) Ilom wacTuaHbIM — UHIEKCOM
rnounmaercss uajekce ¢ npegukarom WHERE. Ilycts, mampumep, y Bac ectb
B Oase tabsmia scheta ¢ mapamerpom uplocheno Tuma boolean. 3ammceii, e
uplocheno = false menbire, gem 3ammceit ¢ uplocheno = true, a 3ampocsl 1o
HUM BBIOJTHAIOTCS 3HAUUTEILHO Jale. Bbl MoxkeTe co3/1aTh UHJIEKC

CREATE INDEX scheta_neuplocheno ON scheta (id)
WHERE NOT uplocheno;

KOTOPBIil Oy/IeT UCIO0JIB30BATLCS 3aIIPOCOM BUJIA
SELECT * FROM scheta WHERE NOT uplocheno AND ...;

JlocTOMHCTBO 10/IX0/Ia B TOM, YTO 3allUCH, HE YJIOBJIETBOPSIOIINE YCJIOBHIO
WHERE, npocTto He monajyT B UHJIEKC.
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[Iepenoc jiorukn Ha CTOPOHY cepBepa

ODTOT MYHKT OYEBUJEH JIJIsi ONBITHBIX ToJib3oBaTeneii PostrgeSQL u
[peJHAa3HAYEH JJIsT TeX, KTO HUCIOJab3yeT uan mepeHocuT Ha PostgreSQL
IPUJIOZKEHUsI, HAIIMCAHHbIE M3HAYaIbHO U1 O6ostee mpuMuTuBHbIX CYB/I.

Peanuzarust wactu JIOTMKW  Ha CTOPOHE CcepBepa  depe3  XPaHUMbIE
HpoNeypbl, TPUITepbl, NpaBuaal YacTo I03BOJILET YCKOPUTHL paboTy
npuioxkenus. JleficTBUTEIbHO, €CJIU HECKOJIBKO 3alpOCOB OO0bLEIUHEHBI B
HIPOIIETYPY, TO He TpebyeTcs

® TIepPEeChIJIKa ITPOMEXKYTOUHBIX 3allPOCOB Ha CEPBED;
® 1I0/IyYeHHE MPOMEXKYTOUYHBIX Pe3yJIbTATOB Ha KJIUEHT U X 00paboTKa.

Kpome Toro, xpanumblie MmpOIEAypbl YIIPOIIAIOT IPOIECC PaspabOTKU U
MO/IJIEPKKU:  M3MEHEeHWs] HaJ0 BHOCUTH TOJHKO Ha CTOPOHE cepBepa, a He
MEHSATH 3aIIPOChl BO BCEX IMPUJIOKEHUIX.

OnruMusalust KOHKPETHBIX 3aIPOCOB

B »sroM pasjesie ONMCBHIBAIOTCA 3aIPOCHI, JJIsT KOTOPBIX 110 PA3HBIM
MIPUYUHAM HEJTb3s 3aCTaBUTH OINTUMHU3ATOP UCIOJIb30BaTh HHJIEKCHI, 1 KOTOPHIE
Oy/JyT Bcerjia BBI3bIBATH MOJHBIA MPOCMOTP Tabymibl.  TakuMm obOpasoM,
ecim BaM TpeOyeTcsd WCHOJb30BaTh 3STH 3alpochl B TpebOBATETHLHOM K
OBICTPOIEMCTBUIO TPUJIOYKEHIH, TO TPUJAETCA UX U3MEHUTD.

SELECT count(*) FROM <orpomuas rabimra >

Oyukius count() paboTaer OUeHb MPOCTO: CHAYajia BBIOMPAIOTCS BCe
BAINCH, YJIOBJIETBOPSIOIIIE YCJIOBUIO, & IOTOM K MOJIyY€HHOMY HA0OpY 3arucei
NIpUMeHsIeTCs arperaTHad (YHKIUSA — CUYUTACTCA KOJUYIECTBO BBIOPAHBIX
crpok.  Wubopmarus O BHAMNMOCTH 3allMCHA JIJIsI TEKyIIel TpaH3aKInn
(2 KOHKYPEHTHBIM TPaH3aKIMsIM MOXKeT ObITb BHJIUMO Pa3HOE KOJIUYECTBO
sanmceil B Tabsmie!)  He XpaHUTCS B WHJEKCE, I[O9TOMY, JIayKe eCyIH
HCIIOJIB30BATDh JIJIsI BBIIIOJIHEHUA 3aIllPpOCa MH/CKC IIEPBUYHOI'O KJIIOYa Ta6J'H/H_H)I,
BCE paBHO MOTpedyeTcs YTeHue 3amuceii cobcTBeHHO n3 bailia TabIHIbI.

[Ipobsrema 3armpoc Buga

Ko 2.2 SQL
SELECT count (*) FROM foo;

OCYTIIECTBJISIET TTOJTHBIA TPOCMOTP Tab uIbl foo, 910 BechbMa M0JT0 JyTs TabJInTL
¢ OOJIBIITUM KOJTUIECTBOM 3alluCeil.

Permenne Ilpocroro permenust npobsieMbl, K CoKajaeHUO, HeT. Bo3MOXKHBI
CJIEJIYIONTNE TTOIXOIbI:

'RULE — peammzosannoe B PostgreSQL pacmmupenne cranpapra SQL, mossossionee, B
YACTHOCTH, CO3/IaBaTh OOHOBJISIEMBIE MTPEJICTABIEHUS]
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Line 1

. Ecoim Tounoe wwmciio 3ammceil He BaKHO, a BaXX€H HOpH,ZLOKl, TO

MOXKHO HCIIOJIb30BaTh HHGMOPMAIINIO O KOJUYIECTBE 3amuceil B TabJmile,
cobpannyfo mpu BbioaHeHnn Koman bl ANALYZE:

Ko 2.3 SQL
SELECT reltuples FROM pg class WHERE relname = ’foo’;

. Ecnu nmopobubie BEIOOPKU BBIIOJIHSIOTCS YacTO, & M3MEHEHHUsI B TabJINIe

JIOCTATOYHO PEJIKH, TO MOXKHO 3aBECTU BCIOMOTaTEJbLHYIO TaOJIUILY,
XpaH4IIyIo 4ncjo 3anuceii B ocHoBHOW. Ha ocnoBHyiO 2Ke Tadsuiry
[IOBECUTH TPUITEP, KOTOPBIN OyJIeT YMEHBINATbh 3TO YHCIO B CIIydae
yJIaJIeHns 3aIUCU W YBEJUYUBATH B CJlydae BCTaBKU. TakuM oOpazoM,
JUUTS TIOJTy9eHUs KOJTMIECTBA, 3aluceil oTpedyeTes JIUIIb BLIOPATH OJTHY
3aIMCh U3 BCIOMOTaTe/TbHON TaOIHITHI.

Bapuwant upenpiymero mojixoga, HO JIAHHBIE BO BCIIOMOTATEIHLHOMN
Tabsinie OOHOBJIAIOTCH dYepe3 OIpeJeIEHHbIE [POMEXKYTKU BPEMEHH
(cron).

Mennennsrit DISTINCT

Texymas peamuzamusas DISTINCT st 601bimmx TabJ/Iui] 04eHb MeJJIeHHA.
Ho Bosmoxkno ucnons3zosars GROUP BY Bzamen DISTINCT. GROUP BY
MOXKET HCIIOJIb30BaTh arperupyroniuii X310, 9TO 3HAYUTEJIHLHO ObICTpee, deM

DISTINCT.

Kox

2.4 DISTINCT

postgres—# select count(*) from (select distinct i from g)
aj
count

Time: 580,553 ms

postgres=# select count(*) from (select distinct i from g)
a;

Time:

36,281 ms

1

«Ha Harem ¢dopyme 6osiee 10000 3aperucTpupoBaHHBIX MOJIB30BATE e, OCTABUBIINX

6osree 50000 coobmienmii!»
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Kox 2.5 GROUP BY

postgres=# select count(*) from (select i from g group by
i) a;

Time: 26,562 ms

postgres=# select count(*) from (select i from g group by
1) a;

Time: 25,270 ms

Y TUINTBI JJIg OIITUMU3alllI 3alIpOCOB
pgFouine

pgFouine! — aro anamsarop log-daiinos g PostgreSQL, ncnosb3yeMblit
JIA TeHepalul JeTaJbHbIX oT4deToB u3 log-daitioB PostgreSQL. pgFouine
[IOMOKET  OIPEJEINTh, KaKhe 3allPOChl CJIeJlyeT OITUMU3UPOBATH B
mnepByto odepenb. pgFouine nanmcan Ha sg3biKe nporpammuponanus PHP
C WCIOJBb30BAaHWEM OOBEKTHO-OPUEHTHPOBAHHBIX TEXHOJOTUH ¥  JIETKO
pacmupsieTcs IS MOIEPKKHU  CHEIUAJIN3UPOBAHHBIX OTYETOB, SIBJISIETCS
cBOOOIHBIM ITPOTPAMMHBIM O0eCIIedeHneM U PaCIpPOCTPAHSIETCS Ha, YCIOBUSIX
GNU General Public License. ¥rtuaura cupoekTupoBaHa TaKUM 00pa30OM,
9100l 00pabOTKa OUeHb OOJIBIIHNX log-daiiioB He TpeboBaJia MHOIO PECYPCOB.

s paborsr ¢ pgFouine cravasna ny»kxHo ckordurypuposatsb PostgreSQL
JII co3aHus HyzKHOro opmarta log-cdaition:

e YT00OBI BKJIIOYUTH IIPOTOKOJIMPOBAHUE B Syslog

Kox 2.6 pgFouine

Line 1 log destination =
- redirect stderr =
- silent mode = on

"syslog’
off

e Jlj1g 3ammcu 3aIpoCcoB, JJIAIIUXCS JOJIBITIE NI MUJITACEKY H/T:

thttp:/ /pgfouine.projects.pgfoundry.org/
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Kon 2.7 pgFouine

Line I log min duration statement = n
- log duration = off
- log statement = ’'none’

Jna  3ammen  KaxkJ0ro  oOpabOTaHHOrO — 3alpoca  yCTAHOBHUTE
log  min duration statement ma 0. YTOOBI OTK/IIOYUTH 3alUCh 3aIIPOCOB,
YCTaHOBUTE ITOT HapameTp Ha -1.

pgFouine — mpocToit B MCIIOJIb30BAHUM WHCTPYMEHT KOMAHHOW CTPOKMU.
Crenytomas komanga co3gaér HTML-oraér co ctanmapTHBIME TapaMeTpaMu:

Kon 2.8 pgFouine
pgfouine.php -file your/log/file.log > your-report.html
C mOMOIIBIO 3TO# CTPOKU MOXKHO OTOOpPa3UTh TEKCTOBBIH OT4ET ¢ 10
3alpocaMi Ha KaxK/Iblil SKpaH Ha CTaHJIapTHOM BBIBOJIE:
Kox 2.9 pgFouine
pgfouine.php -file your/log/file.log -top 10 -format text

Bosiee 10apob6HO 0  BO3MOXKHOCTAX, a TakK:Ke MHOIO  ITOJIE3HBIX
MIPUMEPOB, MO>KHO HaWTH Ha, o uImaIbHOM calita HPOEKTa
pgfouine.projects.pgfoundry.org.

pgBadger

pgBadger! — amasormunas yTtmiauTa, uto um pgFouine, no nammcamas
na Perl. Eme oaHo 60/ibIlloe HPEUMYIIECTBO IMPOEKTa B TOM, YTO OH
6oJiee aKTUBHO cejidac pazpabaTbiBaeTcs (Ha MOMEHT HAIMCAHUS 9TOIO TEKTa
nocseauuii penns pgFouine 6611 B 24.02.2010, a ocsieiasts Bepcus pgBadger —
12.10.2012). Vcranoska pgBadger npocra:

Ko 2.10 Ycranoska pgBadger

tar xzf pgbadger-2.x.tar.gz
cd pgbadger-2.x/

perl Makefile .PL

make && sudo make install

Kax u ¢ ciyuae ¢ pgFouine nyxno macrpouts PostgreSQL soru:

Ko 2.11 Hacrpoiika JjioroB PostgreSQL

logging collector = on

log  min messages = debugl

log min_ error statement = debugl
log min duration statement = 0

log line prefix

ot [%op]: [%l-1] user=%u,db=%d

Thttp://dalibo.github.com /pgbadger/
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log checkpoints = on
log connections = on
log disconnections = on
log lock waits = on

log temp files = 0
[Tapcum soru PostgreSQL wepes pgBadger:

Ko 2.12 Sanyck pgBadger

$ ./pgbadger
~/pgsql/master /pg log/postgresql -2012-08-30 132*

>| Parsed 10485768 bytes of

—_—

10485768 (100.00%)

[ >| Parsed 10485828 bytes of
10485828 (100.00%)

[ =] Parsed 10485851 bytes of
10485851 (100.00%)

[ >] Parsed 10485848 bytes of
10485848 (100.00%)

[ =] Parsed 10485839 bytes of
10485839 (100.00%)

[ >| Parsed 982536 bytes of 982536
(100.00%)

B pesynbrare nomyuaurcs HTML daiiibl, KoTopble cojiepKaT CTATUCTUKY
o 3ampocaMm K PostgreSQL. Bosee moapobHO 0 BOZMOXKHOCTSAX MOXKHO HalTH
Ha odunmagbHoM caiita npoekrta dalibo.github.com /pgbadger.

pg_stat statements

pg stat statements — pacrupenne s cOopa CTATUCTUKHU BBITIOJTHEHUS
3alIPpOCOB B paMKaX Bcero cepsepa. lIpemmyIiecTBo JaHHOIO pacIIUpeHUs B
TOM, UTO €My He Tpedyercsi cobuparh U mapcuTh joru PostgreSQL, xkak 310
nenaer pgFouine u pgBadger. /[na nayaia ycTaHOBUM M HACTPOUM €r0:

Ko 2.13 Hacrpoiika pg_stat statements B postgresql.conf

shared preload libraries = 'pg stat statements’
custom variable classes = 'pg stat statements’ # nannas
nactpoiika myxHa s PostgreSQL 9.1 u nmxke

pg stat statements.max = 10000
pg stat statements.track = all
[Tocsie BHeceHust 5Tux mapamerpoB PostgreSQL morpebyercst meperpysuTs.

[Tapamerpnr konduryparuu pg_stat statements:

1. «pg_stat_statements.max (integer)» — MakcuMaJbHOE KOJUYECTBO sql
3aIPOCOB, KOTOPBIE OyIeT XPAHUTCs paCHIMpeHneM (YIAJISIOTC 3aIiCH
C HaMEHbBIINM KOJIMYECTBOM BbISOBOB)

30


http://dalibo.github.com/pgbadger/

2.6. Onmrnvusarnusa B/ u npuioxennst

2. «pg_stat_statements.track (enum)» — xakue SQL 3anpocsbl TpeGyercst
3alMChIBATh.  BO3MOXKHBIE TapaMeTpbl:  top (TOJBKO 3alpoOChl OT
npusozkeHnst /Kianenta), all (Bce 3ampockl, Hampumep B (DYHKIHAX) 1
none (OTKJIOYUTL COOP CTATUCTUKM).

3. «pg_stat statements.save (boolean)» — ciaeayer Jm  COXpaHSThH
cobpaHyto cTaTucTuKy mocie ocraHoBKE PostgreSQL. Ilo-ymomganuio
BKJTFOUEHO.

[lajiee aKkTUBUpYEM paCIIUpEHNe:

Konm 2.14 AxtuBamusa pg_stat statements
Line 1 # CREATE EXTENSION pg stat statements;

[Ipumep cobpaHoii CTATUCTUKY:

Kom 2.15 pg_stat statements crarucrnka

Line I # SELECT query, calls, total time, rows, 100.0 *
shared blks hit /
nullif (shared blks hit + shared blks read,
0) AS hit_ percent
FROM pg stat statements ORDER BY total time DESC

LIMIT 10;
-| RECORD 1
] _______________________________________________________________________
5 query | SELECT query, calls, total time, rows, 7 *

shared blks hit /

| nullif (shared blks hit +
shared blks read, 7) AS hit_ percent

| FROM pg stat statements ORDER BY
total time DESC LIMIT 7;

calls | 3
total time | 0.994
10 rows | 7
hit percent | 100.0000000000000000
-| RECORD 2
] _______________________________________________________________________
query | insert into x (i) select generate series(7,7);
- calls | 2
15 total time | 0.591
- TOWS | 110
hit percent | 100.0000000000000000
-| RECORD 3
] _______________________________________________________________________
- query | select * from x where i = 7;
20 calls | 2
total time | 0.157
rows | 6
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2.7. 3akJro4yeHne

hit _percent | 100.0000000000000000

-| RECORD 4
] _______________________________________________________________________
25 query | SELECT pg stat statements reset () ;
calls | 1
total time | 0.102
rows | 1
|

hit percent

st cOpoca crarucTuku ecTh KoMaHia pg_stat statements reset:

Komx 2.16 Copoc crarucruka

Line I # SELECT pg stat statements reset();
- -] RECORD 1 |------------ +-

pg stat statements reset |

# SELECT query, calls, total time, rows, 100.0 *
shared blks hit /
nullif (shared blks hit + shared blks read,
0) AS hit_ percent
FROM pg stat statements ORDER BY total time DESC

ot

LIMIT 10;
- RECORD 1 | ------mmmmmm oo
- query SELECT pg stat statements reset();
10 calls

175

— o =

|
\
total time |
rows |

|

hit percent

XoueTcs cpa3y OTMETHTb, YTO pacIIupeHue TOJbKO ¢ Bepcuu PostgreSQL
9.2 contrib mopmammsupyer SQL 3ampocbl. B Bepcusix 9.1 u mmxe SQL
3aIPOCHI COXPAHAIOTCA KaK eCTh, a 3HaunT «select * from table where id =
3» u «select * from table where id = 21» Gyay pasHbBIMEU 3aIMCAMU, YTO TOYTH
6ecro/1e3H0 1711 cOOpa MOJIe3HON CTATUCTUKH.

2.7 3akJiouyenue

K cuacteio, PostgreSQL me Tpebyer 0060 CIIOXKHOI HACTPOUKH.
B OosibmmHCTBE CiIydaeB BIIOJIHE JIOCTATOYHO OYJIET YBEIUYUTH OOBEM
BBIJICJIEHHOW ITaMsTH, HACTPOUTH IIEPUOJIMIECKOe IMoJiepkKanne 0a3bl B
MOPsIJIKE M ITPOBEPUTH HaJU4Ine HeOOXOIMMBIX HHJIEKCOB. bDoJjiee cioxKHbIE
BOIIPOCBI MO2KHO 06cy,[LI/ITb B CliequaJIUSUPOBaHHOM CIIMCKE PaCCbhIJIKH.
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[lapTuimonnpoBaHne

Permras kaxyro-mub6o mpobiemy,
BCerjia MOJIe3HO 3apaHee 3HATD
npaBuibHbIN oTBeT. [Ipn
YCJIOBUU, KOHEUHO, ITO BbI
YBEPEHBbI B HAJIMIUU CAMOi
IpOOIEMBI.

Hapomuas mynpocTb

3.1 Bseuenue

[Maprunmonuposanue (partitioning, ceKnmoHMpoBaHue) — 3TO pasdbUeHUE
OOJIBIINX CTPYKTYP 0a3 JAaHHBIX (TaOJMIbI, UHIEKCHI) HA MEHbIINHE KYCOYKH.
3BYUHT CJIOZKHO, HO HA TTPAKTHKE BCE IIPOCTO.

Ckopee Bcero y Bac ecrb HeECKOJIBKO OrpOMHBIX TaOsui; (06BIYHO
BCIO HAarpys3Ky olecreunBaioT Bcero Heckoiabko tabsmr CYBJ/l m3 Bcex
umeroruxcst). [lpudeMm arerne B GOJIBIMTUHCTBE CJIy9aeB IMPUXOJUTCS TOJIBKO
Ha CaMyYIO IIOCJIEAHIOI0O HX YaCTb (T.e. AKTUBHO YUTAIOTCA Te€ JTaHHbIC,
KOTOPBIE HEJIABHO TOSIBIJINCE). [IpHMepoM TOMY MOXKeT CJIyKUTh 0JIOT — Ha
nepByio crpanuiry (s1o mocsegnue 5. .. 10 mocros) npuxoputcest 40. .. 50% veeii
HATPY3KHU, WM HOBOCTHOW MOPTaJ (CyTh OJ[HA U Ta YKe), UJIA CUCTEMbI JTMIHBIX
coolIeHuit, BrpodeM MMOHATHO. [lapTurmonupoBaHue TaOJUIBI TO3BOJISET
6a3e JAHHBIX JIeJIaTh UHTE/IEKTYaIbHYI0 BEIOOPKY — cHadata CYB/I yrounur,
KaKoil mapTUIn COOTBETCTBYeT Baim 3ampoc (ecim 9T0 peasbHO) M TOJBKO
HOTOM CJIeJIaeT 3TOT 3alpoC, HPUMEHHTEJIbHO K HYXKHOW NapTHIUH (MK
HECKOJIbKUM TapTunusaM). Takum oOpasoM, B PACCMOTPEHHOM cJiydae, B
pacrmpesennTe Harpysky Ha Tabsuiy mo ee maprurusm.  CregoBaTesbHo
Boibopka Tuna «SELECT * FROM articles ORDER BY id DESC LIMIT 10»
6y,£[eT BBIIIOJIHATHCA TOJIBKO HaJ, HOC.He,ZLHeI';I HapTHHHeﬁ, KOTOpasd SHAYUTEJILHO
MEHDIIE BCeH TaOJIUIIEL.

Wrak, naprunuonupoBanue J1aeT psji MPEUMYIIeCTB:
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3.2. Teopus

e Ha ompesenennble Bujbl 3ampocoB (KOTOpble, B CBOIO OYePE/Ib,
co3maloT ocHoBHYIO Harpy3ky #a CYBJl) Mbl MoxeMm  yiIydIiuTh
[IPOU3BOIUTETEHOCTD.

e MaccoBoe yrajieHre MOXKET ObITh IIPOU3BEICHO IIyTeM yIaeHUsT OIHOI
n weckoabkux naprunuii (DROP TABLE ropasmgo Owvictpee, uem
maccosbiit DELETE).

e Penko wmcronb3yeMble JaHHBIE MOIYT OBITH II€pPEHECEHBI B JIPYTroe
XPaHUIAIIIE.

3.2 Teopusa

Ha rexymuit moment PostgreSQL momep:xuBaer maBa Kpurepusi i
CO3JIaHNA apPTUIAA:

e [laprurmonnpoBanmne 1O JAUANa30HY 3HadYeHHil (range) — Tabsuia
pasbuBaeTcs Ha «JIMANA30HbI» 3HAYCHUI 10 TOJIO WM HAOOPY IOJei
B Tabsure, 0e3 IMepeKpbITUdA Jhalla30HOB 3HAYEHUil, OTHECEHHBIX K
pasmIHBIM napTuiusM. Hampumep, quamna3oHbI arT.

e [laprurnmonuposanue 10 crncky 3uadennii (list) — rabiauna pasbuBaercs
10 CIUCKAM KJIIOYUEBBIX 3HAYEHUN JJIST KaXKI0M TapTHUITIH.

Y100bI HACTPOUTH MAPTUIMOHUPOBAHUE TAOJIUIIBI, JTJOCTATOTHO BBITIOJTHUTE
cJIeTyIoIIue JIeCTBUS:

e Cozmaercss «macrep» Tabauia, W3 KOTOPOW BCce MTAPTUIUU  OyJIyT
HACJIEIOBAThCS. JTa Tab/ula He OyJIeT colepKaTh JaHHble. Takke He
HY?KHO CTaBUTb HUKAKUX OTpAHUYEHHUIl Ha TaOJIUILy, €CJIN KOHEYHO OHU
He OyayT JyOupoBaThCA Ha MAPTUIINH.

e CosmaiiTe HECKOJBKO «JIOYEPHUX» TaOJIMIl, KOTOPBIE HACIEAYIOT OT
«MacTepy TabJIUIIbI.

e J[0b6aBUTH B «JI0YepHUE» TAOJUIBI 3HAYEHUs, 110 KOTOPbIM OHU OYJIyT
napruruaMu. CTOUTh 3aMEeTUTh, UTO 3HAYEHUs] HAPTUIMI HE JTOJI2KHBI
nepecekarbest. Hampumep:

Koz 3.1 Ilpumep HeBepHOTO 3aAIaHNsT SHAUEHII TAPTHITNAIA

Line I CHECK ( outletID BETWEEN 100 AND 200 )
- CHECK ( outletID BETWEEN 200 AND 300 )

HEBEPHO 3aJIaHbl MAPTUIMH, MMOCKOJbKY HE MOHATHO KaKOW NapTHIUU
npenae:kuT 3uadenne 200.

o JIjsi KayKJIoi TMApTUIMKE CO3JaTh WHIEKC [0 KJOYEBOMY MOJIIO (W
HECKOJIBKUM ), & TaKyKe yKa3aTh JI0ObIe JIpyrue TpebyeMble HHJIEKCHL.

e [Ipu meobxomumMocTH,  CO3JaThb TPUITEp WX  I[PABUIO  JJIsd
IepeHanpaB/eHisd JAHHBIX C «MacTep» TaOJIUIbl B COOTBETCTBYIOILYIO
MTAPTHUITATO.
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Line

Line

1

1

3.3. IlpakTuka MCIOJIb30BaHUS

e Ybenurhcs, 4UTO mnapameTp «constraint exclusion» me oTK/IOUEeH B
postgresql.conf. Eciun ero me BK/IIOYUTbL, TO 3alpochbl He OyIyT
ONTUMU3UPOBAHBI IIPU PAbOTE C MAPTUIIMOHUPOBAHUE.

3.3 IlpakrTuka MCIOJIH30BaHUA

Teneps HauneMm ¢ npakTudeckoro npumepa. llpepcraBum, uTo B Harmei
cECTeMe eCThb TabJInIA, B KOTOPYIO MbI COOMpaeM JaHHbIE O IOCEIIAEMOCTH
namero pecypca. Ha ji060it 3ampoc mojipb30BaTess Hallla CUCTEMa JIOTHPYET
JeiicTBust B 9Ty Tabsuiy. U, HanpuMep, B Hadasle KaxIoro Mecsia (Heesro)
HaM HYXKHO C€O3JlaBaTh OTYeT 3a Upeabyiynmit Mmecsr (aegeso).  [lpu
9TOM, JIOTM HYKHO XPaHUTh B TedeHuu 3 JjeT. JlanHble B Takoil Tabsuile
HAKAaIJIUBAIOTCS OBICTPO, €CJIN CHCTEeMa aKTUBHO UCHOJib3yeTcs. U Bor, Korma
B Ta6IH/H_[e Y2XKe MUWJIJIMOHBI, a TO, W MHUJIHaPIbI 3&HI/IC€fI, CO31aBaThb OTYETHI
CTAHOBHUTCS BCe CJIOXKHEe (J1a ¥ IHCTKA CTAPBIX 3aIHCeil CTAHOBUTCSI HE JIETKIM
nesiom). Pabora ¢ Takoii Tabiuieii cozmaer orpomuyo Harpysky za CYBII.
Tyt HaM Ha TOMOIIH U MPUXOJUAT HAPTUIIMOHUPOBAHUE.

Hactpoiika
s mpuMepa, Mbl IMEEM CJIEJTYIONTUIO TabJIHILY

Kox 3.2 «Macrep» Tabauma
CREATE TABLE my logs (

id SERIAL PRIMARY KEY,
user _id INT NOT NULL,
logdate TIMESTAMP NOT NULL,
data TEXT,

some state INT

)

[TockombKy HaM HYXKHBI OTYETHl KaXKJbli MecdIl, Mbl OyJeM JIeJIUThb
HAPTUITUU TI0 MeCcsdllaM. OTO IMOMOYXKeT HaM ObICTpee CO3/[aBaTh OTYEThI U
YUCTUTH CTapbIe JIAHHBIC.

«Macrep» Tabmura Oyzmer «my logs», cTpyKTypy KOTOpPOHl MBI yKa3aju
Beiie. Jlasee co3maanm «iouepHues TabJIuIbl (TIAPTUITIH):

Kozm 3.3 «Jlouepane» TabInITLI

CREATE TABLE my logs2010m10 (
CHECK ( logdate >= DATE ’'2010-10-01" AND logdate < DATE
’2010-11-01" )

) INHERITS (my logs);

CREATE TABLE my logs2010m11 (
CHECK ( logdate >— DATE ’2010-11-01" AND logdate < DATE
'2010-12-01" )

) INHERITS (my logs);
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3.3. llpakTuka UCIOJIHE30BAHUS

CREATE TABLE my logs2010m12 (
CHECK ( logdate >= DATE ’'2010-12-01" AND logdate < DATE
’2011-01-01" )
- ) INHERITS (my logs);
10 CREATE TABLE my logs2011m01 (
- CHECK ( logdate >= DATE ’'2011-01-01" AND logdate < DATE
72010-02-01" )
) INHERITS (my logs);

JlanubiMu  KOMaHgaMu MBI co3zaeM  Tabsmnbl  «my  1ogs2010m10s»,
«my logs2010mlls wm .., KOTOpble KOUUPYIOT CTPYKTYPYy C <«MacTep»
rabiuipl (Kpome umazekcoB). Takke ¢ momompio «CHECK» wmbl 3amaem
JIMANA30H 3HAYEeHUI, KOTOPbIi OyjIeT monajarb B 3Ty HapTUIMO (XOUy ONAThH
HAIIOMHUTD, YTO JUANA30HBI 3HAYEHUN HAPTUIMH HE JIOJIZKHBI epecekarcs!).
[TockosbKy mapTunmoHHpoBaHue Oyaer paborarh 1Mo moo «logdates, Mbr
CO3/Ia/IUM WHJICKC Ha 3TO TOJIe Ha BCEX MAPTUIUAX:

Koz 3.4 Cozmanne MHIEKCOB

Line I CREATE INDEX my logs2010m10 logdate ON my logs2010m10
(logdate) ;

CREATE INDEX my logs2010m11 logdate ON my logs2010m11
(logdate) ;

CREATE INDEX my logs2010m12 logdate ON my logs2010m12
(logdate);

CREATE INDEX my logs2011m01 logdate ON my logs2011mO01
(logdate);

Hanee nys ynobersa coznauM DYHKIINIO, KOTOPast OyIeT IepeHalpaBIaATh
HOBBI€ JJaHHBbIC C «MaCTEp» Ta6J'II/IHbI B COOTBETCTBYIOIYIO ITapPTHUIIAIO.

Ko 3.5 Oyukmus Jijisi iepeHanpaBIeHst

Line I CREATE OR REPLACE FUNCTION my logs insert trigger ()
RETURNS TRIGGER AS $$
BEGIN
IF ( NEW.logdate >= DATE ’2010-10-01" AND
NEW. logdate < DATE ’2010-11-01" ) THEN
INSERT INTO my logs2010m10 VALUES (NEW.*) :
ELSIF ( NEW.logdate >= DATE ’2010-11-01" AND
NEW. logdate < DATE ’2010-12-01’ ) THEN
- INSERT INTO my logs2010m11 VALUES (NEW.*);
10 ELSIF ( NEW.logdate >= DATE '2010-12-01’ AND
- NEW. logdate < DATE ’2011-01-01" ) THEN
INSERT INTO my logs2010m12 VALUES (NEW.*) ;
ELSIF ( NEW.logdate >= DATE ’2011-01-01" AND
- NEW. logdate < DATE ’2011-02-01" ) THEN
15 INSERT INTO my logs2011m01 VALUES (NEW.*) :
- ELSE

ot
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3.3. llpakTuka UCIOJIHE30BAHUS

RAISE EXCEPTION ’'Date out of range. Fix the
my logs insert trigger() function!’;
END IF
: RETURN NULL:
20 END;
$3
LANGUAGE plpgsql;

B ¢dyukinm Hudero ocobeHHOTO HET: mieT mposepka mousa «logdates, 1mo
KOTOPOI HAIPABJISIOTCA JIAHHbIE B HY2KHYIO naprunuio. [Ipu e naxoxjiennn
TpebyeMoil MapTUIUN — BbI3bIBaeM OIMMOKY. Ternepb ocTaIoch CO3JaTh TPUITEP
Ha «MacTep» TabJIILy JJjIsd aBTOMATUIECKOTO BBI30Ba JIAHHOW (PYHKIINN:

Kon 3.6 Tpurrep

Line 1 CREATE TRIGGER insert my logs trigger
- BEFORE INSERT ON my logs
FOR EACH ROW EXECUTE PROCEDURE my logs insert trigger();

[TapTurmonupoBanne HACTPOCHO U TENEPb MBI TOTOBBI IPUCTYIHUTH K
TEeCTUPOBAHMUIO.

TecTupopanue
g nagaia g1o0aBuM JlaHHbIEe B HaILy Tabjmiy «my logss:

Koz 3.7 Jlanubre

Line I INSERT INTO my logs (user id,logdate, data, some state)
VALUES(1, ’2010-10-30’, ’30.10.2010 data’, 1);
INSERT INTO my logs (user id,logdate, data, some state)

VALUES(2, ’2010-11-10", ’10.11.2010 data2’, 1);
INSERT INTO my logs (user id,logdate, data, some state)
VALUES(1, ’2010-12-15°, ’15.12.2010 data3’, 1);

Tenepsb mpoBepuM 1€ OHU XPAHATCS:

Kos 3.8 «Macrep» Tabiuia aucra

Line 1 partitioning test=# SELECT * FROM ONLY my logs;
- id | wuser_id | logdate | data | some state

Kak BuguMm B «MacTep» TaOJUIly JaHHBIE HE IONAJM — OHa YUCTa. lernepb
IIPOBEPHUM & €CTh JI BOODIIE JaHHbIE:

Kon 3.9 Ilpoepka maHHBIX
Line 1 partitioning test=# SELECT * FROM my logs;
- id | wuser_id | logdate | data |
some _state



Line 1

10

Line 1

10

3.3. llpakTuka UCIOJIHE30BAHUS

1| 1 | 2010-10-30 00:00:00 | 30.10.2010 data |

2 | 1 2 | 2010-11-10 00:00:00 | 10.11.2010 data?2 |

3 | : 1 | 2010-12-15 00:00:00 | 15.12.2010 data3 |
(3 rows) :

JlanHble TIpM 9TOM BBIBOJATCA 0e3 mpobsem.  [IpoBepum mapruium,
MMPaBUJILHO JIM XPAHATCH JIaHHBIE:

Koy 3.10 ITpoBepka xpaHeHHUs JaHHBIX

partitioning test=# Select * from my logs2010m10;
id | user id | logdate | data |

1| 1 | 2010-10-30 00:00:00 | 30.10.2010 data |
(1 row)

partitioning test=# Select * from my logs2010m1l;
id | user _id | logdate | data |
some _state

2 | 2 | 2010-11-10 00:00:00 | 10.11.2010 data2 |

(1 row)

Omymano!  lammable XpaHaTcs Ha TpeOyeMbIX HaM HapTHIUAX. [Ipu sTom
3aIpPoChl K Tab/nIe «my logs» MeHATH He HYKHO:

Kox 3.11 IIpoepka 3ampocos
partitioning test=# SELECT * FROM my logs WHERE user id = 2;
id | user id | logdate | data \
some _state
2 | 2 | 2010-11-10 00:00:00 | 10.11.2010 data2 |
(1 row)
partitioning test=# SELECT * FROM my logs WHERE data LIKE
"%0.1% 7 ;
id | user id | logdate | data |
some _state

1| 1 | 2010-10-30 00:00:00 | 30.10.2010 data |

2 | 2 | 2010-11-10 00:00:00 | 10.11.2010 data2 |
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3.3. IlpakTuka MCIOJIb30BaHUS

- (2 rows)

prELB.HeHI/Ie HHapTUIHUAMA

O6b11HO TIPU paboTe ¢ TAPTUITMOHUPOBAHUEM CTAPHIE TTAPTUIINU TIEPECTAIOT
[OJIyYaTh JIAaHHbIE U OCTAIOTCS HEN3MEeHHBIMU. 9TO JlaeT OrOpPOMHOE
[IPUEMYIIIECTBO HaJ[ PAOOTO C JIaHHBIMU depe3 naprunuu. Hampumep, Ham
HYKHO yaaJmuTh crapble joru 3a 2008 rox, 10 mecan. Hawm mocrarodno
BBIIIOJINTH:

Ko 3.12 Yucrka jioros
Line 1 DROP TABLE my logs2008m10;

nockosibky «DROP TABLE» paboraer ropasmo ObicTpee, dUeMm yjajeHue
MHJIMOHOB  3armceil  uHauBuyaabHo depe3 «DELETE». Hpyroii
BapuUaHT, KOTOPBLIi 6o0jiee MPEANOYTUTESICH, TPOCTO VAAJIUTHL ITapTHITUIO
13 TMApTUIMOHUPOBAHUS, TeM caMbiM ocTaBuB JaHHble B CYB/I, HO yxe He
JIOCTYTHBIE Yepe3 «MacTepy TabJIHILy:

Koy 3.13 Viamsem mapTUIAO U3 TApTATHOHUPOBAHMST

Line 1 ALTER TABLE my logs2008m10 NO INHERIT my logs;

T1o y,ILO6HO, €Cc/Jin Mbl XOTHM 3TH JaHHbIE€ IIOTOM II€EpEeHeCTu B JApyTroe
XpaHUJIAIIE UJIA IIPOCTO COXPaHUTD.

Baxknocts «constraint _exclusions s mapTunmonnpoBanns

[Tapamerp «constraint exclusion» orBevyaer 3a ONTUMUBAIMIO 3aIIPOCOB,
YTO TMOBBIIMIAET MPOU3BOJIUTEHLHOCTL I  TAPTUIIMOHUPOBAHBIX — TaOJIUII.
Hamnpumep, BBITOHUM TIPOCTO# 3a11poc:

Kon 3.14 «constraint__exclusion» OFF

Line 1 partitioning test—# SET constraint exclusion = off;
- partitioning test=# EXPLAIN SELECT * FROM my logs WHERE
logdate > 72010-12-01";

i QUERY PLAN

- Result (cost=6.81..104.66 rows=1650 width=52)

- -> Append (cost=6.81..104.66 rows=1650 width=52)

- -> Bitmap Heap Scan on my logs (cost=6.81..20.93
rows=330 width=>52)

- Recheck Cond: (logdate > ’2010-12-01
00:00:00 :: timestamp without time zone)

10 -> Bitmap Index Scan on my logs logdate
(cost=0.00..6.73 rows=330 width=0)
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Line 1

3.3. llpakTuka UCIOJIHE30BAHUS

Index Cond: (logdate > ’2010-12-01
00:00:00 7 :: timestamp without time zone)
-> Bitmap Heap Scan on my logs2010m10 my logs
(cost =6.81..20.93 rows=330 width=52)
Recheck Cond: (logdate > ’2010-12-01
00:00:00 "’ :: timestamp without time zone)
-> Bitmap Index Scan on
my logs2010m10_ logdate (cost=0.00..6.73 rows=330
width=0)
Index Cond: (logdate > ’2010-12-01
00:00:00 "’ :: timestamp without time zone)
-> Bitmap Heap Scan on my logs2010ml1l my logs
(cost=6.81..20.93 rows=330 width=>52)
Recheck Cond: (logdate > ’2010-12-01
00:00:00 " :: timestamp without time zone)
-> Bitmap Index Scan on
my logs2010m11 logdate (cost=0.00..6.73 rows=330
width=0)
Index Cond: (logdate > ’2010-12-01
00:00:00 "’ :: timestamp without time zone)
-> Bitmap Heap Scan on my logs2010m12 my logs
(cost =6.81..20.93 rows=330 width=52)
Recheck Cond: (logdate > ’2010-12-01
00:00:00 7 :: timestamp without time zone)
-> Bitmap Index Scan on
my logs2010m12 logdate (cost=0.00..6.73 rows=330
width=0)
Index Cond: (logdate > '2010-12-01
00:00:00 " :: timestamp without time zone)
-> Bitmap Heap Scan on my logs2011m01 my logs
(cost=6.81..20.93 rows=330 width=52)
Recheck Cond: (logdate > ’2010-12-01
00:00:00 "’ :: timestamp without time zone)
-> Bitmap Index Scan on
my logs2011m01 logdate (cost=0.00..6.73 rows=330
width=0)
Index Cond: (logdate > ’'2010-12-01
00:00:00 " :: timestamp without time zone)

(22 rows)

Kak Bumro depes komanay «EXPLAIN», maHHbIi 3alpoc CKaHUpYyeT Bce
MapTUIUN Ha HAJUYUe JIAaHHBIX B HUX, YTO HE JIOTMUYHO, IOCKOJIBKY JIAaHHOE
yesoBue «logdate > 2010-12-01» roBopuT 0 TOM, YTO JAHHBIE JIOJIKHBI OpaTCS
TOJIKO C TIAPTHUIIBIH, TJie TOJXOJUT TAKOe YCJIOBHE.
«constraint _exclusion»:

Kop 3.15 «constraint _exclusion» ON

partitioning test=# SET constraint exclusion = on;
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3.4. 3akJjroyeHne

SET
partitioning test=# EXPLAIN SELECT * FROM my logs WHERE
logdate > ’2010-12-01";
QUERY PLAN

Result (cost=6.81..41.87 rows=660 width=>52)
-> Append (cost=6.81..41.87 rows=660 width=>52)
-> Bitmap Heap Scan on my logs (cost=6.81..20.93
rows=330 width=52)
Recheck Cond: (logdate > ’2010-12-01
00:00:00 " :: timestamp without time zone)
-> Bitmap Index Scan on my logs logdate
(cost=0.00..6.73 rows=330 width=0)
Index Cond: (logdate > '2010-12-01
00:00:00 " :: timestamp without time zone)
-> Bitmap Heap Scan on my logs2010m12 my logs
(cost =6.81..20.93 rows=330 width=52)
Recheck Cond: (logdate > ’2010-12-01
00:00:00 "’ :: timestamp without time zone)
-> Bitmap Index Scan on
my logs2010m12 logdate (cost=0.00..6.73 rows=330
width=0)
Index Cond: (logdate > '2010-12-01
00:00:00 " :: timestamp without time zone)
(10 rows)

Kak wmbr BujuMm, Tenepb 3ampoc paboTaeT NPABUIBHO, W CKAHUDPYET
TOJIBKO IAapPTHUIUU, YTO MOJXOJAT II0J] yCJIOBHE 3allpoca. Ho BKIIIOYATDH
«constraint__exclusion» me xemarenbHO 1 6a3, /1€ HET TAPTUIIMOHUPOBAHUS,
mockostbky kKoMmaHga «CHECK» Oymer mpoBepsiTcs Ha Bcex 3alpocax,
JlayKe IMPOCTBIX, & 3HAYUT IPOU3BOJAUTETHLHOCTH CUJIbHO ymajeT. Hauwaas
¢ 84 Bepcun PostgreSQL «constraint exclusion» woxkeT OBITH <«On»,
«offs wm «partitions. [lo ymomyanuioo (M PpPEKOMEHJIyeTCsi) CTABUTH
«constraint _exclusion» ne «on», u He «off», a «partition», Koropsiit Oymer
npoBepsaTh «CHECK» Tonbko Ha mapTuiinoHIpOBaHbIX TaOINIAX.

3.4 3akJrodyenune

[TapTurmonupoBaHue — OJiHA U3 CAMbBIX IIPOCTHIX U MeHee 6e300/1e3HEHHBIX
MeTO/I0B yMeHbIieans Harpysku Ha CYB/I. VIMenHo Ha 3TOT BapmaHT CTOUT
[IOCMOTPETH CIIEpBa, M €CJAU OH HE IOJXOJUT 10 KaKUM JUOO IMpUInHAM —
nepexo/inTh K Oosiee ciaokubiM. Ho eciim B cucreme ecth Tabuna, y KOTOPOi
AKTYaJbHbl TOJBKO HOBBIE JIAHHBIE, HO OIPOMHOE KOJHMYECTBO CTApBIX (HE
AKTYaJIbHBIX ) naHHbIX JaerT 50% wim 6osee varpysku va CYBJ/] — Bawm crout
BHE/IPUTH HAPTUIIMOHNPOBAHNE.
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Permukarus

Korma permaere mpobiemy, HE 0
yeM He Oeclokoiirech. Bor
KOI'JIa BBI €€ permuTe, TOT1a U
HACTYIIUT BpeMs OECIIOKOUTHCS.

Puaapn @unnunc Peiiman

4.1 Bseuenue

Pemnkanus — (anrir. replication) — MeXaHH3M CHHXPOHU3AIUH
COJIEPZKUMOIO  HECKOJIBKUX —KOIHH 00bekTa (HAIpPUMED,  COJEPXKUMOIO
Oa3bl JaHHbIX). Perumkanus — 9TO MpoIecc, MO KOTOPBIM HMOHUMAETCs

KOIIMPOBAHUE JIAHHBIX U3 OJIHOTO WUCTOYHUKA HA MHOXKECTBO JPYyTIUX W
naobopot. Ilpu permkanum n3MeHeHusI, cAejaHHbIe B OJHON KON 00bEKTa,
MOT'YT OBITH PACIIPOCTPAHEHBI B JIpDyrUe KOIWH. Permkanus MOoKeT ObITb
CUHXPOHHOI WJIM aCUHXPOHHON.

B ciygae cmHXpOHHON peIIMKAIIN, €CJIU JaHHas PeIinka OOHOBJISIETCS,
BCe JIpyrue PEIJIMKUA TOro ke parmMeHTa JaHHBIX TaKKe JOJKHbI ObIThb
OOHOBJIEHBI B OJIHOW ¥ TOHN Ke TpaH3akiuu. JIorudeckm 3TO O3HAYAET,
9TO CYIIECTBYET JIMIIb OJIHAa BEPCUdA JIAHHBIX. B OOJIbIIMHCTBE ITPOJIyKTOB
CUHXPOHHAA PEIINKAINA Pean3yeTcd € TOMOIILIO TPUTTEPHBIX IPOIEIYP
(BO3MOXKHO, CKDBITBIX U YIPABJISEMBIX CHCTEMOI). Ho cunxponnas
peIUIKaIus UMeeT TOT HEeJOCTATOK, YTO OHA CO3JAET JIOMOJHUTETbHYIO
HATPY3KYy IIPU BBINOJHEHUH BCEX TPAH3AKINI, B KOTOPBIX OOHOBJIAIOTCH
KakKne-JInb0 perinky (KpoMe TOro, MOIYT BO3HHKATH MPOOJIEMBI, CBsI3aHHbBIE
C JIOCTYITHOCTBIO JIAHHBIX ).

B chaydyae acuHXpOHHOW peIUIMKAIMK OOHOBJIEHHE OJHON  PEILTHKU
pacupocTpaHsgeTcd Ha JIPyTHe CIIyCTs HEKOTOpPOe BpeMd, a He B TOil Ke
TpaHsakiuu. TakuMm o0paszoM, IpH ACUHXPOHHON PEIIMKAIIUU BBOJIMTCS
3aJIeprKKa, WM BPEMs OXKHJIAHWUA, B T€UYEHHE KOTOPOTO OTJIEC/IbHbIE PEILIUKH
MOTYT ObITh (DAKTUIECKN HEUJEHTHYHBIMEU (TO €CTh OIpeJesIeHne DPEerInKa
OKa3bIBAETCS HE COBCEM TIOJXOJAIINM, IIOCKOJIbBKY MbI HE WMEEM JIeJI0
C TOYHBIMH U CBOEBPEMEHHO CO3JAHHBIME KomusiMu). B GoJbIinHCTBE

42



4.1. Bsenenne

IIPOJIyKTOB ACHHXPOHHAsI PEIUINKAIIUS PEeAJU3yeTCd IIOCPEJICTBOM UTEHUs
JKypHaJIa TpaH3aKIMi WM TOCTOSHHON odepe/in TeX OOHOBJICHUI, KOTOPBIE
moJIeskarT pacrupocrpanennto.  [IpenmyrnecTBo acMHXPOHHONW PEILIKAIIH
COCTOUT B TOM, 9UTO JIONOJTHUTEIbHBIE U3IEP:KKN PEIINKAINNA HEe CBS3aHBI C
TPaH3aKIUAMIA OOHOBJIEHUI, KOTOpble MOTYT WMeTh BayKHOE 3HAUEHUe I
QYHKIIMOHMPOBAHUS BCETO MPEINPUATUS U PEIbABIATH BLICOKIE TPEOOBAHMSA
K I[pou3BoauTesbHOoCTH. K HegocTaTKaMm 3TOI CXeMbl OTHOCUTCS TO, HUTO
JIAHHBIE MOIYT OKAa3aTbCs HECOBMECTHUMbBIME (TO €CTh HECOBMECTHMBIMU C
TOYKM 3peHus Tosb3oBaTess). VHbIME ciioBaMu, W36BITOYHOCTH MOKET
MIPOSABIATHCS Ha JIOTHYECKOM YDPOBHE, & 3TO, CTPOrO T'OBOPs, O3HAYAET, YTO
TEPMUH KOHTPOJIUpYyeMasi N30BITOYHOCTh B TAKOM CJIydae He TPUMEHUM.

Paccmorpum  kpatko  mpobsiemy  corylacoBaHHOCTH  (WJIM,  CKOpee,
HECOTJIACOBAHHOCTH ). Jleto B TOM, HUTO PpEILUIMKA MOTYT CTAHOBUTHCH
HECOBMECTUMBIME B pe3yJibTaTe CHTYyalluil, KOTOpble TDPYJIHO (WM jazke
HEBO3MOXKHO) M30€KaTh W IMOCJEJICTBHsI KOTOPBIX TPYAHO HCHOPAaBUTH. B
YACTHOCTH, KOH(MIUKTHI MOI'YT BO3HHKATDH 110 MOBOJLy TOT'O, B KAKOM TODSIKE
JIOJKHBI TIPUMEHSAThCS obHOBJienusi.  Harnpumep, mnpeanosokum, 4YTO B
pesysibTaTe BBINOJHEHUS TPaH3aKIUH A IIPOUCXOJUT BCTABKA CTPOKH B
perinky X, IOCJe Yero TPaH3aKIusg B yaaaser 3Ty CTPOKY, a TaKkKe
jgonyctuM, 49to Y — pemmka X. Eciam oOHOBeHUs pacipoCTPAHAIOTCS
Ha Y, HO BBOJATCs B peIinKy Y B ODpATHOM TOpsJKe (HAIpHMEp, U3-3a
pasHBbIX 3aJlep:KeK IIPU Iepejiade), TO TpaH3akKiug B He HAxoqur B Y
CTPOKY, TIOJIJIEZKATITYIO YVIAJEHUIO, U He BBITIOJIHAET CBOE JeficTBUE, TTOC/IEe YET0
Tpauzakius A BcrasjsieT 3Ty cTpoKy. Cymmapubiil 3¢dpdekT cocToutr B TOM,
9TO pPeIIKa Y COJCPXKUT YKA3aHHYIO CTPOKY, a PEIInKa X — HeT.

B mnemom 3asiaum ycrpanenusd KOHMJIUKTHBIX CHTyalllii W oOecredeHust
COIJIACOBAHHOCTHU PEIUINK SBJIAIOTCA BechbMa CJI0KHBIMU. (CJie/lyeT OTMETHTD,
YTO, 1O KpaiiHeil Mepe, B COODIECTBe IMOJIb30BaTelell KOMMEPUYECKHX 0a3
JIAHHBIX TEPMUH DEIUIHKAIMs CTaj O3HAYATh HPEMMYINEeCTBEHHO (MM JaxKe
HCKJTIOYUTEIBHO) ACHHXPOHHYIO PEIIHKAIIIIO.

OcHoBHOe paszyimvune MexKJ1y pPervIiMKalueil n yrnpaBaeHrneM KOIUPOBAHUEM
3AKJIIOYAETC B CJIIyIONeM: Eciu ncnosb3yercs perukaims, To OOHOBIEHUE
OJIHOM PpEIUIMKUA B KOHEYHOM CYETEe PACIHPOCTPAHSETCS Ha BCE OCTAJIbHBIE
ABTOMATHYECKA. B pekuMme yIpaBieHUs KOINMUPOBAHWEM, HAIPOTHUB, HE
CYIIECTBYET TAKOI'0 aBTOMATUIECKOTO PaclpocTpaHeHusi obHoBeHnit. Kormn
JIAHHBIX CO3/IAIOTCA W YIPABJIAIOTCSA C MTOMOIIBIO MAKETHOrO WU (DOHOBOTO
IIpPOIlecca, KOTOPBIN OTJ/EJIEH BO BPEMEHH OT TpPaH3aKIUil OOHOBJIEHUS.
Vipasjenne KoONupoBaHmeM B obmeM Oosiee 3PHEKTUBHO 110 CPABHEHUIO
C peluKalueil, IMOCKOJIbKY 3a OJUH pPa3 MOIYT KOIMPOBATHCH OOJIbININE
00bEMBI JIaHHBIX. K HegocTaTKaM MOXKHO OTHECTH TO, YTO OOJIBIIYIO
JacTh BPEMEHU KOINN JAHHBIX HE UJIEHTUIHBI OA30BBIM JIAHHBIM, IOTOMY
[TOJTH30BATENN JIOJIZKHBI YIUTHIBATH, KOTJIa TMEHHO OBLIM CHHXPOHU3WPOBAHBI
st Janable.  OOBIYHO yIpaBjieHHe KOIMPOBAHUEM YIIPOIIAeTcs OJiarogapst
TOMYy TPeOOBAHUIO, YTOOLI OOHOBJICHUSI IPUMEHSINCH B COOTBETCTBUU CO
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4.2. Streaming Replication (IToTokoBas permkarims)

CXeMOIl MTePBUYHON KON TOT'O WU UHOT'O BHUJA.

Hns permukanun  PostgreSQL  cyimiecTByeT HECKOJIBKO pellieHnii, Kak
BAKPBITBIX, TaK M CBOOOJHBIX. 3aKPBIThIE CUCTEMBI PEIIUKAIUU He Oy/IyT
paccMaTpUBaThCsI B 9TOM KHUTE (HY, caMu oHnMaere). BoT crmucok ¢cBOOOTHBIX

PEeNIeHniA:
e Slony-I — acunxponnas Master-Slave perukanus, 0/JIep:KUBAET
kacKazpl(cascading) u  orkasoycroitausocTs(failover). Slony-I

ucnosib3yer Tpurrepsbl PostgreSQL miis npusssku k coobitusiv INSERT'/
DELETE/UPDATE wu xpanumble TpOIEIYDPHl JJisl  BBITIOJHEHHUSI
IeiCTBUI.

PGCluster — cunxponnas Multi-Master permukanus. I[IpoekT Ha Moii
B3IJIsAJT MEPTB, IMOCKOJIbKY Y2Ke TOJl He OOHOBJIAJICH.

pgpool-1/I1 — 3ro 3amedaresbublil wHCTPYMeHT jyist PostgreSQL (syure
cpasy paborars ¢ II Bepcueit). Tlossossier genarh:

— pemmKanuio (B TOM YUCe, ¢ ABTOMATHIECKIM II€PEKII0UCHUEM Ha
pesepBHbIii stand-by cepsep);

— online-63kair;

— pooling KOHHEKTOB;

— o4uepesb COCJIMHEHUN;

— DaJIAHCUPOBKY SELECT-3anpocos HA HECKOJIBKO
postgresql-cepsepos;

— pasOueHme 3alpoCOB I  I[MAPAJUIEJBHOIO  BBINOJHEHUsT HaJ
oostbIIMU 00beMaMi JTAHHBIX.

Bucardo — acuHXpoHHasi peILUIMKaIlUs, KOTOpasl IOJePKUBAET
Multi-Master u Master-Slave pekumbl, a TakyKe HECKOJBKO BHJIOB
CUHXPOHHU3AINN U 00pabOTKNI KOH(INKTOB.

Londiste — acuaxponnast Master-Slave pemukarus. Bxomur B cocras
Skytools'. IIpomie B ucnonbzoBanuu, yem Slony-1.

e Mammoth Replicator — acuaxponnas Multi-Master permukarims.
e Postgres-R — acunxponnas Multi-Master pernnkarius.
e RubyRep — mnammcannaa wmna Ruby, acunxponnas Multi-Master

pertukanusi, Koropast mojaepxusaer PostgreSQL n MySQL.

9TO0, KOHEYHO, He BeCh CIIMCOK CBOOOJIHBIX CUCTEM JIJIsi PEIJINKAIIUU, HO s
JIyMalo Jiayke U3 9TOro eCTh UTO BhIOpaTh it PostgreSQL.

4.2

Streaming Replication (ITorokoBas perinkaiiust)

Bsejenne

[TorokoBast permkarus (Streaming Replication, SR) maer BosmMoKHOCTB
HEIIPEPBIBHO OTIHpaBIATh U HpuMeHdaTh wall xlog zammcum Ha pesepBHBIE

Thttp://pgfoundry.org/projects/skytools/
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Line 1

4.2. Streaming Replication (IToTokoBas permkarims)

cepBepa I CO3/IaHNs TOYHOM KoMK TeKyiero. lanHas ¢yHKIIMOHAIBHOCTD
nosiBuiack y PostgreSQL waunmmas ¢ 9 Bepcum (perummkaius u3 Kopookwu!).
DTOT THII PEIINKAIMU IIPOCTON, HAJEXKHBI 1, BEpOsSITHEl Bcero, OyIeT
HCIIOJIb30BAThCsI B KadeCTBe CTAHJAPTHON peIUIMKAIUU B  OOJIBITNHCTBE
BBICOKOHATI'PYKEHBIX MTPUJIOXKEHNUI, 9TO NCIoIb3yioT PostgreSQL.

OTamIuTe IbHBIMU OCOOEHHOCTSIMU PEIICHUsT SIBJIAIOTCS:

pelumKalus Bcero nHceTanca PostgreSQL

ACUHXPOHHBIII MEXaHU3M PeIIUKAIUU

IIPOCTOTa YCTAHOBKH

MacTep 0asza JIAaHHBIX MOXKET OOCTyKUBATh OTPOMHOE KOJIMTYEeCTBO
CJIEBOB M3-3a MUHUMAJIbHOW HAI'PY3KU

K HeaoCTaTKaM MOXKHO OTHECTH:

® HEBO3MOXKHOCTD PEILTUIIMPOBATH TOJIHKO OIPEIC/ICHHYIO 0a3y JTaHHbIX U3
Bcex Ha PostgreSQL uncTance

® ACHHXPOHHBIN MeXaHU3M — CJIeiiB OTCTaeT OT Macrepa (HO B OTJIMYHE OT
JIDYTHX METO/IOB PEIJINKAIINH, 9TO OTCTaBAHUE OUeHb KOPOTKOE, U MOYKET
COCTABJISITH BCETO JIUIIb OJHY TPAH3AKIIUIO, B 3aBUCUMOCTH OT CKOPOCTHU
ceru, Harpyzxkenoctu BJ] u Hacrpoek «Hot Standby» )

VYeranoBka

g nadana sam norpedyercs PostgreSQL ve nmxke 9 Bepcun. B momenT
HalucaHus 9Toi 1iaBbl ObuLta gocrymHa 9.0.1 Bepcums. Bcee paboTbl, Kak
nosioraercst, OyayT nposomaurcs Ha OC Linux.

Hactpoiika

st magasa oboznaunm mactep cepsep kak masterdb(192.168.0.10) u ciieiis
kak slavedb(192.168.0.20).

[IpensapurenbHas HACTPOUKa

st Havaa mMO3BOIMM OIIPEIeIEHHOMY ITOJTh30BATEI0 063 TapoJisd XOIUTh
o ssh. Ilycts 310 Oyner postgres 03ep. Eciu ke mer, To co3paem HAOOPOM
KOMaH]I;:

Konx 4.1 Cozmaem moJib3oBaTesst userssh

$sudo groupadd userssh
$sudo useradd -m -g userssh -d /home/userssh -s /bin/bash \
-¢ "user ssh allow" userssh

ﬂaﬂbﬂle BBIIIOJIHAEM KOMaHABbI OT MMEHHN II0JIb30BaTE/IA (B JaHHOM CJIy4dae
postgres):
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4.2. Streaming Replication (IToTokoBas permkarims)

Kon 4.2 JlormauMces T0JT TOIb30BaTEIEM postgres
Linel su postgres
lemepum RSA-xmrou 11 obecrievdeHust ayTeHTH(UKAIMA B YCJIOBHAX
OTCYTCTBUS BO3MOXKHOCTH UCIIOJb30BATH NAPOJIb:
Kop 4.3 Tenepum RSA-xr0u

Line I postgres@localhost = $ ssh-keygen -t rsa -P ""

- Generating public/private rsa key pair.

- Enter file in which to save the key
(/var/lib /postgresql /.ssh/id rsa):

- Created directory ’/var/lib/postgresql/.ssh’.

5 Your identification has been saved in
/var/lib /postgresql /.ssh/id rsa.

- Your public key has been saved in
/var/lib /postgresql /.ssh/id rsa.pub.

- The key fingerprint is:

- 16:08:27:97:21:39:b5:7h:86:e1:46:97:bf:12:3d:76
postgres@localhost

N nobapiisiem ero B CIUCOK aBTOPU30BAHHBIX KJIIOUEIi:

Ko 4.4 JlobaBasieM ero B CIIMCOK aBTOPU30BAHHBIX KJIIOTEH
Line 1 cat $HOME/.ssh/id rsa.pub >> $HOME/.ssh/authorized keys

DToro  JOJKHO ~ OBITH  Oojiee  WeM  JOCTATOYHO, IIPOBEPUTH
paboOTOCIIOCOOHOCTD COEIMHEHNS MOYKHO IIPOCTO HAIIHCAB:

Kom 4.5 IIpobyem 3aiitu Ha ssh 6e3 mapoJist
Line 1 ssh localhost
He 3abbiBaeM mpeaBapuTebHO HHUINAIN3UPOBATH sshd:
Ko 4.6 3amyck sshd
Linel /etc/init.d/sshd start

[Tocse yemenmao tpogenanoit omeparu ckonupyiite «3SHOME/.ssh» Ha
slavedb. Temepb MBI JOJ:KHBI UMETh BO3MOXKHOCTH 0€3 IapoJis 3aXOIUTh C
MacTepa Ha CJIeiiB U co cJieiiBa Ha mMacTep depes ssh.

Taxxxe orpenaktupyeM pg hba.conf na macrtepe u cieiie, pa3pemus um
JIPYT K JIpyTy jmoctyn 6e3 maposs(trust) (TyT mobasisiercst posib replication):

Ko 4.7 Macrep pg hba.conf

Line I host replication all 192.168.0.20/32 trust

Ko 4.8 Cueiis pg_hba.conf
Line 1 host replication all 192.168.0.10/32 trust

He 3abbiBaem 1ocite 3Toro mneperpy3uthb postgresql na oboux cepsepax.
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Line 1

4.2. Streaming Replication (IToTokoBas permkarims)

Hacrpoiika macrepa

st magana nacrpoum masterdb. Ycranosum napamerpst B postgresql.conf
JJ1d pellInKaIlum:

Kon 4.9 Hacrpoiika MmacTepa

# To enable read-only queries on a standby server,
wal level must be set to

# "hot standby". But you can choose "archive" if you never
connect to the

# server in standby mode.

wal level = hot standby

# Set the maximum number of concurrent connections from the
standby servers.
max_ wal senders = 5

# To prevent the primary server from removing the WAL
segments required for

# the standby server before shipping them, set the minimum
number of segments

# retained in the pg xlog directory. At least
wal keep segments should be

# larger than the number of segments generated between the
beginning of

# online -backup and the startup of streaming replication.
I[f you enable WAL

# archiving to an archive directory accessible from the
standby , this may

# not be necessary.

wal keep segments = 32

# Enable WAL archiving on the primary to an archive
directory accessible from

# the standby. If wal keep segments is a high enough number
to retain the WAL

# segments required for the standby server, this may not be

necessary .
archive mode = on
archive command = ’cp %p /path to/archive/%f’

JlaBaiiTe 110 TTOPAJIKY:

o «wal level = hot standby» — cepsep mauner nucarb B WAL jtorn Tak
JKe KaK U IIpU pexkuMe «archives, n1o6aiisst nHGOPMAIIIO, HEOOXOMMY O
JIJTs1 BOCTAHOBJICHUST TPAH3AKIN (MOXKHO TAaKzKe IIOCTaBUTh «archives, HO
TOIJIA CepBep He MOXKET ObITh CJIEHBOM MPH HEOOXOIUMOCTH ).

e «max wal senders = 5» — MaKCHMAaJbHOE KOJMIECTBO CJICIBOB.
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4.2. Streaming Replication (IToTokoBas permkarims)

e «wal keep segments = 32» — MuUHHMAJbHOE KOJUYIECTBO (dailjioB ¢
WAL cermentamu B pg_ xlog nupexropun.
e «archive_mode = on» — mo3Bosisiem coxpansTb WAL cermenTsr B

ykazaHoe mnepeMeHHoOl <«archive command» xpanwiumie. B naHHOM
ciydae B JUpeKTopuio «/path to/archive/».

[To-ymorganuio perimkalnug acWHXpoHHas. B Bepcum 9.1 jobaBumin
napameTp «synchronous standby names», KOTOpBIii BK/IIOUaeT CUHXPOHHYIO
perukaruio. B nannbie napameTp nepejgaercs «application names, KoTopblii
UCIIOJIB3YETCs Ha cjieiiBax B recovery.conf:

Kom 4.10 recovery.conf ajist CHHXPOHHOI pPEIIMKAIINY Ha, CJIeiiBe

Line 1 restore command = ’cp /tmp/%f %p’ # e.g. ‘cp

/mnt/server /archivedir/%f %p’

- standby mode = on

- primary conninfo = "host=localhost port=59121
user=replication password=replication
application name=newcluster’ #e.g.
"host=localhost port=>5432"

- trigger file = ’/tmp/trig f newcluster’

[Tocsie namenenus mapamverpos neperpyzxaem PostgreSQL cepsep. Temepn
mepeiiiem K slavedb.

Hactpoiika cieiia

s wmagasma wam morpedyercs co3nath Ha slavedb Toumnyro kommio
masterdb. Ilepenecem manubIe ¢ ToMoOIIBI0 «OHIaH Oekaras.
g nagasa 3aiijem Ha masterdb cepsep. BuimosiruMm B KoHCON:

Koy 4.11 BeimostasieM Ha MacTepe

Line I psql -c¢ "SELECT pg start backup(’label’, true)"

Terteppr HaM HY2KHO II€pEHECTU JaHHBIE C MacTepa Ha cJjeiiB. BbimoaHseM
Ha MacTepe:

Kon 4.12 BrimoageM Ha MacTepe

Line 1 rsync -C -a --delete -e ssh --exclude postgresql.conf
--exclude postmaster.pid \
- --exclude postmaster.opts --exclude pg log --exclude
pg_xlog \

- --exclude recovery.conf master db _datadir/
slavedb host:slave db datadir/

rIe

e «master db_datadir» — jupekropus c¢ postgresql maHHBIMEU Ha
masterdb
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4.2. Streaming Replication (IToTokoBas permkarims)

e «slave db datadir» — aupekTopus ¢ postgresql mannbivu Ha slavedb
o «slavedb_host» — xocr slavedb(s mamem ciryaae - 192.168.1.20)

[Tocie xommpoBaHMS JIAHHBIX C MacTepa Ha CJelB, OCTAHOBUM OHJIAWH
Oekarl. BruimosiHsieM Ha MacTepe:

Kon 4.13 Brmomasem Ha MacTepe

psql -c¢ "SELECT pg stop backup()"

VcranaBmBaeM Takue ke JlaHHble B KoHbure postgresql.conf, aro u y
Macrepa (ITOOBI IIPU TAJEHAN MacTepa CJIedB MOI €ro 3aMeHnTh). Tak ke
YCTAHOBUM JIONOJILHUTEIBHBIA MapamMeTp:

Kon 4.14 Koudwur cueiia
hot standby = on

Baumanne! Ecmum ma macrepe mocraBuim «wal level = archives, rorma
napamerp ocrasjisieM 1o ymosdanuio (hot standby = off).

Hasee na slavedb B qupekropun ¢ ganubivu PostgreSQL coznamum daiin
recovery.conf ¢ TaKM CO/IEPKUMBIM:

Ko 4.15 Koudwur recovery.conf

# Specifies whether to start the server as a standby. In
streaming replication ,
# this parameter must to be set to on.

Y )

standby mode = ’on

# Specifies a connection string which is used for the
standby server to connect

# with the primary.

primary conninfo = "host=192.168.0.10 port=>5432
user=postgres’

# Specifies a trigger file whose presence should cause
streaming replication to

# end (i.e., failover).

trigger file = ’'/path to/trigger’

# Specifies a command to load archive segments from the WAL
archive. If

# wal keep segments is a high enough number to retain the
WAL segments

# required for the standby server, this may not be
necessary . But

# a large workload can cause segments to be recycled before
the standby

# is fully synchronized, requiring you to start again from
a new base backup.
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Line 1

4.2. Streaming Replication (IToTokoBas permkarims)

restore_command = ’scp masterdb host:/path to/archive/%f
H%pll Y

rje

e «standby mode="on’s — yka3biBaem cepBepy paboTaTh B PesKUME CJIEHB

e «primary conninfo» — HaCTpOHKN COeTMHEHNS CJIeiiBa ¢ MacTEPOM

o «trigger files — ykazbiBaem tpurrep-caiii, Upm HAJUIAN KOTOPOTO
OyIeT OCTaHOBJIEHA PEILTUKAIINS.

e «restore command» — KOMaH/a, KOTOpOii Oy/eT BocTtanaBuarcs WAL
noru. B Hamewm ciaydae gepes scp konmpyem ¢ masterdb (masterdb host
- xoct masterdb).

Teneps MBI MozkeM 3arryctuTh PostgreSQL na slavedb.

TeCTI/IpOBaHI/Ie PeIlJIMKaITn

Tenepp MBI MOXKEM ITOCMOTPETH OTCTaBaHHE CJIEHBOB OT MacTepa ¢
ITOMOITIHIO TAKUX KOMaH/I:

Kon 4.16 TectupoBanme peruimKaIium

$ psql -c¢ "SELECT pg current xlog location ()"
-h192.168.0.10 (masterdb)
pg current xlog location

0/2000000
(1 row)

$ psql -c¢ "select pg last xlog receive location ()"
-h192.168.0.20 (slavedb)
pg last xlog receive location

0/2000000
(1 row)

$ psql -c "select pg last xlog replay location ()"
-h192.168.0.20 (slavedb)
pg last xlog replay location

0/2000000
(1 row)

Haunnas ¢ Bepcum 9.1 jjobaBuim JIONMOJHUTEIbHBIE View JIjIsi IIPOCMOTPA
cocrosinus perinkaruu. Tenepb master 3HaeT Bce cocTodgnus slaves:

Koy 4.17 Cocrosinne cieiiBoB

# SELECT * from pg stat replication ;
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procpid | usesysid | usename | application name |
client addr | client hostname | client port |

backend start | state | sent location |
write location | flush location | replay location |
sync_priority | sync_ state

--------- o b g
17135 | 16671 | replication | newcluster |
127.0.0.1 | | 43745 | 2011-05-22
18:13:04.19283+02 | streaming | 1/30008750 |
1/30008750 | 1/30008750 | 1/30008750 ]

1 | sync

Takxke c¢ Bepcum 9.1 nobaBuim view pg stat database conflicts, c
HIOMOIIBIO KOTOPOil Ha cjeilB 6a3aX MOXKHO IIPOCMOTPETH CKOJIBKO 3alIPOCOB
OBLJIO OTMEHEHO U 110 KAKUM ITPUIHHAM:

Koz 4.18 Cocrosinne cieiiBa

Line I # SELECT * from pg stat database conflicts ;

datid | datname | confl tablespace | confl lock |
confl snapshot | confl bufferpin | confl deadlock
------- e

1 | templatel | 0 | 0 |
0| 0| 0

5 11979 | template0 | 0 | 0 |
0 | 0 | 0

11987 | postgres | 0 | 0 |
0 | 0 | 0

16384 | marc | 0 | 0 |
1| 0 | 0

Etie nposeputh paboTy peIimKaimm MOXKHO € TIOMOIIBIO YTUJIUTHI PS:

Kon 4.19 TectupoBanme peruimKaIium

Line I [masterdb| $ ps -ef | grep sender

postgres 6879 6831 0 10:31 7 00:00:00 postgres:
wal sender process postgres 127.0.0.1(44663) streaming
0/2000000
[slavedb| $ ps -ef | grep receiver
5 postgres 6878 6872 1 10:31 7 00:00:01 postgres:
wal receiver process streaming 0/2000000

Tenepnb mpoBepuM penpukauo. BoimogHuM Ha Macrepe:

Koy 4.20 BeimtostasieM Ha MacTepe

Line I $psql test db
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test _db=# create table test3(id int not null primary
key ,name varchar (20));

NOTICE: CREATE TABLE / PRIMARY KEY will create implicit
index "test3 pkey" for table "test3"

CREATE TABLE

test db=4 insert into test3(id, name) values(’1’, ’testl’);
INSERT 0 1
test db=#

Tenepnb mpoBepuM Ha cjieliBe:

Ko 4.21 BeimonnsieM Ha cieiiBe

$psql test db
test _db=# select * from test3;
id | name

Kak BumgmMm, Tabauia ¢ JaHHBIMU YCIIENIHO CKOIUpOBaHA € MacTepa Ha
cJIelB.

Oomme 3a/1a491
[TepekJrrovuenne Ha CIeiB TIpH MaJICHUN MacTepa
JlocTtaTouHo cozjarh TpUrrep-gaiiia (trigger_ﬁle) Ha CJiefiBe, KOTOPBIN
CTAHOBUTCA MaCTEPOM.
OcTaHoOBKa peIinKainm Ha cjeiiBe

Cosnarb Tpurrep-daitn (trigger file) ma cieiise. Takxke ¢ Bepcum 9.1
jobaBuwiim KoMaHbl pg_xlog replay pause() m pg xlog replay resume()
JIJIsT OCTAHOBKU M BO30OOHOBJICHUS PEILTUKAIIUN.

[lepezamyck permkanuu 1mocie cOost

[ToBTopsiem omeparun u3 pasjesia «HacTpoiika crieiiBas. Xouercs
3aMeTUTh, YTO MAacCTeP IPHU STOM He HYKJAeTCs B OCTAHOBKE IIPU BBIITOTHEHIH
JTaHHOI 3aJIa4M.

[lepeszanyck perummkanuu mocje coosi cieiia

[lepesarpysuts PostgreSQL ma cireiiBe mocse ycrpanenust cOosi.

92



Line 1
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HOBTOpHO CUHXPOHU3UPOBATDH PEIIJIMKAIIUN Ha cJeiiBe

DTO MOXKET MOTPedoBaTCs, HAIIPUMED, TIOCIe JIJINTEIBHOTO OTKIFOUEHUST OT
mactepa. Jlms sroro ocramasimBaem PostgreSQL ma cieiiBe u moBTOpsieMm
omneparun n3 pazjesa «Hacrpoiika cieiiBas.

4.3 Slony-I

Baenenne

Slony »T0 cucrema peIMKAIUU pPeaJbHOTO BPEMEHHU, IO3BOJISIONIAS
OpraHW30BaTh CUHXPOHUBAINIO HECKOJbKHX cepBepoB PostgreSQL mo cern.
Slony wucnosb3yer Tpurrepbl Postgre miasg npusssku kK cobbrrusim INSERT/
DELETE/UPDATE u xpanumbie poIe/lypbl JIJIs BHIIIOJHEHMs! JIeHCTBUIA.

Cucrema Slony ¢ TOYKHU 3peHus 8 IMUHICTPATOPA COCTOUT U3 JIBYX IVIABHBIX
KOMIIOHEHT, PeIIMKAIMOHHOTO JIeMOHa slony u ajMUHUCTPATUBHON KOHCOJIH
slonik. ApMmuHECTpHUpOBaHUE CHCTEMBI CBOJHMTCA K 00meHno co slonik-om,
JIeMOH slon TOJIBKO CJIeUT 3a COOCTBEHHO ITPOIECCOM PerIuKaIrun. A ajgMuH
CJICJIUT 3a TeM, YTOOBI slon Buces TaM, IJie eMy IMOJIOXKEHO.

O slonik-e

Bce xomammgpr slonik mpuamMaer Ha cBoit  stdin. o mnagaia
BBITIOJIHEHNS CKpUIIT slonik-a rmpoBepsieTcss Ha COOTBETCTBHE CUHTAKCHUCY, €CJIN
00HAPYKUBAIOTCA OIMMOKM, CKPUIIT HE BBIMOJIHSIETCS, TaK YTO MOXKHO He
BoJIHOBaThCcs ecin slonik coobmaer o syntax error, HUYEro CTPAIITHOTO He
npomsorio. U on emé aHudero He c¢ienan. Ckopee Bcero.

YceranoBska
Vceranoska vHa Ubuntu npousBojuTcs mpocToil KOMaHI0:

Kom 4.22 YcranoBka
sudo aptitude install slonyl-bin

Hactpoiika

Paccmorpum  Terepb  yCTAHOBKY Ha THIOTETHYECKYIO 0a3y JaHHBIX
customers  (Ha3BaHWsS  Y3JIOB, KJIACTEPOB W TabJUI  ABJIAIOTCH
BbIMbIH_IJ'IeHHbIMI/I) .

Hamu nannore

B/I: customers

master host: customers master.com

slave _host 1: customers slave.com

cluster name (Hy>KHO IpHyMaTh): customers rep
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[ToaroroBka master-cepsepa

Jlnst Havasia HAM HY2KHO CO3/aTh I0Jib30oBaTe s Postgres, 1moji KOTOpbIM
oymer neiicroBarh Slony. [lo ymomdanuio, n oT/1aBast TOKHOE CHCTEME, 3TOrO
10JIb30BaTe s OOBIYHO HA3bIBAIOT slony.

Koy 4.23 Tlogroroeka master-cepsepa

pgsql@customers master$ createuser -a -d slony
pgsql@customers master$ psql -d templatel -c "alter \
user slony with password ’slony user password ’;"

Takrke Ha KarKJIOM U3 Y3JI0B JIyUIlle 3aBECTH CHCTEMHOTO TOJIb30BATEIS
slony, 4ToOBI 3alycKaTh OT €ro MMEHU PEeILITMKAIlMOHHOTO JeMoHa slon. B
JIAJIbHERIIeM [0[pa3yMeBaeTcsi, YTO OH (M MOJIb30BaTesib U slon) ecrh Ha
KaKJIOM U3 y3JIOB KJIaCTepa.

[Toaroroeka oanoro slave-cepsepa

3/1ech g paccMaTpUBAIO, UTO CepPBEPBI KjacTepa COeJMHEHBI TTOCPEICTBOM
cetn Internet (kak B MOEM ciiydae), HeOOXOAMMO UYTOOBI € KaxKJIOTO W3
BEJIOMBIX CEPBEPOB MOXKHO OBLIO yCTAHOBHUTL coenuHenue ¢ PostgreSQL na
Macrep-xocre, 1 HaobopoT. To ecTh, KOMaHIA:

Koz 4.24 Tloaroroeka omuoro slave-cepeepa

anyuser@customers slave$ psql -d customers \
-h customers master.com -U slony

JIOJIZKHA  TIOJIKJIF0OYaTh HAC K Macrep-cepBepy (mocjie BBOJA HapoOJis,
JKejlarebHo). Ecam 9To-To He Tak, BO3MOXKHO TpPeOyeTcsi MOKOBBIPSITHCS B
Hacrpoiikax firewall-a, win daitine pg_hba.conf, koropwrii texkut 8 SPGDATA.

Teneps ycranasimmBaem Ha slave-xoct ceppep PostgreSQL. Cremyrorero
0OBITHO He Tpedyercs, cpas3y mocie yctaHoBku Postgres «up and readys, HO
B C/Iydae KaKUX-TO OIMMOOK MOYKHO HAYATh «C YUCTOrO JIMCTAa», BBITOJTHUB
clleflytorue  KOMaH bl  (TPeJIBAPUTEIHBHO  COXPAHUB  KOH(MDUI'YPAIMOHHbIE
aitibl 1 ocraHOBUB postmaster):

Koy 4.25 Tloaroroeka oguOro slave-cepeepa

pgsql@customers slave$ rm -rf $PGDATA
pgsql@customers slave$ mkdir $PGDATA
pgsql@customers slave$ initdb -E UTF8 -D $PGDATA
pgsql@customers slave$ createuser -a -d slony
pgsql@customers slave$ psql -d templatel -c¢ "alter \
user slony with password ’slony user password ’;"

BamyckaeM postmaster.
Braunmanue! O6bryHO  TpebyeTcss  ONpEeIe/IEHHBIA  BjaJesern I
pertunupyemoit BJI. B atom ciydae mHeobxommmo 3aBecTtr ero Toxe!
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Kom 4.26 ITogroroska omaoro slave-cepsepa

pgsql@customers slave$ createuser -a -d customers owner
pgsql@customers slave$ psql -d templatel -c¢ "alter \
user customers owner with password

"customers owner password ;"

DT JiBe KOMAaH/bl MOXKHO 3aIlyCKaTh ¢ customers master, K KOMaHIHOM
CTPOKE B 3TOM CJydae HYKHO J00aBUTH «-h customers slaves, daToObr Bce
olepanuu BbIIIOJIHAJINUCE Ha SlaVe.

Ha slave, kak u #a master, Tak»ke Hy?KHO yCTAaHOBHUTH Slony.

Nuaumumammzanusa B/l u plpgsql na slave

Cremyrorme KOMaHIbI BBIIOJIHSIOTCS OT Iojb3oBaresns slony. Ckopee
BCero JJid BBIIIOJIHEHUA Ka?K,ZLOfI n3 HHUX HOTpe6yeTCH BBECTU Ha,pOJIb
(slony user password). Urak:

Kom 4.27 Nannuanuzamusg BJ1 u plpgsql na slave

slony@customers master$ createdb -O customers owner \
-h customers slave.com customers
slony@customers master$ createlang -d customers \

-h customers slave.com plpgsql

Baumanne! Bcee Tabmuier, koTopble OyayT jobaBieHbl B replication set
JIOJZKHBI UMeTh primary key. KEcim kakasg-T1o w3 Tabjuil He yIOBIETBOPSET
9TOMY YCJIOBHIO, 33JIePzKUTECH Ha ITOM IIare u JaiiTe KaxK 10 TabJuile primary
key xkomamyioit ALTER TABLE ADD PRIMARY KEY.

Ecau cronbiia KoTopblit Mor ObI cTaTh primary key He HaxoauTcs, JoO6aBbTe
nosblit crosber tuma serial (ALTER TABLE ADD COLUMN), u 3anosanTe
ero 3nadenuamu. Hacrogrenbno HE pekomenjyio ucronb3oBars «table add
keys slonik-a.

[Iponomxkaem. Coznaém Tabauibl 1 Bcé ocTaabHoe Ha slave:

Ko 4.28 Nannmanuzanus BJ1 u plpgsql na slave

slony@customers master$ pg dump -s customers | \

psql -U slony -h customers slave.com customers

pg dump -s ¢amMIuT TOJBKO CTPYKTypy Hameit BJ1.

pg_dump -s customers jo/KeH IyckaTh 0e3 mapoJsisi, a BOT i psql
-U slony -h customers slave.com customers upujérca mHabOpaTb TapoJsb
(slony user pass). BaxHo: s mogpasymeBaro 94TO ceffdac Ha MacCTep-XOCTe
emié He ycranosJieH Slony (peub we mpo make install), To ects B B/] ser tabuuir
sl _*, Tpurrepos u npouero. Eciau ecThb, TO BO3MOXKHO JIBa BapUAHTA:

e JiobaBiisieTcst y3esq B yxkKe (DYHKIMOHUDPYIONIYIO CHCTEMY DerInKaliuu
(amraiire paszmesn 5)

e 510 ommbka :-) Torma j0 mepeHoca CTPyKTypbl Ha slave BbIIOJHUTE
crIeLyonee:
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Line 1

Ko 4.29 Nannmanuzanus BJ1 u plpgsql va slave
slonik <<FOF

cluster name = customers slave;

node Y admin conninfo = ’dbname=customers
host=customers master.com

port=5432 user=slony password=slony wuser pass’;

uninstall node (id = Y);

echo ’okay’;

EOF

Y — umcno. Jlioboe. Baxkuo: eciu 310 AefictBuresibHO omuOKa, cluster
name MOYKET UMETh KaKoii-To Japyroe 3nadenue, napumep T1 (default).
Hy:xHo ero BbIsicHUTD 1 c¢esaTh uninstall.

Ecau crpykrypa y:Ke mepeHeceHa (M 9TO JIEHCTBUTENBHO OIMHOKA),
caemnaiite uninstall ¢ oboux y3mos (¢ master u slave).

Nuannupaim3alius Kiacrepa

Ecin Ceitgac mbr nmeeMm jiBa cepepa PgSQL koTopbie ¢BOOOIHO «BUISTS
JIPYT JIpyTa 10 CeTH, Ha OJHOM M3 HUX HAXOJWTCHA MacTep-6a3a ¢ JaHHLIMU, Ha
JAPYIrOM — TOJIBKO CTPYKTYpa.

Ha mactep-xocrte 3alryckaeM Takoil CKPHUIIT:

Koy 4.30 Mnnunuanuzanusa KiacTepa

#!/bin /sh

CLUSTER=customers _rep

DBNAMEl=customers
DBNAME2-customers

HOSTl=customers master.com
HOST2=customers slave.com

PORT1=5432
PORT2=5432

SLONY USER=slony

slonik <<EOF
cluster name — $CLUSTER;
node 1 admin conninfo = ’dbname=$DBNAME]l host=$HOST1

port=$PORT1

user=slony password=slony user password’;
node 2 admin conninfo = ’dbname=$DBNAME2 host=$HOST?2
port=$PORT2 user=slony password=slony user password’;
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init cluster ( id = 1, comment = ’Customers DB
replication cluster’ );

echo ’'Create set’;

create set ( id = 1, origin = 1, comment = ’Customers
DB replication set’ );

echo ’Adding tables to the subscription set’;

echo 7 Adding table public.customers sales...’;

set add table ( set id = 1, origin = 1, id = 4, full
qualified

name = ’public.customers sales’, comment = ’Table
public.customers sales’ );

echo ’ done’;

echo ’ Adding table public.customers something ... ’;

set add table ( set id = 1, origin = 1, id = 5, full
qualified

name = ’public.customers something,

comment = ’Table public.customers something );

echo ’ done’;

echo ’done adding’;

store node ( id = 2, comment = ’Node 2, $HOST2’ );

echo ’stored node’;

store path ( server = 1, client = 2, conninfo =
"dbname=$DBNAMEI host=$HOST1

port=3PORT1 user=slony password=slony user password’ );

echo ’stored path’;

store path ( server = 2, client = 1, conninfo =
"dbname=$DBNAME2 host=$HOST2

port=3PORT2 user=slony password=slony user password’ );

store listen ( origin = 1, provider = 1, receiver = 2 );
store listen ( origin = 2, provider = 2, receiver = 1 );
EOF

3/1ech Mbl HUHUNUAJIAZUPYEM KJACTEP, CO3/IaéM PEILIUKAIMOHHbBI HAaboD,
BKJIIOYaeM B HEro JBe TaOJIUIbl. BakKHO: HYKHO IEPEYUCIUTh BCe TaOJINIB,
KOTOpbIe HYXKHO peILIUIUpPOoBaTh, id Tabysuibl B Habope JIOJIKEeH OBITh
YHUKAJIbHBIM, TaOJIUIBI JOJIKHBI IMeTh primary key.

Baxkno: replication set 3amomuHaeTcst pa3 u HaBcerga. UToObI 100aBUTH
y3eJ1 B CXeMY PeIINKAIINU He HY’KHO 3aHOBO MHUIINAJIN3UPOBATH set.

Baxkno: ecaum B Habop Jg00aBisieTcss WM YIAJasdeTcs TabanIa HY>KHO
nepenojnucaTh Bee ya3ibl. 1o ecthb cienats unsubscribe u subscribe 3anoBo.
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[ToamuceiBaem slave-y3sen wa replication set
Cxpuwrrt:

Ko 4.31 IommucsiBaem slave-yses na replication set

#!/bin /sh
CLUSTER=customers _rep

DBNAMEl=customers
DBNAME2—-customers

HOSTl=customers master.com
HOST2=customers slave.com

PORT1=5432
PORT2=5432

SLONY USER=slony

slonik <<EOF

cluster name — $CLUSTER;

node 1 admin conninfo = ’dbname=$DBNAMEI host=$HOST1
port=3PORT1 user=slony password=slony user password’;
node 2 admin conninfo = ’dbname=$DBNAME2 host=$HOST2
port=3PORT2 user=slony password=slony user password’;

echo’subscribing ’;
subscribe set ( id = 1, provider = 1, receiver = 2, forward
= no);

EOF

CrapT perinkanum
Tertepn, Ha 0OOUX y3/1aX HEOOXOIMMO 3aITYCTUTH JIEMOHA PEILIUKAINN.

Ko 4.32 CrapT perumkamum

slony@customers master$ slon customers rep \
"dbname=customers user=slony"

n

Kox 4.33 Crapr permkannm

slony@customers slave$ slon customers rep \
"dbname=customers user=slony"
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Ceityac cJIOHBI OOMEHSIIOTCA COODIIEHUAMHU U HAYHYT Iepe/iady JaHHBIX.
Hauanbnoe namosxenune mpoucxoaut ¢ nomornbio COPY, slave DB ma sto
BpeMs ITOJTHOCTHIO OJIOKUPYETCs.

B cpemnem Bpems akTyau3aliiy JIAHHBIX Ha Slave-cucreme coCTaBiisieT J10
10-tm cexyn. slon ycrernno o6XouT MPOOJIEMBI CO CBA3BIO U MOIKIIOUYEHIEM
K BJI, u BooOIie TpedyeT K cebe JOCTATOUHO MAJIO BHUMAHUSI.

O6mue 3a1a49n
JlobGaBienue emié o HOro y3Jia B PADOTAIOINLYIO CXeMY PEeIlIMKAIIUN

Broimoauts 4.3.1 u BimostHUTS 4.3.2.

Hoswrrit yzen umeer id = 3. Haxomurca ma xocrte customers slave3.com,
«BUJIUT» MaCTEP-CEPBEP 10 CeTU U MACTEP MOYKET IMOIKTIIUTHCs K ero PgSQL.

rocsie J;yoIMpoBanus CTPYKTYpPhI (I 4.3.2) nefiaeM Creyromiee:

Ko 4.34 Obmue 3318491
slonik <<EOF

cluster name = customers slave;

node 3 admin conninfo = ’dbname=customers
host=customers slaved.com

port=5432 user=slony password=slony wuser pass’;

uninstall node (id = 3);

echo ’okay’;

EOF

DTO HYKHO 9TOOBI YIAJUTH CXeMY, TPUTTEPhI U MIPOTIETyPbl, KOTOPbIE ObLIN
¢IyO/IMpOBaHbl BMecTe ¢ TabuiamMu u cTpykrypoit BJI.

Nunnmanu3upoBarh KjaacTep He HaJO. Bmecto sTOro 3ammchiBaeM
UHAMOPMAIIMIO O HOBOM Y3JI€ B CETH:

Koy 4.35 Obmue 3ama49m
#!/bin /sh

CLUSTER=customers rep

DBNAMEl=customers
DBNAME3—=customers

HOSTl=customers master.com
HOST3=customers slave3.com

PORT1=5432
PORT2=5432

SLONY USER=slony
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slonik <<EOF
cluster name — $CLUSTER;
node 1 admin conninfo = ’dbname=$DBNAMEI host=$HOST1
- port=$PORT1 user=slony password=slony user pass’;
20 node 3 admin conninfo = ’dbname=$DBNAMES3
host=$HOST3 port=$PORT2 user=slony
password=slony user pass’;

echo ’done adding’;

25 store node ( id = 3, comment = ’'Node 3, $HOST3’ );
- echo ’sored node’;
store path ( server = 1, client = 3, conninfo =
"dbname=$DBNAME1
host=$HOST1 port=$PORT1 user=slony
password=slony wuser pass’ );
echo ’'stored path’;
30 store path ( server = 3, client = 1, conninfo =
’dbname=$DBNAME3
host=3HOST3 port=$PORT2 user=slony
password=slony user pass’ );

9 . 9’ .
echo ’again’;

store listen ( origin = 1, provider = 1, receiver = 3 );
35 store listen ( origin = 3, provider = 3, receiver = 1 );
EOF

Hosgnrit y3es umeer id 3, moromy [ato 2 yxke ectb u pabortaer. [lommuceiBaem
HOBBIIT y3es1 3 Ha replication set:

Kon 4.36 O6mue 3a1a9mu
Line 1 #!/bin/sh

CLUSTER=customers rep

5 DBNAMEl=customers
DBNAME3—customers

HOSTl=customers master.com
- HOST3=customers slave3.com
10
PORT1=5432
PORT2=5432
SLONY USER=slony

slonik <<EOF
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cluster name — $CLUSTER;

node 1 admin conninfo = ’dbname=$DBNAME] host=$HOST1
port=$PORT1 user=slony password=slony user pass’;
node 3 admin conninfo = ’dbname-$DBNAME3 host=$HOST3
port=$PORT2 user=slony password=slony user pass’;

echo’subscribing ’;
subscribe set ( id = 1, provider = 1, receiver = 3, forward
= no);

EOF

Teneps 3amyckaem slon Ha HOBOM y3jie, TaK »Ke KaK M Ha OCTAJbHBIX.
[lepezamyckaTs slon Ha MacTepe He HAJIO.

Koy 4.37 Obmue 3a5a49m

slony@customers slave3$ slon customers rep \
"dbname=customers user=slony"

Pemukarust 1o/KHa HAYaThCA KaK OOBITHO.

Ycerpanenue HeHCIIPaBHOCTe
Ommbka 1pu T00aBJICHUN Y3718 B CUCTEMY PEeILTHKAIIN

[lepuoauyaecku, tpu j1006aBJIEHHH HOBOW MAIMHBI B KJACTEP BO3HUKAET
caeyronias omnOKa: Ha HOBOI HOJEe BCE HAUMHAET KYKKaThb M PpabOTaTh,
UMEIOIINECd K€ OTBAJIUBAIOTCA C IPUMEPHO CJACIYIONEA JTUArHOCTUKON:

Kon 4.38 Ycrpanenne HemCIpaBHOCTEN

%slon customers rep "dbname=customers user=slony user"
CONFIG main: slon version 1.0.5 starting up
CONFIG main: local node id = 3

CONFIG main: loading current cluster configuration
CONFIG storeNode: no_ id=1 no_ comment="CustomersDB
replication cluster’

CONFIG storeNode: no_id=2 no_ comment="Node 2,
node2.example.com’

CONFIG storeNode: no_id=4 no_ comment="Node 4,
node4 . example.com’

CONFIG storePath: pa server=1 pa client=3
pa_conninfo="dbname=customers

host=mainhost.com port=>5432 user=slony user
password=slony user pass" pa_connretry=10

CONFIG storeListen: li origin=1 li receiver=3

li provider=1

CONFIG storeSet: set id=1 set origin=1

set _comment='CustomersDB replication set’
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WARN remoteWorker wakeup: node 1 - no worker thread

CONFIG storeSubscribe: sub set=1 sub provider=1
sub_forward="f"’

WARN remoteWorker wakeup: node 1 - no worker thread

CONFIG enableSubscription: sub_set=1

WARN remoteWorker wakeup: node 1 - no worker thread

CONFIG main: configuration complete - starting threads

CONFIG enableNode: no id=1

CONFIG enableNode: no id=2

CONFIG enableNode: no_ id=4

FERROR remoteWorkerThread 1: "begin transaction; set

transaction isolation level

serializable; lock table " customers rep".sl config lock:;
select

" customers rep".enableSubscription (1, 1, 4);

notify " customers rep Event"; notify

" customers rep Confirm";

" customers rep".sl event (ev_ origin, ev_ seqno,
ev_timestamp, ev_ minxid, ev maxxid, ev xip,

ev_type , ev_datal, ev data2, ev_data3, ev_ datad ) values
("1°, '219440°,

’2005-05-05 18:52:42.7083517, ’52501283°, 52501292’
’775250128377, 'ENABLE SUBSCRIPTION’ |

17, 17, 47, ’f’); insert into " customers_ rep
sl _confirm (con origin, con_ received,

con_seqno, con_timestamp) values (1, 3, 219440,
CURRENT TIMESTAMP) ; commit transaction ;"

PGRES FATAL ERROR ERROR: insert or update on table
"sl subscribe" violates foreign key

constraint "sl subscribe-sl path-ref"

DETAIL: Key (sub_provider,sub receiver)=(1,4)

is not present in table "sl path".

INFO remoteListenThread 1: disconnecting from
"dbname=customers host=mainhost.com

port=5432 user=slony user password=slony user pass’

%

insert into

n

OTO O3HAYAET UTO B CJIYKEOHOH Tabsuie <wmmsa kiacrepa>.sl path;,
nanpumep _customers rep.sl path ma y»ke mmeronuxcss ysiax OTCYyTCTBYeT
uHdoOpMaIsa 0 HOBOM y3Jie. B jnanHoMm ciaydae, id HoBoro ysia 4, napa (1,4)

B sl _path orcyrcrsyer.

Bumumo, sto 6ar Slony. Kak uzbekarh 3TOro u MOCTEAYIONIUX PYIHBIX

BMeEIIaTEe/JILCTB IIOKa HE ACHO.

Y100bl 9TO YCTPAHUTH, HY?KHO BBIIOJHATH Ha KaXKJIOM W3 HUMEIOITUXCS
Y3JI0B IPUBIU3UTEIHHO CJIelyoIuii 3anpoc (106aBUTh Iy Th, B JIAHHOM CJIydae

(1,4)):

Kon 4.39 Verpanenue HemcrupaBHOCTEL
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4.3. Slony-I

slony user@masterhost$ psql -d customers -h
_every _one_of slaves -U slony
customers=# insert into _ customers rep.sl path
values (717,74’ ’dbname=customers host=mainhost .com
port=>5432 user=slony user
password=slony user password, '10’);

Ecian BosHuUKaOT 3aTpy/IHEHNUsI, JIa U BOOOIIE JIJIsi paCIIUPEeHusl KPyrosopa
MOXKHO TIOCMOTPETH Ha CJIyKeOHble Tabyunbl U ux cojepxumoe. OHEM He
BHU/IHBI OOBITHO U HAXO/ISATCS B paMKax IIPOCTPAHCTBA UMEH < MMs KJlacTepa,
HalpuMmep  customers rep.

Yo JeJiaTh eCJId PeIlJInKallud CO BpeMeHeM HadMHaeT TOPMO3UTDL

B mporiecce skcruryaramum HAOIIOMAI0 KAK CO BPEMEHEM PACTET HATPY3Ka
Ha master-cepsepe, B CINCKe aKTUBHBIX OekeHI0B — mocTosHuable SELECT-51
co cyeiiBoB. B pg stat activity Bugmm nmpuMepHO Takue 3aIlpocChr:

Kon 4.40 Verpanenue HemcIpaBHOCTEH

select ev origin, ev_seqno, ev_ timestamp, ev_ minxid,
ev_maxxid, ev_xip,
ev_type, ev_datal, ev data2, ev data3d, ev_ datad, ev datab,

ev_datab,

ev _data7, ev data8 from " customers rep".sl event e where
(e.ev_origin = ’2’ and e.ev_seqno > ’336996’) or
(e.ev_origin = '3’ and e.ev_seqno > ’'1712871") or
(e.ev_origin = 4’ and e.ev_sequno > '721285") or
(e.ev_origin = ’5’ and e.ev_seqno > ’807715") or
(e.ev_origin = ’1’ and e.ev_seqno > ’'3544763") or
(e.ev_origin = ’6’ and e.ev_seqno > ’'2529445") or
(e.ev_origin = ’7’ and e.ev_seqno > ’'2512532") or
(e.ev_origin = '8’ and e.ev_seqno > ’2500418") or
(e.ev_origin = ’10’ and e.ev_ seqno > ’'1692318")

order by e.ev_ origin, e.ev_seqno;

He 3abpiBaem aTo _customers rep — mMs CXeMbI U3 IPUMeEpPA, y Bac Oyaer
JIpyroe uMs.

Tabmuma sl _event mouemy-To paspacraercss €O BpeMeHeM, 3aMeisds
BBITIOJIHEHHE 9TUX 3alIPpOCOB 0 HEIIPpUEMJIEMOI'O BPEMECHMU. yﬂaHHeM HEHY2KHbIE
BAINCH:

Kom 4.41 Verpanenue HeHMCIIPABHOCTET

delete from _ customers rep.sl event where
ev_timestamp<NOW()-’1 DAY’ ::interval;

HpOI/I3BO,Z[I/ITe.HbHOCTb JO0JI2ZKHa BEPpHYTHCA K HN3HAYAJIbHBIM 3HAYCHUAM.
Bo3MOXKHO mMeeT CMBICJ [OYUCTUTH Tabiauibl _ customers rep.sl log *
IJie BMECTO 3BE3JIOUKHU IIOJICTABJISIIOTCS HATYPAJIbHBIE YHCJIA, II0-BUIUMOMY
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[0 KOJIMYECTBY PEIUIMKAIIMOHHBIX CeTOB, TaK 4uTo _ customers rep.sl log 1
TOYHO JIOJIZKHA CYIIIECTBOBATh.

4.4  Londiste

Bgenenne

Londiste mpepgcrasisier coboil JBUXKOK JIJI OPraHU3AIUNA PEILINKAIIIN,
HaIlUCAHHBLIII Ha S3bIKE python OCHOBHbIe IIPUHIUIIBL: HaJe2KHOCTDb
n  IIPOCTOTa MCIIOJIb30BaHM:]. 1/13—3& 9TOI'0 JJaHHO€ DpelleHue unuMeeT

MeHbIe GyHKIMoHaIbHOCTH, YeMm Slony-I. Londiste mcmosbs3yer B KadecTse
TPAHCIOPTHOIO MexaHu3Ma odepenb PgQ (ommcanme 3roro Gosiee uem
UHTEPECHOIO IMPOEKTa OCTAeTCd 3a paMKaMU JAHHOHN IJIaBbl, MOCKOJbKY OH
[IPEJICTABJISET UHTEpeC CKOpee JId HU3KOYPOBHEBBIX IIPOIPAMMUCTOB 06a3
JIAHHBIX, YeM IS KOHEYHBIX II0oJb3oBareseil — amvmuuucrparopo CYB/I
PostgreSQL). OmmanTesbHbIMI 0COOEHHOCTSIMU DEIeHHsI SIBJISTFOTCSI:

BO3MOXKHOCTH TOTAOJINIHON PEIIUKAITIT
Hava/IbHOE KOIMMPOBAHME HUYErO He OJIOKUPYyeT
BO3MOKHOCTD JIBYXCTOPOHHEIO CPaBHEHUsT TaOJIHIL
ITPOCTOTa YCTAHOBKH

K HeaoCTaTKaM MOXKHO OTHECTH:

® OTCYTCTBHE O/JIEPKKH KaCcKa/IHOi PeIIMKAIIH,
orkazoycroiiunBocru(failover) u mepekioveHne MexKjy —cepBepaMu
(switchover) (Bce 510 obermaror K 3 Bepcun peajn3oBarh)

YceranoBka

Ha cepsepax, koropeie Mbl HacTtpamBaem pacmarpubaerct OC Linux, a
umenro Ubuntu Server. ABTOp JaHHOW KHUIHM CYUTAET, 9TO IO JPYyTUe
onepanuonnbie cucrembl (Kpome Windows) Bce Masio deM GyeT OTInIaThCd,
a gepxkatb kjacrepa PostgreSQL mom OC Windows, mo wmenbimeit mepe,
HEPa3yMHO.

[Tockonbky Londiste — 310 wacts Skytools, To HaM HYKHO CTaBUTH STOT
naker. Ha Takux cucremax, kak Debian uim Ubuntu skytools moxkno naiitu B
PEIO3UTOPUN MAKETOB U MOCTABUTDH OJHON KOMAHIOWU:

Kom 4.42 YcranoBka
sudo aptitude install skytools

Ho Bce ke Jsydmre ckadaThb caMylo IIOCJIEJIHIOIO BEPCHUIO TIAKeTa C
ochunmanbHoro caiita. Ha MoMeHT HallmcaHusi CTaTbU MOCJIETHSIS BEPCUs ObLIA
2.1.11. Nrak, HaaHeM:
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4.4. Londiste

Kom 4.43 YcranoBka

Line 1 $Wget
http://pgfoundry.org/frs/download.php/2561/skytools -2.1.11.tar.gz
$tar zxvf skytools-2.1.11.tar.gz
$cd skytools-2.1.11/
# s10 mms cobopkm deb makera
5 $sudo aptitude install build-essential autoconf \
automake autotools-dev dh-make \
debhelper devscripts fakeroot xutils lintian pbuilder \
python-dev yada
- # cTaBUM mMmakKeT WCXOJHUKOB g postgresql 8.4.x
10 $sudo aptitude install postgresql-server -dev-8.4
# python-psycopg myxen miaa paborel Londiste
$sudo aptitude install python-psycopg?2
# nmamboil KoMamHgoil @ cobupaio deb maker jrs
- # postgresql 8.4.x mus( 8.3.x manpumep Gyger "make deb83")
15 $sudo make deb84
$cd ../
# craBum skytools
$dpkg -1 skytools-modules-8.4 2.1.11 i386.deb
skytools 2.1.11 1i386.deb

s npyrux cucreM MOKHO cobparh Skytools komanamu

Kox 4.44 Ycranoska

Line 1 ./configure
make
make install

Jlanbie mpoBepuM, UTO BCE Y HAC MPABUIBHO YCTAHOBUJIOCH

Kox 4.45 Ycranoska

Line I $londiste.py -V
Skytools version 2.1.11

$pgqadm . py -V
Skytools version 2.1.11

Ecimm y Bac moxoxkuit BbIBOJ, 3HAYUT BCE YCTAHOBJIEHHO TPABUJIBHO U
MOXKHO IPUCTYIIATh K HAaCTPOUKe.

HacTtpoiika

O6o3HaUYCHUL:

e hostl — macrep;
e host2 — creiis;
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Hacrpoiika ticker-a

Londiste Tpebyerca ticker njst paboTsl ¢ Mmactep 6a30ii JJAHHBIX, KOTOPBIi
MOXKeT OBITH 3allyIlleH W Ha japyroil mammue. Ho, KoHewdHo, Jsydmie ero
3allyCcKaTh Ha TOH 2Ke, rje u Macrep Oa3a JgaHHbiX.  Jljag SToro Mbl
HACTPAMBaeM CIeIUaIbHbI Koudur s ticker-a (mycrs kordwur Oymer y Hac
/etc/skytools/dbl-ticker.ini):

Ko 4.46 Hacrpoiika ticker-a

[pggadm |
+# HaszBaHNe

job name = dbl-ticker

# mactep 0asza JAHHBIX

db = dbname=P host=hostl

# BajepKKa MexKIy 3allyCKaMH O0CIIyKHBaHH:A
# porarus ( odepeieil W TI..) B CEKyHJAaX
maint delay = 600

# 3Bajiep:kKa MeXKJly [POBEPKAMH HAJIUYHsi aKTHUBHOCTH
# HOBBIX ( IAKETOB JAHHBIX) B CEKYHJAX
loop delay = 0.1

# log m pid nemona
logfile = /var/log/%(job name)s.log
pidfile = /var/pid/%(job_ name)s.pid

Tenepb HEOOGXOUMO WHCTAJLIUPOBATDH CIyKeOHbIH Koji (SQL) u 3anmycruth
ticker kak jgemona i 0as3bl JaHHBIX. /Jlesaercss 9TO ¢ MOMOIIBIO YTUIUTHI
pgqadm.py caeayonmME KOMAHIAMA:

Koy 4.47 Hactpoiika ticker-a

pggqadm.py /etc/skytools/dbl-ticker.ini install
pggqadm.py /etc/skytools/dbl-ticker.ini ticker -d

[IpoBepum, uro B Jorax (/var/log/skytools/dbl-tickers.log) Bcé
HOpMaJsibHO. Ha JlaHHOM 3Tame TaMm JIOJKHBI ObITH pejikue 3amnucu (pa3
B MUHYTY).

Ecim nam norpedyercst octaHOBUTE ticker, MbI MOYXKEM BOCIIOJIHL30BATCS ITOM
KOMaHIOM:

Ko 4.48 Hactpoiika ticker-a
pggadm.py /etc/skytools/dbl-ticker.ini ticker -s

nin ecan oTpedyercs «yonTh» ticker:

Ko 4.49 Hactpoiika ticker-a
pggadm.py /etc/skytools/dbl-ticker.ini ticker -k
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Bocranasimsaem CXeEMY 6as3bl

Londiste He ywmeer IepeHOCUTH WU3MEHEHUS CTPYKTYPbl Oa3bl JIaHHBIX.
[TosTomy Ha Bcex slave 0azax JaHHBIX Tepes] PeIIKAIUEdl JT0oKHA ObITh
co3jlaHa Takasd ke cTpykrypa BJl, uro u Ha Macrepe.

CozmaéM KOH(MUTYPAIIIO PEIINKATOPA

s KaxkKaoil M3 pemmmupyeMblx 0a3 CO31aJuM  KOH(UI'YPAIUOHHBIC
daitnbr (mycrs korbur O6yaer y Hac /ete/skytools/dbl-londiste.ini):

Ko 4.50 Cozmaém KOH(MUIYPAIUIO PEILITKATOPA

[londiste |
# ua3zBaHUe
job_name = dbl-londiste

# wmacrep 0asa JaHHBIX

provider db = dbname=dbl port=»5432 host=hostl
# cneiip 6aza JAaHHBIX

subscriber db = dbname=dbl host=host2

# D10 OyIeT HCIOJIb30BATHLCS B KadecTBe

# SQLunenTuduraropa-, TI.. He HCIOJIb3yiiTe

# TOYKU U IPOOEJIHI .

#+ BAZKHO! Ecau ecrb KuBasi peluimKalsl Ha Jpyroil CJIeiB
# uMeHyeM oOuepelb TaKrKe -

pgq_queue name = dbl-londiste - queue

# log u pid pemona
logfile = /var/log/%(job_name)s.log
pidfile = /var/run/%(job_name)s.pid

# p3mep Jjora
log size = 5242880
log count = 3

VceranasimBaem Londiste B 6a3bl Ha MacTepe u cJeiiBe

Teneps HEOOXOUMO yCTAHOBUTH CiayKebHBI SQL  1ma  waxkmoit us
CO3JIAHHBIX B TPEJIBIIYINEM ITyHKTE KOHMUrypaIuii.
YcranaBimBaeM KOJ Ha CTOPOHE MacTepa:

Koy 4.51 Londiste
londiste.py /etc/skytools/dbl-londiste.ini provider install

7 TIOJIOOHBIM 00Pa30M Ha CTOpPOHE cJieiiBa:
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Ko 4.52 Londiste

londiste.py /etc/skytools/dbl-londiste.ini subscriber
install

[Tocsie aTOrO NMyHKTA Ha MacTepe OyIyT CO3/IaHbl OUYePE TN JIId PEILTUKAIIIH.

SamyckaeMm mporecchl Londiste
g xKaxJ10it permunupyeMoii 0a3bl JiesraeM:
Ko 4.53 3amyckaem
londiste.py /etc/skytools/dbl-londiste.ini replay -d

Taxum 0Opa3zoM 3aITyCTATCs CIYIIATEH OYePeIeil PEIINKAIINHT, HO, T.K. MbI
eImé He yKa3blBaIW KakKue TaOJIUIbl XOTUM DEIIHIPOBaTh, OHM HOKa OymIyT
paboTaTh B XOJIOCTYIO.

Y6eumcest aTo B jiorax Her omubok (/var/log/dbl-londistes.log).

JlobaBjisieM perummimpyemMbie Tad TUITbI

Jlna Kaxjo#t KoHpUrypaluyu ykKa3blBaeM dYTO OyJieM PeILIMIUPOBATD €
MacTepa:
Kom 4.54 JlobaBiasgem perinmupyeMbie TabIHITHI

londiste .py /etc/skytools/dbl-londiste.ini provider add
--all

1 9TO CO CJIeliBa:

Kom 4.55 JlobaBiasgeM periunupyeMbie TabIHITHI

londiste.py /etc/skytools/dbl-londiste.ini subscriber add
--all

B mannom npumepe st UCIoIb3YIO CIel-apaMeTp «—ally, KoTopblit o3HaYaeT
BCe TaOJIMIIBI, HO BMECTO HETO BBl MOXKETe MEePEYNCIUTH CIUCOK KOHKPETHBIX
TabJINIL, ec/Ii He XOTUTE PEIIUINPOBaThH BCE.

Hobasiisiem permimpyeMbie MOC/Ie0BATEIbHOCTH (sequence)

Tax ke g Becex Koudurypanumii. [nsa macrepa:

Kom 4.56 [TobaBisgeM mociea0BaTeIbHOCTH

londiste.py /etc/skytools/dbl-londiste.ini provider add-seq
--all

s cieiiBa:

Ko 4.57 JlobaBiisieM peIIUIupyeMble TabIHIThI

londiste.py /etc/skytools/dbl-londiste.ini subscriber
add-seq --all
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Touno Takke Kak U ¢ TabJIUIaMA MOXKHO YKa3aThb KOHKDPETHbIE
[I0CJIEIOBATEILHOCTH BMECTO «—ally.

[Tposepka

Nrak, BCcé dUTO HaJO CcJe/IaHoO. Tenepnr Londiste 3amyctur Tax
HasbiBaeMblil bulk copy mporece, koropsiit maccoBo (¢ momoripio COPY)
3aJIbET IPUCYTCTBYIONINE HA MOMEHT JH00aB/IeHHs TabJIMIl JaHHbIE Ha CJIEHB,
a 3aTeM IepeiijieT B COCTOsIHIE OOBIMHON PEILTHKAIINN.

MounuTopum Jioru Ha IPEIMET OIMUOOK:

Ko 4.58 TIposepxka
less /var/log/dbl-londiste.log

Ecnu Bcé xoporo, cMOTpUM COCTOsiHHE pervmkanun.  JlaHHble yike
CUHXPOHU3UPOBAHBI JIJI TeX TabJIHII, IJIe cTaTyc oTobparkaercs Kak "ok".

Kom 4.59 IIposepka
londiste.py /etc/skytools/dbl-londiste.ini subscriber tables

Table State
public.tablel ok
public.table2 ok
public.tabled in-copy
public.table4 -
public.tableb -
public.table6 -

Jl1st ymoOcTBa MpeJICTAaBIIAIO eIy IONINT TPIOK C yBEJOMJIEHHE B ITOUTY 00
OKOHYAHUY TIEPBOHAYABHOIO KOMMPOBaHUsl (MBLIO IOMEHSTH HA CBOE):

Koy 4.60 ITposepxka
while [ $(

python londiste.py /etc/skytools/dbl-londiste.ini
subscriber tables |

tail -n4+2 | awk ’{print $2}’ | grep -v ok | wc -1) -ne 0 |;

do sleep 60; done; echo ’’ | mail -s ’Replication done FOM’
user@domain . com

) &

Oomue 3a1a49n
JlobaBiienne Bcex TaOINIL MacTepa CJIENHBY

[Ipocro ncnob3ys 3Ty KOMaHIYy:
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Ko 4.61 JlobaBiieHne Bcex TabOJIUI MacTepa CIeHBY

londiste.py <ini> provider tables | xargs londiste.py <ini>
subscriber add

[IpoBepka cocTosiHUS CIEHIBOB

DTOT 3aIPOC Ha MacTepe JaeT HEKOTOPYIO NH(MOPMAIIIIO O KazK 10l odepe in
U cJeiBe.
Ko 4.62 ITpoBepka cocTOSTHIST CIEHBOB

SELECT queue name, consumer name, lag, last seen
FROM pgq.get consumer info();

«lag» crosberr moka3bIBaeT OTCTABAHWE OT MacTepa B CHUHXPOHU3AIINM,
«last _seen» — Bpems mocseHelt 3ammpoca ot ciefiBa. 3HadeHue 3TOro CTOJIOIA
He JOJIZKHO ObITH OoJibie, deM 60 ceKyH/I /118 KOH(DUTYPAIUT 110 YMOJITIaHUO.

yﬂaHeHHe o4depe/in Bcex COOBLITHI 13 MacCTepa

IIpu pabore ¢ Londiste moxkeT nmorpedoBaTcd yJIaUTh BCE BaIlll HACTPOIKHI
JUI TOrOo, 4YToObI HadaTh Bce 3aHOBO.  Jas PGQ, 9Tobbl ocTaHOBUTH
HaKOILJIeHNe JIAHHBIX, UCIOJb3yiiTe ciemytonme API:

Ko 4.63 Vianenue ouepenn Bcex COOBITAN W3 MacTepa

SELECT pgq.unregister consumer ( ’queue name’,
‘consumer name’ ) ;

WNnu Bocnonib3yiirech pggadm.py:

Ko 4.64 Ynanenne ouepenn BceX COOBITHI M3 MacTepa

pggqadm . py <ticker.ini> unregister queue name consumer name

JlobaBienne cTos01a B TabJIHILY

JlobaByisieM B ciiejyronei mocjie10BaTe IbHOCTH:

JI00ABUTH TI0JIE HA BCE CJICHBBI

BEGIN; — na macrepe

J100aBUTH T10JIe HA MacTepe

SELECT londiste.provider _refresh trigger(’queue name’,
‘tablename’);

5. COMMIT;

W=
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Viajienue cTos01a u3 TabJInuILy

1. BEGIN; — na macrepe

2. yIaJuTh 10Jie Ha MacTepe

3. SELECT londiste.provider _refresh trigger(’queue name’,
‘tablename’);

4. COMMIT;

5. Ilposepursh «lagy», korma londiste mpoiiier MOMEHT yJ1ajeHust OIS

6. yIaJuTh ToJIe Ha BCeX CreiiBax

XI/ITpOCTI) TYT B TOM, 4TOOBI VAaJIUTD II0JI€ Ha cJIeiBax TOJIbKO TOorja, Koriaa
OoJIbIle HEeT COOBITHUI B o4depe/in Ha 9TO II0JIE.

YcTrpaHeHue HencIpaBHOCTe
Londiste moxxupaer mporeccop u lag pacrer

ODTO MPOWCXOIUT, HAIPUMED, €CJAu BO BpeMsa OO aJIMUH 3a0bLT
nepesamnyctuth ticker. WMmm xorma Bel cuaenanu 6osbinoir UPDATE wnn
DELETE B oxmoit TpaH3akmuu, HO Telepb 4YTO Obl Pean30BaTh KarKIoe
cobUTHE B 3TOM 3allpoce CO3JIAI0TCA TPaH3aKINN Ha CJIeiBax . ..

Cremytomuit 3apoc MO3BOJIAET MOICIUTATDh, CKOJbKO COOBITHIl IMPUIILIO B
pgq.subscription B kosionkax sub_last tick u sub_next tick.

Kom 4.65 Ycrpanernne HEMCIIPABHOCTET

SELECT count (*)
FROM pgq.event 1,
(SELECT tick snapshot
FROM pgq. tick
WHERE tick id BETWEEN 5715138 AND 5715139
) as t(snapshots)
WHERE txid visible in_ snapshot(ev_ txid, snapshots);

B narmmewm ciry4ae, 3To 6n110 6051€€ vem 5 MuyinoHoB u 400 ThIcAT COOBITHIA.
Mmuorosaro. Yem Oosbitie coObITHII ¢ 0a3bl JaHHBIX TpedyeTrcsa obpaboTaThb
Londiste, Tem OGosibiie emy Tpebyercss HaMmsiTU Jijisg Toro.  Mbl MoxKkeM
coobmuTh Londiste He 3arpyzKarth Bce coObITus cpas3y. locraTodno mo0aBuTh
B INI kondur ticker-a ciemyrornyo HaCTPONKY:

Kom 4.66 Yerpanenue HeHMCIIPABHOCTET

pgq lazy fetch = 500

Tenepnr Londiste Gymer O6pars makcumym 500 coObITHit B OJIMH TAKeT
zarpocoB. OcTajibHbIe TIONAIYT B CJIEYIONIIE MAKEThI 3allPOCOB.
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4.5 Bucardo

Bgejienne
Bucardo — acunxponnas master-master mjm master-slave periukarus
PostgreSQL, xoropast wnammcana na Perl. Cucrema oueHb THuOKas,

MTO/IIEP?KUBAET HECKOJIBKO BHJIOB CHHXPOHU3AIUN U 00PADOTKN KOH(MJIUKTOB.

YeranoBka

YeranoBky Oymem mpoBomuTh Ha Ubuntu Server. Cradasia HaM Hy?KHO
ycranoButh DBIx::Safe Perl momysin.
Kox 4.67 Ycranoska

sudo aptitude install libdbix -safe-perl

ZL.HH APYTuX CUCTEM MOXKHO IIOCTaBHUTH U3 I/ICXO,Z[HI/IKOBll

Kom 4.68 YcranoBka

tar xvfz DBIx-Safe-1.2.5.tar.gz

cd DBIx-Safe-1.2.5

perl Makefile .PL

make && make test && sudo make install

Teneps crasum cam Bucardo. Ckauupaem” ero u MHCTAJIAPYEM:

Ko 4.69 YcranoBka

tar xvfz Bucardo-4.4.0.tar.gz
cd Bucardo-4.4.0

perl Makefile.PL

make

sudo make install

st paborsr Bucardo morpebyercst ycranoBUTh mojiepkky pl/perlu si3bika
PostgreSQL.

Kom 4.70 YcranoBka
sudo aptitude install postgresql -plperl-8.4

MozkeM npucTynaTh K HACTPOIIKe.

Hactpoiika
Nuannmnamzamnus Bucardo

BamyckaeM yCTAaHOBKY KOMAHIOI:

thttp://search.cpan.org/CPAN /authors/id /T /TU/TURNSTEP/
2http:/ /bucardo.org/wiki/Bucardo#Obtaining Bucardo
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Line 1

Line 1

Line 1

Line 1

4.5. Bucardo

Ko 4.71 Nannuamnzanust Bucardo

bucardo ctl install

Bucardo mokaker wmacTpoiiku mogksaoueHus K PostgreSQL, xoropswre
MOKHO OY/IET U3MEHUTD:

Ko 4.72 Nannuamuzanust Bucardo

This will install the bucardo database into an existing
Postgres cluster.

Postgres must have been compiled with Perl support,

and you must connect as a superuser

We will create a new superuser named ’bucardo’,
and make it the owner of a new database named ’bucardo’

Current connection settings:

1. Host: <none>

2. Port: 5432

3. User: postgres

4. Database: postgres

5. PID directory: /var/run/bucardo

Korma BbI m3menuTe TpebyeMble HACTPONKU U TOITBEPINTE YCTAHOBKY,
Bucardo cosmact mosibzoBatess bucardo n 6a3y jganabix bucardo. /laxHbIi
[I0JIb30BaTE/b JOJIZKEH UMeTh IIpaBo JioruHuTcea depe3 Unix socket, mosTomy
JIydIiie 3apaHee JaTh eMy Takue rpasa B pg_hda.conf.

Hactpoiika 6a3 maHHBIX

Teneps HaM HY»KHO HACTPOUTDH 6a3bl JAHHLIX, ¢ KOTOPBLIMU OyaeT paboTarh
Bucardo. Ilycts y mac Oyier master db u slave db. Cuauasa macrpoum
MacTep:

Koy 4.73 Hactpoiika 6a3 JaHHBIX

bucardo c¢tl add db master db name=master
bucardo ctl add all tables herd=all tables
bucardo ctl add all sequences herd=all tables

[TepBoit KoMaH10i1 MbI yKa3ajm 6a3y JAHHBIX U JIAJIU eif uMs master (jiist
TOro, 4TO B peajbHO# Ku3um master db u slave db ummeror ommnaxoBoe
HasBaHWe M uX Hy»KHO Bucardo ormmdars). Bropoit n Tpereii KOMaHIONH Mbl
yKa3aJIl PEITUIBIPOBATE BCE TAOIUITHI U MTOCJIEI0BATETLHOCTH, OOBEJIEHIB UX
B rpyny all tables.

Hamnbie nobasiisiem slave db:

Kom 4.74 Hacrpoiika 6a3 JaHHBIX

bucardo ctl add db slave db name=replica port=6543
host=slave host
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4.5. Bucardo

Mpur nazBasin replica 6a3y jgannbix B Bucardo.

Hacrpoiika cunxpoHnsamuu

Tenepb HAM HYXKHO HACTPOUTH CHHXPOHHM3AIUIO MEXKJIy STUMH Oa3amu
mgannbix. [emaerca sTo komanoit (master-slave):

Kon 4.75 Hacrpolika cHEXpOHA3AIINN

Line I bucardo ctl add sync delta type=pushdelta source=all tables
targetdb=replica

Janmnoit komanmoit Mbl ycranoBuM Bucardo Tpurepsr B PostgreSQL. A
Tereph 110 IMapaMeTPaM:

e type

1o Tun cuaxpouusanuu. CyiecTByer 3 TUIA:

— Fullcopy. Ilonnoe xonmposamue.
— Pushdelta. Master-slave perumukariusi.
— Swap. Master-master perukarms. s paboThl B TakoM

pexkume 1morpebyercd yKaszarh KakK Bucardo jgo/keHn pemaThb
KOH(MIUKTBI cuHXpoHu3aruu.  [ag sroro B Tabiuie «goats
(B KOTODOIi HAXOJSITCsT TAOJUIBI U TIOCIEI0BATEILHOCTH) HY?KHO
B «standard conflict> mose mocraBuTh 3HaueHme (9TO 3HAUEHHE
MOZKeT OBITh PA3HBIM JIJIsl PA3HBIX TabJIHI U MTOCJIeI0BATEIHHOCTEN ):

% source — TpU KOH(JIMKTE MBI KONHPYEM JaHHBIE C SOUrce
(master _db B Hammenm ciayuae).

x target — mupm KoOHQJIMKTEe MBI KOIHUPYeM JaHHbIe C target
(slave db B mamem ciaygae).

x skip — KOH(IMKT MBI TIPOCTO HE PEILTHIUPYEM. He
DPEKOMEH/TyeTCsl. .

x random — kaxnass B/l mmeer oaMHAKOBBIN INMAHC, UTO €€

usMeHenue OyJeT B34TO [l pelleHue KOHMIUKTa.
x latest — 3amuch, KoTopasi ObLIa IIOCEIHEN M3MEHEeHa pelrraer

KOHQJINKT.
x abort — cHHXpOHU3AIMS IPEPHIBAETCS.

® source

I/ICTO‘IHI/IK CHUHXPOHU3AIINN.
e targetdb

B/I, B KOTOpYM IIPOM3BOJIMM PEILIUKAIIHIO.
st master-master:

Ko 4.76 HacTpoiika cCHHXpOHU3AITIN

Line 1 bucardo ctl add sync delta type=swap source=all tables
targetdb=replica
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Line 1
Line 1
Line 1
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Line 1

4.6. RubyRep

Bamyck/OcraHOBKa peIlKaIn
3aImyck perimKam:

Ko 4.77 Bamyck perinkanun
bucardo ctl start
OcTaHOBKa peILTNKAIINN:

Kom 4.78 OcranoBKa perinKalimn

bucardo ctl stop

O6mue 3a/1a491
[IpocmoTp 3HaUEHWIT KOHMDUTYparyun
[IpocTo ucnob3ys 3Ty KOMaHIYy:

Ko 4.79 IIpocmoTp 3navennit KoHMUTYpaIun

bucardo ctl show all

N3menenust 3Havennit KoHMUrypaun

Ko 4.80 Namenenus 3nadennit KoH(MUTYpAITTT

bucardo ctl set name=value

Harmpumep:
Ko 4.81 Nsmenenusi 3uadenniit KOHMUTYpaIun
bucardo ctl set syslog facility=LOG_LOCAL3

[Ieperpyska koudwuryparmn

Ko 4.82 Ileperpyska korbuUrypaum

bucardo ctl reload config

Boutee mosmprit crimcok komanr — bucardo.org/wiki/Bucardo ctl

4.6 RubyRep

Brenenne

RubyRep upenacrasiiger coboit JBUKOK /I OpraHU3allud acUHXPOHHOM
PeIINKAINN, HAIMMCAHHBIA Ha si3bike ruby. OCHOBHBIE NMPWHIAITBL: MTPOCTOTA
rcnoab3oBanusd U He 3aBucutb or B/I. Ilommep:kuBaer Kak master-master,
Tak 1 master-slave perumkaruio, moxker paborars ¢ PostgreSQL u MySQL.
OmyinauTeIbHBIMU OCOOEHHOCTSIMU PEIEeHUsT STBJISTIOTCS:
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4.6. RubyRep

® BO3MOYKHOCTB JIByXCTOPOHHErO CPABHEHUS U CHHXPOHU3AINN 023 JTAHHBIX
® IIPOCTOTA yCTAaHOBKH

K HeaoCTaTKaM MOXKHO OTHECTH:

e paboTa TOJBKO ¢ JAByMs Oazamu manabix st MySQL
e MeJljIeHHast paboTa CHHXPOHU3AINN
e 11pu GOJIBIINX 0ObEMaX JAHHBIX «E€CT» IPOIECCOP U MAMATH

YeranoBka

RubyRep nomiep:kuBaeT jiBa TUIla yCTAaHOBKHU: depe3 cTaHmapTHbI Ruby
win JRuby. Pekomennyio crasuts JRuby BapmanT — mpousBoauTebHOCTD
OyJ1eT BBIIIE.

Ycranoska JRuby Bepcun

[IpenBapuTesbHO T0/KHA OBITH yeTaHoBeHa Java (Bepcus 1.6).

1. Barpysure nocsemioo Bepcuio JRuby rubyrep ¢ Rubyforge.
2. Pacnakyiite
3. T'oToso

Yceranoska craniapraoin Ruby Bepcun

1. Veranosuth Ruby, Rubygems.
2. YcranoButhb JipaiiBepa 6a3bl JJAHHBIX.

s Mysql:

Ko 4.83 Ycranoska

Line I sudo gem install mysql
st PostgreSQL:

Ko 4.84 YcranoBka

Line 1 sudo gem install postgres

3. Ycranasiaubaem rubyrep:

Ko 4.85 Ycranoska

Line 1 sudo gem install rubyrep

Hactpoiika
Coznanne (aita kKorduUrypamnm
BormosmanM KomamLy:

Koy 4.86 HacTpoiika

Line I rubyrep generate myrubyrep.conf
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Line 1

Line 1

4.6. RubyRep

Komanma  generate cozjmasa upumep  koudwuryparuu B daiii
myrubyrep.conf:

Kox 4.87 Hacrpoiika,

RR:: Initializer ::run do |config|
config.left = {

radapter => ’postgresql’, # or ’'mysql’
:database => 'SCOTT’,

;username => ’'scott

:password => ’tiger’,
shost = 7172.16.1.1°

}

config.right = {

adapter => ’'postgresql’,
:database => ’SCOTT’,
:username => ’'scott’,
:password => ’tiger’,
:host = 7172.16.1.2°

}

config.include tables ’dept’

config.include tables /~e/ # regexp matches all tables
starting with e

# config.include tables /./ # regexp matches all tables

end

B macrpoiikax mpocro paszobparbcs. basbl gaHHBIX Jlesnarcs Ha «left»
n «right>. Yepes config.include tables mbl ykasbiBaeM Kakwe TabJIHAIIBI
BKJIIOUATh B perimkanuio (momaepkusaer Regkx).

CkannpoBanue 6a3 JaHHBIX

CxanupoBanne 0a3 JAHHBIX JIJIsT TIOUCKA PA3JININI:

Kon 4.88 CkanmpoBanue 0a3 JTaHHBIX
rubyrep scan -c¢ myrubyrep.conf
[Ipumep BBIBOJIA:

Kon 4.89 CkarnmpoBanue 0a3 JTaHHBIX

dept 100% ...... ... . ... . ... ... ... . 0
emp 100% ... ... 1

Tabauna dept mosHOCTHIO CUHXPOHM3MPOBaHA, a €mp — UMEET OJHY He
CUHXPOHU3UPOBAHYIO 3aIIUCh.
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4.6. RubyRep

Cunxponusaiius 6a3 JaHHBIX
BormomauM KoMaHIy:

Komx 4.90 Cunxporunsanus 6a3 JaHHBIX
rubyrep sync -c¢ myrubyrep.conf
Takke MOXKHO yKa3aTh TOJBKO KakKue Ta0IuIbl B 0a3axX JaHHBIX
CUHXPOHU3UPOBAT:
Komx 4.91 Cunxporusanus 6a3 JaHHBIX
rubyrep sync -c¢ myrubyrep.conf dept /“e/
HacTpoiiku noJIuTuKY CUHXPOHU3AIUN TT03BOJISIIOT YKA3bIBATh KaK pellaTh

KOHMJINKTBl CUHXPOHU3AITUN. Bosiee 1oapobHO MOXKHO IOYNTATH B
JIOKYMEHTaIlH.

Penmukarusa
JInist 3amycKa periuKaluy JOCTaTOYHO BBITOJIHUTD:

Kom 4.92 Penmukarmst
rubyrep replicate -c¢ myrubyrep.conf

JlanHasi KOMaHJa yCTAHOBUTH DpEILUIMKAIMIO (ecaum oOHa He Oblia
yCTaHOBJIEHA) Ha 0a3bl JIAHHBIX W 3allyCTUT €e. Yrobbl  OCTAHOBUTH
PEIUINKAIINAIO, JOCTATOYHO MPOCTO youTh mporecc. Jlaxke ecium perimkariust
OCTAHOBJIEHA, BCe U3MeHenus OyryT oopaboransl Tpurrepamu rubyrep. Ilocite
IepesarpyskKku, BC€ USMCHEHU A 6y,Z[yT aBTOMATNYECKNU BOCCTAHOBJICHBI.

s yranenns: perimKaIuu JIOCTATOYHO BBIIOJIHUTD:

Kom 4.93 Penmukarmst

rubyrep uninstall -c¢ myrubyrep.conf

YcTpanenne HencIIpaBHOCTE
OrmmubKa 1npu 3aIycKe perInKaum
[Ipu 3amycke rubyrep uepe3 Ruby MoxkeT BOBHUKHYTH 110JI00HAsT OMUOKA:

Kon 4.94 Verpanenne HemcmpaBHOCTEN

$rubyrep replicate -c¢ myrubyrep.conf

Verifying RubyRep tables

Checking for and removing rubyrep triggers from
unconfigured tables

Verifying rubyrep triggers of configured tables

Starting replication

Exception caught: Thread#join: deadlock 0Oxb76eelac - mutual
join (0xb758cfac)
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4.7. 3akJroyeHne

D10 npobiieMa ¢ 3armyckaMu moTokoB B Ruby. Pemaercs nByms criocobamu:

1. Bamyckats rubyrep depe3 JRuby (TyT ¢ morokamu e 6yaer mpobiem)
2. Hodukcurs rubyrep naruem:

Koz 4.95 Yerpanenune HencmpaBHOCTEL

Linel ---

/Library /Ruby/Gems/1.8/gems/rubyrep-1.1.2/1ib /rubyrep/

- replication runner.rb 2010-07-16 15:17:16.000000000
-0400

- +++ ./replication runner.rb 2010-07-16
17:38:03.000000000 -0400

- @ -2,6 +2,12 @@

5

- require ’optparse’

- require ’thread’

- +4require ’monitor’

.-

10 +class Monitor

- 4+ alias lock mon_ enter

- + alias unlock mon exit

- +end

15 module RR

- # This class implements the functionality of the
"replicate’ command.

- @ -94,7 +100,7 @@

- # Initializes the waiter thread used for
replication pauses

- # and processing

20 # the process TERM signal.

- def init waiter

- - @termination mutex = Mutex.new

- + Q@termination mutex = Monitor.new

- @termination mutex.lock

25 @waiter thread ||= Thread.new
{@termination mutex.lock;

- self.termination requested = true}

- %w(TERM INT) .each do |signal|

4.7  3akJrodeHne

Permmkarnuss — ojHa ©3 BaKHEWINX dYacTell KPYIMHBIX ITPUJIOXKEHMUIT,
KoTtopble paboraror Ha PostgreSQL. Ona momoraer pacupeensTb HArpy3Ky
Ha 0a3y JAaHHBIX, JieJlaTh (DOHOBBIN O KaIl OJIHON W3 KOmuil O6e3 HAarpy3Ku Ha
[EHTPAJIbHBIN CepBEp, CO3AaBaTh OTIAECIbHBIN cepBep /s JOTUPOBaHU U M./I.
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4.7. 3akJroyeHne

B riaBe 6bLI0 paccMOTpPEHO HECKOJIBKO BHJIOB peruinkaruu PostgreSQL.
Henbsst geTko ckazaTh Kakas Jiydire Bcex. lloTokoBasi perimkanus — OTHA
13 CaMbIX JIYYIINX BapHaHTOB JJId IIOAJEP2KKU HWIACHTUYIHbBIX KJIaCTEpOB
6a3 janmpix, HO Jjoctynna Toiabko ¢ 9.0 Bepcum PostgreSQL. Slony-1 —
rpoOMO3JIKasi M CJIOKHas B HaCTPOHKe CHUCTeMa, HO HUMeMIlas B CBOEM
apceHajie  MHOXKECTBO (DYHKIIMI, TakKuX KaK IOJJIEP:KKA  KaCKaIHOMN
perkaryn, —orkasoycroiiunsoctu  (failover) wu  mepeksroueHme  MexK Iy
cepsepamu (switchover). B roxke Bpemsi Londiste we obsiajiaer mogo6HbIM
dyHKITMOHAIOM, HO KOMITAKTHBIN 1 TTPOCT B ycTaHOBKe. Bucardo — cucrema
KOTOpasi MOXKeT ObITh WIn master-master, mian master-slave perimkarmeii, HO
He MOXKeT 06paboTaTh OrpOMHBIE OOBEKTHI, HET oTKazoycroitansocTH(failover)
U IepekJIodeHne Mexjy cepsepamu (switchover).  RubyRep, xak s
master-master perimKamui, O4eHb IIPOCTO B YCTAHOBKE M HACTPOWKE, HO 3a
9TO €My MPUXOAUTCS PACILIAUUBATCA CKOPOCTHIO PADOTHI — CaMbIil M€ IJIEHHBII
u3 BeeX (CHMHXPOHM3AIUsS OOJIBINX OOLEMOB JIAHHBIX MKy TabJIUIAMHE).
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Hlapannar

Ecnu emb ciiona, He nbrraiics
3aMUXaTh €r0 B POT TEJTHKOM.

Hapomuas mymapocTnb

5.1 Bsenenne

[MMapauur — pasjesienne JaHHLIX Ha ypoBHe pecypcoB.  Konrenrus
MIap/IMHIra, 3aKII09aeTCd B JIOTUYECKOM Pa3Je/IeHUN JIAHHBIX 10 Pa3JIUIHbIM
pecypcam MCxo/isi u3 TpeOOBaHMil K Harpy3Ke.

Pacemorpum npumep.  Ilycers y Hac ecTb NpUIOKEHHE ¢ perucTparueit
[I0JIb30BaTe e, KOTOPOe MO3BOJISIET IUCATH JIPYT JAPYTY JIMIHBIE COOOIIEHMSI.
JlomycTM OHO OYeHb IIOIYJISIPHO M MHOT'O JIIO/Ieil MM I0JIb3YIOTCs €2KeIHEBHO.
EctecTtBenno, 4to Tabsuna ¢ JIMYHBIMU COOOIEHUSAMU OyJIeT HaMHOI'O
GoJibllle BCeX OCTasIbHBIX Tabsumn B Oase (ckaxkem, Oyger sanumarb 90%
BCEX DECYPCOB). 3Hasl 9TO, Mbl MOXKEM MOJIOTOBUTH JiJIg ITOH (TOJBKO
ofHoi!)  TaGJIUIBI BBIJIEJICHHBINH CepBEp IOMOIIHEE, & OCTAJbHBIE OCTABUTH
Ha gpyrom (mociabee). Termeph MBI MOXKEM HJICAJBHO MOJCTPOUTH CEPBED
JUI paboOThI ¢ OJHOM crermmduaecKoil Tab/mIel, mocTapaTbCsd yMECTUTh €e
B IIaMATh, BO3MOYKHO, JIONOJHUTEIBHO MapTUIIMOHUPOBATL ee W T.J. Takoe
pacipejiesienne Ha3bIBACTCA BEPTUKAJIbHBIM IIIaPIUHIOM.

Yro penarb, ecaum Halma TaOIWIa C COOOIIEHUSIMUA CTajia HaCTOJIBKO
OOJIBINION, YTO JarKe BBIIEJEHHBI cepBep IIOJ Hee OJHY VK€ He CIIacaer.
Heobxoaumo 1esiaTh rOPpU3OHTAJIBHBIN IMApJIUHT — T.e. pasjesieHue OJIHOM
TaOJIUIIBI TIO Pa3HbIM pecypcaM. Kak 9To BeITIsinT Ha nmpakTuke? Bee mpocto.
Ha pasnbix cepBepax y Hac OyaeT Tab/juIa ¢ OJMHAKOBOW CTPYKTYpPOil, HO
pas3HbIMU JaHHBIMU. JIjIsT HaIero ciaydas ¢ COOOIEHUsIME, MbI MOYKEM XPAHUTh
repsblie 10 MUJIIMOHOB cOOOIIEHUIT HA OJHOM cepBepe, BTopbie 10 - Ha BTOpOM
u T.7. T.e. HeoOGXOAMMO MMETH KPUTEpHil mapauHra — KaKOH-TO Imapamerp,
KOTOPBIiI IIO3BOJIUT OIPEJIE/IATD, Ha KAKOM UMEHHO CepBepe JIEYKAT T WJIU HHbIE
JIAHHBIE.

OO6bIuHO, B KadecTBe IapameTpa InapjanHra BbioupatoT ID monb3oBaresis
(user _id) — 9T0 TO3BOJISIET JIEJIUTH JAHHBIE IO CepBEpaM DPABHOMEPHO U
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5.2. PL/Proxy

npocro. T.o. IpH MOJyYeHHM JIUIHBIX COOOINEHMIA IOJIb30BaTEe el aJrOpPUTM
paboThl OYIAET TaKOii:

e OupeneuTb, Ha KakoM cepsepe BJI sezkar cooOrieHns moIb30BaTes
ncxozd u3 user id

o llHuIuaan3npoBaTh COEMHEHNE C STUM CEPBEPOM

e Bribparn coobmennust

Bajiauy ompejiesieHnsi KOHKPETHOTO CepBepa MOXKHO PeIaTh JIBYMs Iy TSIMU:

e XpaHUTb B  OJHOM MeCT€  XeH-TaDJUIy C  COOTBETCTBUAMU
«I10JTb30BaTe/Ib—=cepBep». 'lorja, Nmpu Ompeje/ieHnn CepBepa, HyKHO
OyJileT BbIOpaTh cepBep U3 3Toil Tadb/uIkl. B 9TOM cilydae y3Koe MecTo —
9TO OOJIbITIas Tab/IUIA COOTBETCBUA, KOTOPYIO HYXKHO XPaHUTh B OJHOM
Mecre. JIgg Takmx Teseil 0YeHb XOPOINO TOJIXOJAT 06a3bl JTaHHBIX
«KJIFOU=3HaYeHUe»

e OmnpenesisiTh UMs  CepBepa € IIOMOIIBIO  YHCIOBONO  (OyKBEHHOIO)
npeobpaszoBannsa. Hampumep, MOXKHO BBIYHCISTH HOMEP CepBepa, Kak
OCTATOK OT JIeJICHUsI HA ONpeJeJeHHOe YHCIO0 (KOJIMIECTBO CEPBEPOB,
MezK Iy KoTopeiMu Bel jiesiure tabsuiy). B arom ciryuae yskoe mecto —
9TO0 mpobeMa J1obaB/IeHns HOBBIX CcepBepoB — Bawm mpujercd JiesraTh
nepepacipege/icHue JaHHbIX ME>K/1y HOBBIM KOJIMYECTBOM CEPBEPOB.

Jlst tmapguHTa HEe CYIIeCTBYEeT PeIieHus Ha YPOBHE U3BECTHBIX ILTaTdOpPM,
T.K. 9TO BeCbMa criennuIecKas JJisi OTJIEIbHO B3ATOIO MPUIOKEHUS 3a,1a9a.

EcrecrBenno, menast ropu3oHTaJbHBIN MapanHr, Bel orpannduBaere ceds
B BO3MOXKHOCTH BBIOOPOK, KOTOpPble TPeOyIOoT IiepecMoTpa Beeil TabJIMIibI
(HampuMep, ToC/Ie/IHIe TIOCThI B OJI0Tax JIrojieit OyIeT J0CTaTh HEBO3MOYKHO,
ecs TabJsnia MoCToB ImapanTes ). Takue 3a/adn NpUIETCs PeIaTh JAPyTUMI
nonxogamu. Harmpumep, 1y OMUCAHHOTO TPUMEPA, MOYKHO IPU ITOSIBJICHIH
HOBOI'O TI0CTa, 3aHOCUTH ero ID B obmuit crek, pazmepoMm B 100 3/1eMeHTOM.

lopuszoHTaNbHBIN IIApAUHT HMEET OJHO sIBHOE IPEUMYINEeCTBO — OH
OEeCKOHEYHO MacIITabupyem. Hns  cosmanusa mapaunra PostgreSQL
CYIIECTBYET HECKOJIbKO PEIeHUI:

Postgres-XC

PL/Proxy

HadoopDB (Shared-nothing clustering)
Greenplum Database

5.2 PL/Proxy

PL/Proxy mpencrasiasger coboii IPOKCH-SI3BIK I Y/IAJEHHOTO BBI30BA
HPOIEyP U MAapTUIMPOBAHUs JAHHBIX MEXKJy pasHbiMu Oazamu. (OCHOBHas
njest ero UCIOJIb30BAHUs 3aKJ/II0UAeTCs B TOM, YTO IOSIBJISIETCS BO3MOXKHOCTH
BBI3bIBATH (DYHKIINH, PACIIOJIOKCHHBIE B VIAJEHHBIX 0a3ax, a TakyKe CBOOO/IHO
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Line 1

5.2. PL/Proxy

paborarb ¢ KJacTepoM 0a3 JIaHHBIX (HAIpUMeEp, BbI3BATh (QYHKIMIO HA
BCeX y3Jjlax KJjacTepa, WM Ha CIydallHOM y3Jjie, WM Ha KAKOM-TO OJIHOM
OIIPE/IEIEHHOM ).

Yem PL/Proxy moxer O6bith mosesen?  OH CYIIECTBEHHO YIPOIIAET
TOPU30HTAJBHOE MACIITAONPOBAHNE CHCTEMBI. CranoBurcd  y0OHBIM
pas3nesiaTh TaOJUIly € TOJIB30BATENsIMU, HAIPUMED, IO HEPBOIl JIATHHCKOI
OoykBe umenu — Ha 26 y37i0B. IIpu sToM mnpusioxkenme, KoTopoe paboraer
HEIIOCPEJICTBEHHO € TPOKCHU-0a30ii, HUYEro He OyJIeT 3aMedaTrb:  3aIlpoc
Ha aBTOPUBAINIO, HAIPUMEpP, caM Oy/eT HalpaB/eH TPOKCH-CEPBEPOM Ha
HyKHBIIT y3eq1. To ecTh agmuHuCTpaTOp 06a3 JMaHHBIX MOXKET ITPOBOIUTDH
MacHITabupOBaHUE CHCTEMbI MPAKTUYIECKH HE3aBHCUMO OT Pa3pabOTIMKOB
[IPUJIOZKEHUS.

PL/Proxy mo3BojigieT MOJHOCTBHIO PEIIUTh MPOBIeMbl MaCIHITaOUPOBAHUSI
OLTP cucrem. B cucremy Jjierko BBOIMTCS pe3epBupoBanue ¢ failover-om He
TOJIBKO TIO y3JIaM, HO W II0 CAMHUM IPOKCHU-CepBepaM, KarKJbIil M3 KOTOPBIX
paboTaeT co BCeMH y3JIaMHu.

Hepocrarku n orpanuvenusi:

® BCe 3alpPOChl U BBI3OBBI (DYHKIIMI BBIZBIBAIOTCA B autocommit-pexkmme
Ha yJIaJeHHBIX cepBepax

e B Tejie dyukimu pasperres To1bko ojaud SELECT; npu neobxonumoctn
HY?KHO IIUCATH OTJIEJIBHYIO IIPOIIEyPY

® PN KaK/IOM BBI30BE IIPOKCH-CEPBED CTapTyeT HOBOE COE/INHEHNE K
OakeH/I-cepBepy; B BBICOKOHAIDYKEHHBIX CHCTEMaxX IeJIeCO00Pa3HO
WCIOJIB30BaTh ~ MEHeJKep I KeIUPOBAHUs  COeJIMHEHNN K
OakeH I-cepBepaM, JIJIsd TOM 1en uaeaabHo mogaxoaut PgBouncer

e u3MeHeHne KOHUTypanun Kiacrepa (KoJndecTBa MapTUInii, HarpuMep )
TpedyeT nepe3arycKa MPOKCU-CepBepa

YeranoBka

1. Ckavars PL/Proxy' n pacnaxkosars.
2. Cobpars PL/Proxy komanmamu make u make install.

Tak ke MoxkHO ycranoBuTh PL/Proxy wu3 pemosuropusi NakeTos.

Hanpuwmep 8 Ubuntu Server goctaTtovno BBIIOJIHATE KOMAHTY /it PostgreSQL
8.4:

Kox 5.1 Ycranoska

sudo aptitude install postgresql -8.4-plproxy

thttp:/ /pgfoundry.org/projects /plproxy
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Line 1

Line 1

Line 1

[S2 B

Line 1

5.2. PL/Proxy

Hactpoiika

JI1s1 mpuMepa HaCTPOUKK MCIOJb3yercs 3 cepBepa PostgreSQL. 2 cepsepa
nyctb OymyT nodel m node2, a rimaBHBI, 9TO OyAeT MPOKCHPOBATH 3AIIPOCHI
Ha JBa Apyrux — proxy. Jljas KoppekTHOi paborsl pl/proxy pekomeHyercs
HCII0JIL30BATH KOJIMIECTBO HOJI PABHOE CTelleHs M JIBOMKN. Basa maHHbIX Oyaer
HazwiBaTCs plproxytest, a Tabsmia B Heit — users. Haunewm!

st nagasa nactpoum nodel u node2. Koman bl HAICaHbIE HUZKY HYKHO
BBITIOJTHSITD Ha KayKJOM HOJIE.

Cozmannm 6a3y mannbix plproxytest(ecian eé emg met):

Koy 5.2 Hacrpoiika

CREATE DATABASE plproxytest
WITH OWNER, = postgres
ENCODING = 'UTF8’;

JlobaBisieM TabJIMIKY USers:

Koy 5.3 Hacrpoiika

CREATE TABLE public. users
(

username character varying(255),
email character varying(255)

)
WITH (OIDS=FALSE) ;
ALTER TABLE public.users OWNER TO postgres;

Tertepn cozmaum HyHKIUIO 11 100aBJIEHUs JAHHBIX B TAOJIAILY USers:

Kon 5.4 Hactpoiika
CREATE OR REPLACE FUNCTION public.insert wuser (i username

text ,

i _emailaddress text)

RETURNS integer AS

$BODY$

INSERT INTO public.users (username, email) VALUES ($1,%$2);
SELECT 1:

$BODY$

LANGUAGE ’sql’ VOLATILE;
ALTER FUNCTION public.insert user(text, text) OWNER TO
postgres;

C HaCTPOIKOI HOIOB 3aKOHYEHO. IIpucTynmM K cepBepy proxy.
Kak wu Ha Bcex HOJaX, Ha TIJIaBHOM cepBepe (proxy) JoJKHA
MPUCYTCTBOBATH 6a3a JAHHDBIX:

Kon 5.5 Hacrpoiika
CREATE DATABASE plproxytest
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WITH OWNER, = postgres
ENCODING = 'UTF8’;

Tenepbp Haj0 yK3aTh cepBepy d4YTO 3Ta 0Oa3a JAHHBIX YIPABIAECTCA C
HOMOIIBIO pl/proxy:
Koy 5.6 Hacrpoiika

Line | CREATE OR REPLACE FUNCTION public.plproxy call handler ()
RETURNS language handler AS

"$libdir /plproxy’, ’plproxy call handler’
- LANGUAGE ’c¢’ VOLATILE
5 COST 1;

- ALTER FUNCTION public.plproxy call handler ()
- OWNER TO postgres;
-- language
- CREATE LANGUAGE plproxy HANDLER plproxy call handler;
10 CREATE LANGUAGE plpgsql;

Taxske, JiJist TOro 9TO OBI CepBep 3HAJ TJe U KaKue HOJbl HEro eCTh HaJo
co3JaTh 3 CepBUCHBIE (QYHKIMU KOTOPbIe pl/proxy OyieT HCIOIb30BaTh B
cBoeit pabore. IlepBast dpyHKIMS — KoHUr I KiaacTepa 06a3 JaHHBIX. TyT
yKa3bIBaeTCsd IapaMeTpbl depe3 kay-value:

Kon 5.7 HacTpoiika

Line I CREATE OR REPLACE FUNCTION public.get cluster config
(IN cluster _name text, OUT "key" text, OUT val text)
RETURNS SETOF record AS
$BODY$
BEGIN
-- lets wuse same config for all clusters
key := ’connection lifetime’;
val = 30*60; -- 30m
- RETURN NEXT;
10 RETURN;
END;
$BODY$
LANGUAGE ’plpgsql’ VOLATILE
- COST 100
15 ROWS 1000;
- ALTER FUNCTION public.get cluster config(text)
- OWNER TO postgres;

Bropas Baxknast pyHKIMSA KOJI KOTOpPOiT Haji0 OyjeT HoanpaBuThb. B Heit
Ha10 OyaeT ykasatb DSN Hou:

Koz 5.8 Hacrpoiika

Line 1 CREATE OR REPLACE FUNCTION
public.get cluster partitions(cluster name text)
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- RETURNS SETOF text AS
- $BODY$
5 BEGIN
- IF cluster name = ’“usercluster’ THEN
- RETURN NEXT ’dbname=plproxytest host=nodel
user=postgres ’;
- RETURN NEXT ’dbname=plproxytest host=node2
user=postgres ’;
- RETURN;
10 END IF;
- RAISE EXCEPTION ’Unknown cluster ’;
- END;
- $BODY$
- LANGUAGE ’plpgsql’ VOLATILE
15 COST 100
- ROWS 1000;
- ALTER FUNCTION public.get cluster partitions(text)
- OWNER TO postgres;

W nocnegusas:

Koj 5.9 Hacrpoiika

Line I CREATE OR REPLACE FUNCTION
- public.get cluster version(cluster name text)
- RETURNS integer AS
- $BODY$
5 BEGIN
- IF cluster name = ’“usercluster’ THEN
- RETURN 1;
- END IF;
- RAISE EXCEPTION ’Unknown cluster ’;
10 END;
- $BODY$
- LANGUAGE ’plpgsql’ VOLATILE
- COST 100;
- ALTER FUNCTION public.get cluster version (text)
15 OWNER TO postgres;

Hy u cobcrBenno camasi riaBHasi (DYHKIHS KOTOPasi OYJIET BBI3BIBATHCH
y2Ke HEIOCPEJICTBEHHO B IPUJIOKEHUN:

Kon 5.10 Hacrpotika
Line I CREATE OR REPLACE FUNCTION

- public.insert wuser (i username text, i emailaddress text)
- RETURNS integer AS

- $BODY$

5 CLUSTER ’usercluster ’;

- RUN ON hashtext (i username) ;
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Line 1

Line 1

10

Line 1

5.2. PL/Proxy

$BODY$

LANGUAGE ’plproxy ’ VOLATILE

COST 100;
ALTER FUNCTION public.insert user(text, text)
OWNER TO postgres;

Bce roroso. Iloakimogaemcs K cepBepy pProxy m 3aHOCHM JIaHHBIE B Oa3y:

Kox 5.11 Hacrpotika

SELECT insert user(’Sven’, ’sven@somewhere.com’);
SELECT insert user(’Marko’, ’'marko@somewhere.com’);
SELECT insert user(’Steve’, ’steve@somewhere.com’);

[Ipobyem wu3Bsieun jtambble. [y 3TOro HammimeM HOBYIO CEPBEPHYIO
dynKIHIIO:

Komx 5.12 Hacrpotika
CREATE OR REPLACE FUNCTION

public.get user email (i _username text)
RETURNS SETOF text AS
$BODY$
CLUSTER ’usercluster ’;

RUN ON hashtext (i username) ;
SELECT email FROM public. users

WHERE username = i _username;
$BODY$

LANGUAGE ’plproxy’ VOLATILE
COST 100

ROWS 1000;

ALTER FUNCTION public.get user email(text)
OWNER TO postgres:;

N nompobyem eé BbI3BATH:

Kozx 5.13 HacTpoiika
select plproxy.get user email(’Steve’);

Ecan nmoroM mogx/ounTcd K KaxKJI0# HOJe OTJAEIbHO, TO MOXKHO YETKO
YBHJIETH, YTO JIAHHbIE USers pa3dpocaHbl 110 TaOIUIaM KaxK 0 HOJIbI.

Bce nn Tak mpocro?

Kak BHjiHO Ha TECTOBOM IIpUMEpE HUYEro CJIOKHOrO B pabore ¢ pl/proxy
wer. Ho, ¢ jymaro Bce KTO CMOI' JIOYATATH JIO ITOH CTPOYKU yrKE IMOHSIN
YTO B peaJIbHON »KU3HM BCe He Tak Ipocro. lIpemcraBbre uTo y Bac 16 HOJI.
DTO Ke HaJI0 KaK-TO CHHXPOHU3UPOBATH KOJ (pyHKIMIA. A 9TO ecyim OmubdKa
3aKpaIeTca — KaK e€ OllepaTUBHO UCIPABJIATH?

Dror Bompoc ObLI 3ajaH 1 Ha KoHMepenmuu Highload+-+ 2008, ma uro
Acko Oiist OTBETHJT 9TO COOTBETCTBYIOIINE CPEJICTBA Y7KE PeaTn30BaHbl BHY TPH
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camoro Skype, HO eIé He JIOCTATOYHO I'OTOBBI JII TOTO YTO ObI OT/IaBaTh WX
Ha Cy/JI COODIIECTBY Opensource.

Bropoit npobiiema KoTopasi He Jait 60r KOoCcHETCA Bac Ipu pa3paboTKe
TAKOTO POJIa CHCTEMBI, 9TO MHpobJieMa MepepacipesiesieHns JAHHBIX B TOT
MOMEHT KOIJIa HaM 3axodeTcs J100aBUTH emé Hoj B KjiacTep. [lianmposarhb
9Ty MACIITAOHYIO OINEPAIUI0O TPUHJIETCH OYeHDb TINATEJILHO, MOJNOTOBUB BCE
cepBepa 3apaHee, 3aHeCs JAHHbIE U TIOTOM B OJIMH MOMEHT IIOJIMEHUB KO,
dyukmun get cluster partitions.

5.3 Postgres-XC

Postgres-XC — cucrema i co3jaHusi MyJIbTH-MACTEp KJIACTEPOB,
paboTaronux B CHUHXPOHHOM pEXKHUME — BCE V3JIbl BCErJa COJIepKaT
aKTyajbHble JaHHble. Postgres-XC moiepKuBaeT OMIUU JIJTsT YBeJIMIeHns
MaCIITabUpPOBAHUS KJIACTEpa KaK MPpU PeOoOIaIaHnu Olepariil 3aiucu, TaKk
U IIPU OCHOBHOI HArpy3Ke Ha YTEHUE JIAHHBIX: TOJJIEPXKUBAETCS BBIIIOJTHEHIE
TPaH3aKIUi ¢ pacnapaJsjie/IMBAHINEM Ha HECKOJILKO Y3JI0B, 3a IEJIO0CTHOCTHIO
TpaH3aKINil B Tpeje/iax BCero Kjacrepa oTBedaeT crenuaibHbiil yea GTM
(Global Transaction Manager).

N3mepenne mpomsBomuTebHOCTH IOoKasasio, 49ro KIIJ  kmacrepa
Postgres-XC cocrasiager npumepno 64%, te. kimacrep u3 10 cepsepon
[IO3BOJIIET JIOOUTHCSI YBEJIMYEHUS TPOU3BOJIUIBHOCTUH CHUCTEMBI B I€JIOM
B 6.4 pa3a, OTHOCHTEJIbHO IPOU3BOJUTEILHOCTH OJHOTO cepBepa (mudpbl
npubIU3UTEIbHBIE).

Cucrema He WHCIOJB3yeT B CBOeil paboTe TPUITEPHI U IPEJICTABIIACT
coboit nHabop sgomnonnenuit n nardeir Kk PostgreSQL, maommux BO3MOXKHOCTH
B IIPO3PAYHOM pekuMe obecreduTh paboTy B KJjacTepe CTaHJIapTHBIX
NpUIOXKeHuit, 0e3 uX JIONOJHUTEIbHOW MOAupUKAIUN ¥  aJIalTaIII
(mosrast copmectumoctb ¢ PostgreSQL API). Kumacrep cocrout u3 omHOro
ynpassisitoriiero y3ia (GTM), mpemocraBistiornero HHGOPMAIIIO O COCTOSTHUM
TpaH3aKIWii, U TPOU3BOJIHLHOIO HAOOpa pabOUNX Y3JI0B, KaXK/IbIil 13 KOTOPBIX
B CBOIO OY€pe/Ib COCTOUT M3 KOODJMHATOPA U 00paboTUMKa JIAHHBIX (OOBITHO
9TH JIEMEHTBI PEAJIU3YIOTCS HA OJJHOM CepBepe, HO MOT'YT ObITh M PA3JIe/IeHbI ).

Xorb Postgres-XC u Boiisiaur mnoxoxkum Ha MultiMaster, HO oH um
He sBgercs. Bce cepBepa Kjacrepa JOJKHBI ObITH COEINHEHBI CETHIO
¢ MUHHMAJbHBIMHU 3a/IePyKKaMU, HUKAKOE TreorpaduaecKu-pacipe/ie/eHHoe
pellienre ¢ pa3yMHON IIPOU3BO/IUTETHLHOCTHIO TIOCTPOUTH Ha HEM HE BO3MOXKHO
(9TO BayKHBI MOMEHT).

ApxurekTepa

Puc. 5.1 nokaswiBaer apxurekTypy Postgres-XC ¢ Tpems eé oCHOBHbIMU
KOMIIOHEHTaMU:
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Applications
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% % Add datanodes
Datanodes
Puc. 5.1: Apxurekrypa Postgres-XC
1. Tnobanpubiit  menemkep rpamsakmuit  (GTM) —  cobupaer wu

obpabareiBaeT mHMOPManio o TpaH3akmuax B Postgres-XC, permaer
BOIIPOCHI TJI06AILHOTO MJACHTU(MUKATOPA TPAH3AKIMU 10 OIepPaIisM
(st mojIepzKaHNST  COIVIACOBAHHOIO IIPEJICTABJICHUS 0a3bl  JIAHHBIX
Ha Bcex y3iax). On obecredmBaeT MOMJIEPKKY JAPYIHX [VIOOATBHBIX
JIAHHBIX, TaKWX KakK IOCJIeI0BATEILHOCTH U BpeMeHHble MeTKu. O
XPaHUT JIAHHBIE TOJb30BATE/s, 3a HUCK/IIOYEHUEM YIIPABJIAIONICH
nHOOPMAITIH.

Koopaunaropsr (coordinators) — o6ecnednBaOT TOUYKY MOJIKIIIOYECHUSI
Juts KianedTa (npuioxkenusi). OHM HeCyT OTBETCTBEHHOCTH 3a pasbop
U BBIIOJIHEHUE 3allPOCOB OT KJUEHTOB U BO3BPAIIEHUE PE3YIHTATOB
(mpu HeoGxommmoctn). OHM He XPAHSAT IOJH30BATEIbCKHE JIAHHBIE,
a cobuparb ux u3 obpaborumkoB gaHHBIX (datanodes) ¢ moMoIIbIO
zampocoB  SQL  dgepes PostgreSQL wunTepdeiic. KoopunaTtopsr
TakKe 00pabaThiBaTh JAHHbIE, €CJIU TpeOyeTcsd, W JaxKe YIPAaBJISIOT
nByxdaznoii dukcarueit. KoopauHATOPBI HCIOIB3YIOTCS TaKXKe s
pasbopa 3alpoCOB, COCTABJICHWU: ILIAHOB 3AIPOCOB, ITOMCKA JAHHBIX U

T.]I.

3. O6paborunk nansbix (datanodes) — obecriedauBarOT —COXpaHEHUS

89



5.3. Postgres-XC

II0JIb30BaTEJIbCKUX JaHHDBIX. Datanodes BBIIOJHAIOT 3allpoOCbl OT
KOOPDAUMHATOPOB WU BO3BpallalOT UM HOJ'Iy‘JGHbeI pe3yJbTaT.

YeranoBka

Veranosuth Postgres-XC MOXKHO M3 HCXOJHUKOB WJIM 2Ke U3 IAKETOB
cucrembl. Hanpumep B Ubuntu 12.10 M0OXKHO ycTaHOBUTH pOstgres-xc¢ Tak:

Kon

Line 1 sudo
p

5.14 Vcranoska Postgres-XC

apt-get install postgres-xc postgres-xc-client
ostgres -xc-contrib postgres -xc-server -dev

[lo-ymorgyanuio OH CO3JIACT OJIUH KOOPJUHATOP # JiBa O0pabOTYMKa
JIAHHBIX.

Pacripesiesienne 1anubIX 1 MacIITabUpPyeMOCTD

Postgres-XC mperycmarpuBaer JiBa criocoba XpaHeHUsT JaHHBIX B TaOINIAX:

Write Read

ombiner

Write - m =
Riy/ Read ead

5

Val2 I [ val2 Val | Val2 Val Val2

21 10 20

5

Val2 Val Val2

10 101 20 100 10 21 101 20 100

W N =

N

o]
8]
=
-
o
o
=

win|S
IN}
=
[

41 30 40

1.

Puc. 5.2: Pacupenenentabie Tab/ImiIbI

Pacmipesiesiennbie Tabsuipst (distributed tables, puc. 5.2): namsbIe 10
TabJINIle PACIpPEJIe/ISIOTC Ha yKa3aHbIl HAOOpP 0OpPabOTUYMKOB JIAHHBIX
¢ ucrojb3oBanneM ykasaHoii crparerun (hash, round-robin, modulo).
Kaxknas 3amich B Tabimile HaXOIUTCS TOJBKO Ha OIHOM O0pabOTUInKe
Janbbix. IlapajenbHo MoryT OBITH 3alUCaHbl WA MPOYUTAHBI JIAHHBIE
C Pa3/IMIHBIX 0OPAOOTYMKOB JAHHBIX. 3a CYET STOr0 3HAYUTE/IHHO
yJIydIlleHa, ITPOU3BOANTEILHOCTE Ha 3allUCh U UTEHHE.

PenmmupoBannbie tabsmipr  (replicated tables, pume. 5.3):  nammbIe
no Tabsuie permIupyercs:  (KJIOHUPYIOTCsI) Ha yKa3aHblil HabOD
00paboTUYMKOB JIaHHBIX. Kaxkjasi 3ammch B TabOJIMIE HaXOIUTCS Ha
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Writes Reads

g
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5
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=
=]

w ([N =
=
o

[]INT

Puc. 5.3: PermmuupoBanubie TaOIUIIbI

BCex 00paboTunMKaxX JAHHBIX (KOTOpble OBLIM YKa3aHbl) U JIIOOBIE
U3MeHeHHsI JIyOJUpYIOTCsd Ha BCe 00pabOTYMKM JaHHBIX. Tak Kak
BCe JIAHHBIE JIOCTYIIHBI Ha JIIOOOM OOpPabOTYMKE JAHHBIX, KOOPIUHATOPD
MOKET cOOpaTh BCE JJAHHBIE M3 OJIHOTO y3J1a, ITO MO3BOJISIET HAIIPABUTH
pa3JInYHbIe 3alPOCHl HA pa3/IMYHble O0PAOOTYMKHN JTaHHBIX. Takmm
o0pazoM co3jiaeTcs DaJaHCUPOBKA HATPY3KHU U yBEJIUUEHUS IIPOITYCKHOM
CIIOCOOHOCTH Ha YTEHHE.

Tabsuny n 3a1pochl K HAM

[Toce ycranoBku pabora ¢ Postgres-XC Bejiercss kKak ¢ OOBIKHOBEHHBIM
PostgreSQL. Ilomkmouarcsa jjisi paboTbl € JIAHHBIMU HY?KHO TOJIBKO K
KOOpAMHATOPaM (TI0-yMOTIaHII0 KOOPIUHATOD paboraeT Ha moptry 5432). s
HavYaJIa CO3/AIUM PACIIPE/ICTICHHDBIC TAO I

Kox 5.15 Cosmanne pacipeieeHHbIX TaOJInII

CREATE TABLE
users__with hash (id SERIAL, type INT, ...)
DISTRIBUTE by HASH(id) TO NODE dnl, dn2;

CREATE TABLE
users with modulo (id SERIAL, type INT, ...)
DISTRIBUTE by MODULO(id) TO NODE dnl, dn2;

CREATE TABLE

users with rrobin (id SERIAL, type INT, ...)
DISTRIBUTE by ROUND ROBIN TO NODE dnl, dn2;

Ha nucruare 5.15 cozmano 3 pacupejeeHHble TaO bl

1. Tabmuma <«users with hash» pacnpenensierca mo xemry 3HaveHUd U3
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yKa3aHoro mojg B tabuuie (TyT ykasaHo mosie id) mo obpabordmkam
JIaHHBIX. BoT Kak pacrpe/ie/minch nepsbie 15 3HavueHuil:

Ko 5.16 /lanmbie ¢ Koop/imHaTopa n 00pabOTIMKOB JAHHBIX

Line 1 # KOOpPJIUHATOP

- % psql

- # SELECT id, type from users with hash ORDER BY id;
- id | type

b == m---- +-------
- 1| 946
- 2 | 153
- 3 | 484
- 4 | 422
10 5 | 785
- 6 | 906
- 7 973
- 8 | 699
- 9 | 434
15 10 | 986
- 11 | 135
- 12 | 1012
- 13 | 395
- 14 | 667
20 15 | 324

- # mepBBIit 00PAbOTIMK JAHHBIX
- $ psql -plbH432
- # SELECT id, type from users with hash ORDER BY id;

25 id | type
e e = - J,- _______
. 1| 946
. 2 | 153
. 5 785

30 6 | 906
. 8 | 699
- 9 | 434
- 12 | 1012
- 13 | 395
35 15 | 324

- 7 BTOPOIT 00pPabOTUYMK TAHHBIX

- $ psql -pl15433

- # SELECT id, type from wusers with hash ORDER BY id;
40 id | type
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Line 1

7 973
10 | 986
11 | 135
14 | 667

Tabnuma «users  with modulo» pacmupesnengercd 1o MOJLy/TI0 3HAYEHUS
U3 yKa3aHoro 1oJis B Tabuuie (TyT ykasaHo moJje id) mo obpaboTdankam
JIaHHBIX. BOoT Kak pacrpe/iesminch nepsble 15 3HaYeHuil:

Ko 5.17 lanubie ¢ KoopJimHATOPa 1 00PAOOTIMKOB JAHHBIX

# KOOpAMHATOD

$ psql
# SELECT id, type from users with modulo ORDER BY id;
id | type

_______ +_______
1| 883
2 | 719
3 29
4 | 638
5 | 363
6 | 946
7| 440
8 | 331
9 | 884
10 | 199
11 | 78
12 | 791
13 | 345
14 | 476
15 | 860

# mepBbIil 00PAbOTYNK TAHHDBIX
$ psql -pl15432
# SELECT id, type from wusers with modulo ORDER BY id;

id | type
_______ +_______
2 | 719
4] 638
6 | 946
8 | 331
10 | 199
12 | 791
14 | 476

# BTOpO#l 006PAbOTYNK JTAHHBIX

$ psql -p15433

# SELECT id, type from users with modulo ORDER BY id;
id | type
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«users_with rrobin»  pacupenensercd — MUKJITICCKUM

1o obOpaboTYnKaM JaHHBIX. Bor kak

Ko 5.18 /lanHbIe ¢ KOOpJuHATOPA 1 0OPADOTIUKOB JAHHBIX

# SELECT id, type from users with rrobin ORDER BY id;

type from users with rrobin ORDER BY id;

o e — - + _______
40 1| 883

- 3 | 29

- 5 | 363

- 7 440

- 9 | 884
45 11 | 78

- 13 | 345

- 15 | 860

3. Tabauma

criocobom(round-robin)
pacupeieTuanch nepBble 15 3navdenunii:
Line 1 # KOOpAUHATOP

- $ psql

- id | type

B o—------ S

- 1 890

- 2 | 198

- 3 | 815

- 4 | 446
10 5 | 61

- 6 | 337

- 7 948

- 8 | 446

- 9 | 796
15 10 | 422

- 11 | 242

- 12 | 795

- 13 | 314

- 14 | 240
20 15 | 733

- 7 uepBbIil 00PAbOTYIUK JTAHHBLIX

- $ psql -pl5432

- 4 SELECT id ,
25 id | type

L e e — - - + _______

- 2 | 198

- 4 | 446

- 6 | 337
30 8 | 446

- 10 | 422

- 12 | 795

- 14 | 240
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35 Ff BTOpPOIl 00pPabOTUMK JTAHHBIX
- % psql -pl15433
- # SELECT id, type from users with rrobin ORDER BY id;

- id | type
o e - - - = 4+ -
40 1| 890
- 3| 815
- 5 | 61
. 7] 948
- 9 | 796
A5 11 | 242
- 13 | 314
. 15 | 733

Teneps co3aa/ UM PEILTUIUPOBAHHY IO TAOIUILY:

Ko 5.19 Coznanne periuiupoBaHHON TabIAIbI

Line 1 CREATE TABLE
users replicated (id SERIAL, type INT, ...)
DISTRIBUTE by REPLICATION TO NODE dnl, dn2;

EcrecTBenno JaHHbIe NJCHTUYIHBI Ha BCEX O6pa6OT‘H/IKaX JaHHDBIX:

Ko 5.20 /lamable ¢ KOOpAXHATOPA W 0OPAOOTINKOB JTAHHBIX

Line I # SELECT id, type from users replicated ORDER BY id;

id | type
_______ +_______
1| 75

5 2 | 262
3] 458

4 | 779

5 | 357

- 6 | 51
10 7 249
8 | 444

9 | 890

10 | 810

. 11 | 809
15 12 | 166
13 | 605

14 | 401

15 | 58

PaccmoTpuM Kak BBIIOJIHAIOTCA 3alpochl Jid Tabuil.  Bouibepem Bce
3allICU U3 pacIpeie/IeHHON Tab IUIIbL:

Koz 5.21 Beibopka 3ammceit n3 pacmpeaeeHHON TabIuIIbI
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Line 1 # EXPLAIN VERBOSE SELECT * from users with modulo ORDER BY
id ;
QUERY PLAN
Sort (cost=49.83..52.33 rows=1000 width=8)
5 Output: id, type
Sort Key: users with modulo.id
->  Result (cost=0.00..0.00 rows=1000 width=38)
Output: id, type
-> Data Node Scan on users with modulo
(cost=0.00..0.00 rows=1000 width=8)
10 Output: id, type
Node/s: dnl, dn2
Remote query: SELECT id, type FROM ONLY
users _with modulo WHERE true
(9 rows)

Kak Buano wna Jjuctware 5.21 KoopawHATOD coOWpaeT JaHHBIE U
00pabOTIYNKOB JIAHHBIX, a IOTOM COOUPAET UX BMECTE.
[TosicaeT cyMMBI ¢ TPYIHPOBKOI I10 TIOJIIO U3 PaCIIPeIe/IeHHON TaO IAIIbL:

Ko 5.22 Bribopka 3armiceil u3 pacipejiesieHHO# TabJ bl

Line | # EXPLAIN VERBOSE SELECT sum(id) from users with modulo
GROUP BY type;

QUERY PLAN
HashAggregate (cost=5.00..5.01 rows=1 width=8)
Output: pg catalog.sum((sum(users_ with modulo.id))),
users _with modulo.type
->  Materialize (cost=0.00..0.00 rows=0 width=0)
Output: (sum(users with modulo.id)),
users with modulo.type
-> Data Node Scan on " REMOIE GROUP_QUERY "
(cost=0.00..0.00 rows=1000 width=8)
Output: sum(users with modulo.id),
users _with modulo. type
10 Node/s: dnl, dn2
- Remote query: SELECT sum(group 1.id),
group_ 1.type FROM (SELECT id, type FROM ONLY
users with modulo WHERE true) group 1 GROUP BY 2

(8 rows)

[S2 B

JOIN Mexly u ¢ ydacTueM perIMIMpoBaHHbIX TadsuI, a Takxke JOIN
MEXKJIy PACHPEJCJICHHBIMI 110 OJHOMY U TOMY K€ IIOJI0 B Tabjunax
OyaeT BBINOJHSAIOTCA Ha obpaboTunmkax maHabix. Ho JOIN ¢ yuactmem
pacipejie/IeHHbIX — TabJuIl 10 JIDYTUM  KJrodaM OyJIyT BBIIOJHEHBI Ha
KOODJIMHATOPE U CKOpee BCEro 3ro Oyjer MeJIeHHO (JIUCTUHT 5.23).
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Ko 5.23 Beibopka 3armiceil u3 pacipejie/ieHHO TabJIuIbI

Line I # EXPLAIN VERBOSE SELECT * from users with modulo,
users with hash WHERE users with modulo.id =

users with hash.id;
QUERY PLAN
Nested Loop (cost=0.00..0.01 rows=1 width=16)
Output: users with modulo.id, users with modulo.type,
users _with hash.id, users with hash.type
Join Filter: (users with modulo.id = users with hash.id)
-> Data Node Scan on users with modulo
(cost=0.00..0.00 rows=1000 width=8)
Output: users with modulo.id,
users with modulo. type
- Node/s: dnl, dn2
10 Remote query: SELECT id, type FROM ONLY
users _with modulo WHERE true
-> Data Node Scan on users with hash (cost=0.00..0.00
rows=1000 width=_8)
Output: users with hash.id, users with hash.type
Node/s: dnl, dn2
Remote query: SELECT id, type FROM ONLY
users with hash WHERE true
15 (11 rows)

ot

[Ipumep BBIOOPKM JAHHBIX U3 PEILIUIUPOBAHHON TAOJIUIIBI:

Ko 5.24 Beibopka 3ammceil u3 periniiupOBAHHON TaOIHIThI

Line 1 # EXPLAIN VERBOSE SELECT * from users replicated;
_ QUERY PLAN

Data Node Scan on " REMOTE FQS QUERY " (cost=0.00..0.00
rows=0 width=0)
Output: users replicated.id, users replicated.type

ot

Node/s: dnl
Remote query: SELECT id, type FROM users replicated
(4 rows)

Kak BumHo u3 3ampoca il BBIOODKH JAHHBIX HCIOJIB3YETCS OJIUH
00paboTIHK JAHHBIX, & He BCe (YTO U JIOTHTHO).

Bricokast mocrymrocts (HA)

ITo apxurekType y Postgres-XC Bcerya ecTb coriacoBaHHOCTD JaHHBIX. 1o
teopeme CAP! B Taxoii cucreme TaxKea0 06€3MEYNTEL BBICOKYIO JOCTYIHOCTD.
Jlns  mocTHKeHWs BBICOKOW JIOCTYIHOCTH B PACIpEIeeHHBIX CHCTEMax

thttp://en.wikipedia.org/wiki/CAP _theorem

97



5.4. HadoopDB

Tpebyercss U3OBITOYHOCTH JIAHHBIX, PE3EPBHBIE KOIUK W aBTOMATUIECKOEe
BOCCTaHOBJICHUE. B Postgres-XC u30bITOYHOCTD JaHHBIX MOXKET OBIThH
JOCTUTHYTa ¢ ImoMoInso PostgreSQL  morokopoii (streaming) permKanumn
¢ hot-standby mirg  o0pabOTUYMKOB JAHHBIX. Kaxiprit  KoopuHaTOp
CIOCOOEH 3aIlMChIBATH W YATATH JAHHBIE HE3aBUCHUMO OT JIPYTOrO, IOITOMY
KOOPAMHATOPHI CIIOCOOHBI 3aMeHATh APYT apyra. [lockoabky GTM ormenbHbIi
IIPOIECC U MOXKET CTaTh TOYKOH oTkasa, Jyuiie co3aarh GTM-standby kak
pesepsHyto Konuio. Hy a BOT i1t aBTOMaTHYECKOT0 BOCCTAHOBJIEHUS TTPUJIETCS
HCIIOJIb30BaTh CTOPOHHUE yTUINTHI.

Orpanuvenust

1. Postgres-XC 6asupyercst Ha PostgreSQL 9.1 (9.2 B paspaborke)

2. Her cucrembl penapTUIMOHMPOBAHUS IPU JOOABJIEHUN WU YIAJE€HUN

HOJT (B pa3paboTke)

Her rnobanbapix UNIQUE na pacmpeesiennbix Tabsmmax

4. He mompmep:xuBatorcs foreign keys mexkty HOZAMU TIOCKOJBKY TaKOM
KJTIOY JIOJIZKEH BECTH Ha JIAHHBIE PACIIOJIOZKEHHBIE HA TOM YKe 00paboTInKe
JIAHHBIX

5. He nmomepruBatorcs Kypcopsl (B paspaboTke)

He nomnepxusaercst INSERT ... RETURNING (B paspaborke)

7. HeBosmoxkHO yiajieHne u Jjo0aBjeHue HOJI B KJjacTep 0e3 IOJIHOIM
PEeHHUINATI3AIIN KJIacTepa (B pa3paboTke)

@

&

SakJo4eHmne

Postgres-XC ovenb mepcreKTHBHOE pelieHne i CO3JaHre KjacTepa
Ha ocHoBe PostgreSQL. M xoTb 3T0 pernenne nmeer Ppsij HEIOCTATKOB,
HecTabUIbHO (OYEHb YACTBI CJIydan HaJCHUs KOODIMHATOPOB IMPH TIXKEJIBIX
3ampocax) W eIe O4YeHb MOJIOJIOe, CO BPEMEHEM 3TO DEIIeHHe MOXKET CTaTb
CTaH/IAPTOM JIIs MaciirabupoBanus cucteMm Ha PostgreSQL.

5.4 HadoopDB

Hadoop mpejicrasiser coboit miardopmy /st TOCTPOSHUS TPUIOXKEHUIR,
CroCOOHBIX ~ 00pabaThIBATL  OTPOMHBIE  OOBEMBI  JIAHHBIX. Cucrema
OCHOBBIBAETCS Ha PACIPEIeJTEeHHOM TIOX0/I€ K BBIYUC/ICHUSIM W XPAHEHUIO
nHQOPMAINH, OCHOBHBIMI €€ OCOOEHHOCTSIMU ABJIAIOTCS:

e Macmrabupyemoctb: ¢ mnomoinibio Hadoop Bo3MOXKHO —HaJIe:KHOE
XpaHeHne u o0OpabOTKa OIPOMHBIX OOBEMOB JIAHHBIX, KOTOPHIE MOIYT
U3MepAThCH IeTadaliTaMu;

® DKOHOMHUYHOCTBH: HUH(MOPMAIMA U BBIYUCICHUS PACIPEIETIAIOTCS 110
KJIaCTepy, IIOCTPOEHHOMY Ha CaMOM OOBIKHOBEHHOM OOOPYIOBAHUMU.
Taxkoit KjacTep MOXKET COCTOSTH U3 ThICAY Y3JIO0B;
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Db deKTUBHOCTD: pacipejie/ieHne JAHHBIX ITO3BOJIET BBINOJIHATL UX
00paboTKy MapasiieJIbHO Ha MHOYKECTBE KOMITBIOTEPOB, ITO CYIIIECTBEHHO
YCKOPSET 3TOT MPOIIECC;

HanexxuocTth:  1pu XpaHEHUH JIAHHBIX BO3MOXKHO IIPEJIOCTABJICHUE
U30BITOYHOCTH, OJIArOaps XPAHEHUIO HECKOJILKIUX Komuil. Takoi 1moixo;t
[IO3BOJIIET TapaHTUPOBATH OTCYTCTBHUE IOTEph WHMOPMAIUU B CIIydae
cboeB B paboTe CHUCTEMBI;

KpoccmnardopmerHOCTD: Tak KaK OCHOBHBIM SI3BIKOM
[IPOrPaMMUPOBAHUSA, HCIOJB3YEeMbIM B 3TOW CHUCTEMe sBJsgeTcd Java,
pa3BEpPHYTH ee MOXKHO Ha Oa3e JII000i olepaliioHHON CHCTEMbI, IMEIOIIei

JVM.

HDEFS

B ocnoBe Bceil cucTeMbl JIEXKUT pacupesesernast (haiioBas CHCTEMa IO/T
He3aMbIcIoBaThiM HazBanneMm Hadoop Distributed File System. [Ipencrasisier
OHa cODOOIl BIIOJIHE CTAHIAPTHYIO pacipeeaeHnyio (hailjioByio cucrteMy, HO Bee
JKe OHa 00/1aJ1aeT PIJIOM OCOOEHHOCTEI:

YeroituuBocTh K cO60sdM, paspabOTYMKU paccMaTpuBajud  cOOu B
000PY/IOBAHUH CKOPee KaK HOPMY, 9eM KaK UCKJIIOYCHUE;
[Ipucrnocob/IeHHOCTD K pa3BepTKe Ha CAMOM OOBIKHOBEHHOM HEHAJICXKHOM
000Opy/I0BaHUN;

[IpeocTaBiienne BBICOKOCKOPOCTHOT'O ITOTOKOBOTO JIOCTYIIa KO BCEM
JIAHHBIM;

e Hacrpoena sy paborsr ¢ 6obmmmu aitiamu n HabopaMu (haitjios;

[Ipocrag mojiesib PabOTHI C JIAHHBIMU: OJIMH Pa3 3allicajd — MHOT'O pa3
IPOYJIN;

CJIe,ZLOBaHI/Ie IPUHIUITY: nepeMeCTuTb BbIYMC/IEHUA IIPOoIIE, qeM
[IepeMeCTUTh NaHHbIE;

Apxurektypa HDFS

Namenode

DTOT KOMIIOHEHT CHUCTEMbBI OCYIIECTBIISIET BCIO PAbOTy ¢ MeTaIaHHBIMIA.
On nmosKeH OBITH 3allyIeH TOJBKO Ha OJHOM KOMIIBIOTEpPE B KJIACTEpE.
VimenHO OH ympapjser pa3MelleHrneM WHGOPMAIUI U JIOCTYIIOM KO
BCEM JIaHHBIM, PACIOJIO?KEHHBIM Ha pecypcax Kjacrepa. Camu JaHHbIE
IIPOXOJAT C OCTAJIBHBIX MAIIMH KJacTepa K KJANEHTY MHUMO HEro.
Datanode

Ha BC€X OCTaJIbHBIX KOMIIBIOTEpAaX CHUCTEMBI pa60TaeT NMEHHO 39TOT
KOMIIOHEHT. OH pacioJjiaraeT caMu 6.HOKI/I JaHHBIX B JIOKaJIbHOM
daitsioBoil cucrteme s TOCIEYIOMEN epegadn uin 00paboTKH UX 0
3a1pocy KJmeHTa. ['pyIIbl y3/I0B JJaHHBIX MPUHATO Ha3biBaTh Rack, oHn
HCITOJIb3YIOTCS, HAIIPUMED, B CXeMaX PeILTHKAIUNA JaHHbIX.
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HDFES Architecture

Metadata (Name, replicas, ...):
/home/foo/data, 3, ...

MEtadata_,ops"' Namenode

Block ops
Read Datanodes Datanodes
7 | |
0O - — Replication 0o =
] ] o Blocks

N \/ . J
e Y

Rack 1 Wite Rack 2

Puc. 5.4: Apxurexkrypa HDFS

o Kimmenr

IIpocTo mpumoxkeHnme WM I0JIb30BaTEb, paboTafoIuii ¢ daila1oBoi
cucreMoii. B ero posim MoxKeT BBICTYHATb NPAKTHIECKH ITO YI'OJIHO.

[Ipoctpancreo umen HDFS wumeer kiaccuueckyio uepapxudecKyio
CTPYKTYPY: TOJIbL30BATEN U TPUJIOKEHUS MMEIOT BO3MOXKHOCTH CO3/1aBaTh
JUPEKTOpUN " pail/ibl. Qaitbl  XpaHdaTcsd B BHUJAE OJIOKOB JIAHHBIX
POU3BOJIbHOI (HO OJIMHAKOBOI, 33 NCKJIIOUEHIEM TIOCTIEIHET0; O~y MOTIaHUIO
64 mb) mHBL, pasmerieHHbIX Ha Datanode’ax. s obecrnevyenns
OTKa30yCTOWYUBOCTU OJIOKM XPAHATCH B HECKOJIBKUX 9K3EMILISIPAX HA Pa3HbIX
y3J1aX, UMeeTCs BO3MOXKHOCTb HACTPOUKM KOJUYECTBA KONUN U aJrOpuTMa
UX pacupejiesieHusl Mo cucTeMe. YjajieHue (ailjioB MPOUCXOIUT HE Cpa3y,
a Jepe3 KaKoe-TO BPeMsl ITOCJe COOTBETCTBYIONIEIO 3allpoca, TaK KaK I0C/Ie
nostydenust 3ampoca ail mepemeraercst B qupekropuio /trash u xpanurcs
TaM OIpPEeJIeJICHHBI I[epUo/ BPEMEeHHM Ha CJIydail ec/id MOoJIb30BaTeNb WJIH
[IPUJIOZKEHUE TIePE/IyMAIOT O CBOEM pelieHuu. B 3ToMm ciiydae MHPOPMAIIIO
MO2KHO OYJIET BOCCTAHOBUTH, B IPOTUBHOM CjIydae — (DU3UUECKU YJIAIUTh.

Jlnst  obHapy:KeHUsi BO3HUKHOBEHHSI KaKHX-JTUOO  HEUCIIPABHOCTEId,
Datanode mnepuogudecku otnpasigior Namenode'y curHaJbl O CBOeil
paboOTOCIIOCOOHOCTH. [Ipu mupekpalieHun TMOJYYeHUA TaKUX CUTHAJIOB
or omHoro wu3 y3a0B Namenode I1oMedaeT ero Kak <«MepTBBIi», U
IIpeKpaIaeT Kakoi-mmbo ¢ HUM  B3aUMOJIEHCTBHE O  BO3BPAIIECHU
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ero paborocrmocobnoctu.  JlaHHble, XpaHUBIIHECS Ha <«yMEpIIEeM» y3JIe
PEILIUIUPYIOTCA JOIOJHUTE/IBHBIN Pa3 U3 OCTABIIUXCS «B YKUBBIX» KOIMI U
CUCTeMa TIPOJIOJIZKAET CBOe (DYHKIIMOHUPOBAHUE KaK HU B YeM He ObIBAJIO.

Bce koMMmyHUKAIE MeXK1y KOMIOHEHTAMU (hailJIOBON CUCTEMBI TPOXOIAT
[0 CIIEIUaJIbHBIM ITPOTOKOJIAM, OCHOBBIBaomunMcs Ha crangapraom TCP /IP.
Kuentsr padorator ¢ Namenode ¢ momorbio Tak HazsiBaemoro ClientProtocol,
a mepejada JaHHBIX poucxoauT 1o DatanodeProtocol, oba oxu obepHyTHI B
Remote Procedure Call (RPC).

Cucrema TIpeOCTaB/IsSIeT HECKOJbKO UHTEep(eiicoB, cpean KOTOPBIX
komaHHas obosiouka DFSShell, wabop I[IO ana agMuHHCTpUpOBaHUS
DFSAdmin, a rTak:ke mpocToii, HO 3ddexkTuBHbI BeO-mHTEpdeiic. [lommmo
9TOr0 CYIIECTBYIOT HeCKOJbKO API st g3BIKOB HporpaMMHUpOBaHUsT: Java
API, C pipeline, WebDAV u Tak maJee.

MapReduce

I[Tommmo aitmoBoit cucrembl, Hadoop Bkimouaer B cebs framework s
IIPOBEJIEHNS MAaCIITAOHBIX BBIYUCIEHNI, 00pabaThIBAIONINX OI'POMHbBIE O0HEMBI
nanabix. Kakjoe Takoe BbramciieHne HasbiBaercs Job (3azanume) m cocrouT
OHO, KaK BHJ/IHO U3 Ha3BaHHA, U3 JIBYX 9TallOB:

e Map

Iesbio 3TOr0 3Tama sB/ISeTCs IPeJCTaBICHUe IIPOU3BOJILHBIX JIAHHBLIX
(Ha TpakTHKe dYalle BCEro IPOCTO Iapbl KJ/IOY-3HAYEHHE) B BHJIE
[IPOMEXKYTOYHBIX Tap KJ/IOY-3HadeHue. Pe3ysibTaTbl COPTUPYIOTCA U
IPYLUPYIOTCS 0 KJIIOUY ¥ HEePEJAIOTCd Ha CJICAYIOMINA STall.

e Reduce

[Tomyuennble 1mocje map 3HAYEHHS MCIOJB3YIOTCS I (DUHAIBHOIO
BBIYUCJICHUST TPeOYEMBIX JIAHHDBIX. [IpakTuyeckne Jr00ble JTaHHBIE
MOI'YT OBITH IOJIYYeHBI TaKUM 0Opa30M, BCE 3aBUCUT OT TpeOOBAHUIl W
dyHKIMOHAIA TPUIOKEHUSI.

BajiaHns BBITTOTHSIIOTCS, TOI00HO (hailjIoBOil cucTeMe, Ha BCEX MAITHHAX
B KJacrepe (damie Bcero ofHumX u Tex ke). OJHa U3 HUX BBINOJHSIET
poJib ympapjeHuss paboroii ocraiabubix — JobTracker, ocranbabie X)e ee
bectipukocsioBHo cayiatorcs — TaskTracker. B zamaun JobTracker’a
BXO/IUT COCTABJICHUE PACIIUCAHUS BBITIOJIHAEMbBIX PA0OT, HAOJIIOJICHUE 38 XOJOM
BBITIOJTHEHWS, U TIepepaciipejie/ieHne B Cjiydae BO3HUKHOBEHUs COOEB.

B obmem ciydae kaxkioe nmpuioxKenne, paboraroree ¢ 3ruM framework’om,
[IPEJIOCTAaBIISIET METOJIBI JJIs OCYIIECTBIEHUs 9TAaloB map u reduce, a TakKe
YKa3bIBaeT PACIIOJIOKEHNsT BXOJIHBIX U BBIXOJIHBIX JaHHbIX. llocse mosydenus
srux gaHHBIX JobTracker pacmpenenser 3agaHue MKy OCTAJbHBIME
MalllMHAMU U IIPEJIOCTABJIsSIeT KJIAUEHTY IOJHYI0 HWHPOPMAIUIO O X0/ PaboT.

[ToMuMO OCHOBHBIX BBIUMCIEHUI MOTYT BBITOJTHSATHCS BCIOMOTaTE/IbHBIE
[IPOTIECCHI, TaKWe KaK COCTaBJIEHHE OTYETOB O XOjie pabOThI, KIIMIMPOBaHUE,
COPTHPOBKA U TaK JaJlee.
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HBase

B pamkax Hadoop mocrymna eme u cucrema XpaHeHHUs JIAHHBIX, KOTOPYIO
npasa cyioxkHO HazBaTh CYB/I B TpaIuiimoHHOM CMBIC/IE 3TOrO CJI0Ba. arre
MIPOBO/ISIT AHAJIOTUH € ITPOIPUETAPHO CHCTEMOIT 3Toro Ke 1iaHa ot Google —
BigTable.

HBase npejicraBiisier coboil pacipe/iesIeHHYI0 CUCTEMY XPAaHEHUsT OOJILIINX
oobemoB JtaHHbIX.  [lomobno pensmumonasiMm CYBJl naHHblEe XpaHATCA B
BHUJIe TAOJIUIl, COCTOLAIIUX U3 CTPOK W cToJiOnoB. W jmaxe s jocryna K
HUM TpejocTaBisiercs: 36k 3ampocoB HQL (kak wHu crpanno — Hadoop
Query Language), ornasenHo HanomuHaromuii 6Gojiee pacnpocTpaHeHHbBII
SQL. IlomMumO 3TOro mpeIoCTABISIETCS WTEPUPYIOMMIT uHTEpdeic i
CKaHUPOBaHUs HADOPOB CTPOK.

OjtHo#t M3 OCHOBHBIX OcobeHHOCTell xpanenus panubix B HBase aisiercs
BO3MOYKHOCTh HAJUYUsI HECKOJbKUX 3HAYEHUN, COOTBETCTBYIOIIUX OJHOMN
KOMOMHAIINKM TaOJIUIA-CTPOKA-CTOIOCI, JJIsI WX Pa3/JIUUYCHHUT HUCIOIb3YeTCs
uHdopManysg 0 BpeMeHn J100aBeHus 3anucu. Ha KoHIenTyaabHOM ypPOBHE
TabJIUIbI  OOBIYHO IIPEJICTABJSIOT KaK HA0Op CTPOK, HO (PU3NYECKH Ke
OHU XPAHATCS IO CTOJIOIAM, JIOCTATOYHO BarKHBIM (DaKT, KOTOPBI CTOUT
VIUTBIBATH TMPHU pPas3spabOTKN CXeMbl XpaHeHUsi JaHHbIX. llycrbre sueiiku
He 0TOOparKaloTCd KaKUM-JIMOO 00pa3oM (pU3MYECKH B XPAHUMBIX JAHHBIX,
OHU TIPOCTO OTCYTCTBYIOT. CyINECTBYIOT KOHEYHO U JIPYTU€ HIOAHCHI, HO S
OCTAPAJICH YIOMSHYTH JIUIIb OCHOBHBIE.

HQL ouenp mpoct mo cBoeit cyrum, eciu Bor yxke smaere SQL, To
JUI u3ydeHust ero Bam moHao0uTCS JIUITL TPOCMOTPETH 10 JTUATOHAJIN
KOPOTEHbKWIT BBIBOJI KOMAaHIbI help;, 3aHmMarommii Bcero mapy SKPaHOB B
koucos. Bee Te ke SELECT, INSERT, UPDATE, DROP u Tak jmasee, jmmmb
CO CJIerKa M3MEHEHHBIM CHUHTAKCHCOM.

[Tomumo ob6braHO KOMaHHOI obosioukn HBase Shell, g paborsr ¢
HBase rakxke mpemocraBieno nHeckojgbko APl st pa3invHbIX  s3BIKOB
nporpammupoBanust: Java, Jython, REST u Thrift.

HadoopDB

B npoekre HadoopDB cnermuamuctsl n3 yauepcuteToB Yale m Brown
[PEJNPUHUMAIOT — TOINBITKY CO3/[aTh TUOPUJIHYIO CHCTEMY  YIPABJICHUS
JIAHHBIMH,  COYETAIONIyIo TmpenmyiectBa Texuosjoruit u  MapReduce,
n mapamnenbabix CYB. B ux momxome MapReduce obecneaunBaer
KOMMYHHUKAITMOHHYI0 ~UHPPACTPYKTYPYy, OOBEIUHSAIONIYI0 ITPOU3BOJIBLHOE
YUCJO Y3JIOB, B KOTOPBIX BBIMOJTHAIOTCH 3SK3EMIUISIPBl  TPAJUIIMOHHON
CYB/I. Bampocsr dhopmynupyiorcs Ha a3bike SQL, Tpanciupyiores B cpeiy
MapReduce, u 3uaunTe/sbHAss YacTb pabOTHI IEPEIACTCH B IK3EMILIAPbI
CYBJ/I. Hamuuune MapReduce obecrieunBaercs MaciTabupyeMocTb U
OTKa30yCTOWYINBOCTD, a MCIoJb3oBaHne B y3iax kiactepa CYB/I mospossier
JIOOUTHCSA BBICOKO MPON3BOINTETHHOCTH.
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YcTaHOBKa U HaCTPOIKa

Best mactpoiika Begercs na Ubuntu Server omeparuontoii cucreme.

Yeranoska Hadoop

[lepes TeM, Kak HIPUCTYIUTH COOCTBEHHO roBOps K ycranoBke Hadoop,
HEOOXO/IMMO BBITIOJIHATH JIBA, JEMEHTAPHBIX JICHCTBUsA, HEOOXOIUMBIX JIJIst
MPABUJILHOTO (DYHKITMOHUPOBAHUS CUCTEMBI:

® OTKDBITH JIOCTYIl OJHOMY U3 TIIOoJb30oBareseil mo ssh kK 3sTomy xKe
KOMIIbIOTEpY 6e3 1apojisd, MOMXKHO HAIPHUMep CO3/aTh OTJIEJBHOIO
nosib3oBaresist Jyist storo [hadoopl:

Kox 5.25 CosmaeM moib3oBaTeis ¢ IpaBaMu

Line I  $sudo groupadd hadoop
- $sudo useradd -m -g hadoop -d /home/hadoop -s /bin/bash

\

- -c¢ "Hadoop software owner" hadoop

ﬂaﬂee ,HeﬁCTBI/IH BLIIIOJIHAEM OT €O MMCEHH:

Koz 5.26 Jlormaumest mox mosb3oBarenem hadoop

Line 1 su hadoop

Ferepum RSA-xstou jij1st obecriedenns: ayTeHTU(DUKAIUU B YCIOBUSIX
OTCYTCTBUS BO3MOYKHOCTH HCITOJIb30BATH TAPOJIb:

Kop 5.27 l'enepum RSA-k09

Line I hadoop@localhost =~ $ ssh-keygen -t rsa -P ""
- Generating public/private rsa key pair.
- Enter file in which to save the key

(/home/hadoop /.ssh/id rsa):

- Your identification has been saved in
/home/hadoop /.ssh/id rsa.

Your public key has been saved in
/home/hadoop /.ssh/id rsa.pub.

- The key fingerprint is:

- Tb:5c:cf:79:6b:93:d6:d6:8d:41:e3:a6:9d:04:19:85

hadoop@localhost

"u ,[LO6&B.T[H€M €ro B CIIMCOK aBTOPU30BaHHBIX KJIIO4eit:

Koz 5.28 JlobaBisieM ero B CIMCOK aBTOPU30BAHHBIX KJIFOTEH

Line 1 cat $HOME/.ssh/id rsa.pub >> $HOME/.ssh/authorized keys

Drtoro OJIZKHO OBbITD boJtee qeM OCTaTOYHO IIPOBEPUTD
)
pa6OTOCHOCO6HOCTb COoeMHEHUA MOXKHO IIPOCTO HallCaB:
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Ko 5.29 [Ipobyem 3aiitu Ha ssh 6e3 maposis

Linel ssh localhost

He zabniBaeM mpeBapuTebHO HHUITHAIN3UPOBATH sshd:

Koy 5.30 Samyck sshd
Linel /etc/init.d/sshd start

e [lommmo 3TOr0 HEOOXOANMO yOEIUTHCA B HAJIUIHU ycTaHoBaIeHHOI JVM
Bepcun 1.5.0 un BbITIIE.

Kom 5.31 Ycranapimmsaem JVM
Line 1 sudo aptitude install openjdk-6-jdk

ﬂaﬂblﬂe CKa9uBa€eM 1 yCTaHaBJ/INBaceM Hadoop:

Kon 5.32 Veranasmmsaem Hadoop

Line 1 cd /opt

- sudo wget http://www.gtlib.gatech.edu/pub/apache/hadoop
/core /hadoop-0.20.2/hadoop-0.20.2. tar.gz

- sudo tar zxvf hadoop-0.20.2.tar.gz

5 sudo In -s /opt/hadoop-0.20.2 /opt/hadoop

- sudo chown -R hadoop:hadoop /opt/hadoop /opt/hadoop-0.20.2
sudo mkdir -p /opt/hadoop-data/tmp-base
sudo chown -R hadoop:hadoop /opt/hadoop-data/

Hanee mepexomum B /opt/hadoop/conf/hadoop-env.sh u gobasisiem
BHAUAJIe:

Kon 5.33 Vka3bpiBaeM nepeMeHnnble OKPYKEHU

Line 1 export JAVA HOME-=/usr/lib /jvn/java-6-openjdk
- export HADOOP HOME-=/opt /hadoop
export HADOOP CONF-$HADOOP HOME/ conf
export HADOOP PATH-$HADOOP HOME/ bin
5 export HIVE HOME=/opt/hive
- export HIVE PATH=$HIVE HOME/bin

export PATH-SHIVE PATH:$HADOOP PATH:$PATH
Hanee nobasum B /opt/hadoop/conf/hadoop-site.xml:

Koy 5.34 Hactpoiikun hadoop

Line I <configuration>
<property>
<name>hadoop .tmp. dir</name>
<value>/opt /hadoop-data /tmp-base</value>
5 <description>A base for other temporary
directories</description>
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- </property>

- <property>
- <name>fs . default .name</name>
10 <value>localhost:54311</value>
- <description>
- The name of the default file system.
- </description>
- </property>

- <property>
- <name>hadoopdb. config. file</name>
- <value>HadoopDB . xml</value>
- <description>The name of the HadoopDB
20 cluster configuration file</description>
- </property>
- </configuration>

B /opt/hadoop/conf/mapred-site.xml:

Koz 5.35 HacTpoiikn mapreduce

Line 1 <configuration>
- <property>
- <name>mapred . job . tracker</name>
- <value>localhost:54310</value>
5 <description>
- The host and port that the
- MapReduce job tracker runs at.
- </description>
- </property>
10 </configuration>

B /opt/hadoop/conf/hdfs-site.xml:

Kon 5.36 Hactpoiiku hdfs

Line 1 <configuration>
- <property>
- <name>dfs.replication</name>
- <value>1</value>
5 <description>
- Default block replication.
- </description>
- </property>
- </configuration>

Terneps Heobxommmo ordopmarupoBath Namenode:

Koz 5.37 ®opmaruposanne Namenode

Line I $ hadoop namenode -format
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- 10/05/07 14:24:12 INFO namenode.NameNode: STARTUP MSG:
R RS R RS RS R R SRR R
- STARTUP MSG: Starting NameNode
5 STARTUP_ MSG: host = hadoopl/127.0.1.1
- STARTUP_MSG: args = [-format|
- STARTUP MSG: version = 0.20.2
- STARTUP_MSG: build = https://svn.apache.org/repos
- /asf/hadoop/common/branches/branch-0.20 -r
10 911707; compiled by ’chrisdo’ on Fri Feb 19 08:07:34 UIC
***3212*****************************************************/
- 10/05/07 14:24:12 INFO namenode.FSNamesystem:
- fsOwner=hadoop , hadoop
- 10/05/07 14:24:12 INFO namenode.FSNamesystem:
15 supergroup=supergroup
- 10/05/07 14:24:12 INFO namenode.FSNamesystem:
- isPermissionEnabled=true
- 10/05/07 14:24:12 INFO common. Storage :
- Image file of size 96 saved in 0 seconds.
20 10/05/07 14:24:12 INFO common. Storage :
- Storage directory /opt/hadoop-data/tmp-base/dfs/name has
been
- successfully formatted.
- 10/05/07 14:24:12 INFO namenode . NameNode:
- SHUTDOWN_MSG:

25 /*******;****************************************************

- SHUIDOWN MSG: Shutting down NameNode at hadoopl/127.0.1.1

************************************************************/
ToToso. Tenepnb Mbl MoxkeMm 3anyctuTh Hadoop:

Ko 5.38 Banyck Hadoop

Linel $ start-all.sh
- starting namenode, logging to /opt/hadoop/bin /..
- /logs /hadoop-hadoop -namenode - hadoopl . out
- localhost: starting datanode, logging to
5 Jopt/hadoop/bin /../logs /hadoop-hadoop-datanode - hadoopl . out
- localhost: starting secondarynamenode, logging to
- /opt/hadoop/bin /../logs /hadoop-hadoop-secondarynamenode - hadoopl . out
- starting jobtracker , logging to
- /opt/hadoop/bin /../logs /hadoop-hadoop-jobtracker -hadoopl.out
10 localhost: starting tasktracker , logging to
- /opt/hadoop/bin /../logs /hadoop-hadoop-tasktracker -hadoopl.out

OcranoBka Hadoop npousBojurcs ckpurnrom stop-all.sh.
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Yceranoska HadoopDB u Hive

Teneps  ckagaem  HaddopDB! u  pacmakyem  hadoopdb.jar B
$HADOOP HOME/lib:
Ko 5.39 Yeranoska HadoopDB
$cp hadoopdb.jar $HADOOP HOME/ lib

Taxxke nam norpedyerca PostgreSQL JDBC 6mbmmorexa. Ckagaiite eé” u
pacnakyiire B jupekroputo SHADOOP HOME/lib.
Hive wucnonbsyercas HadoopDB kax SQL wunTepdeiic. [Toarorosum
nupektopuio B HDFS g Hive:
Koz 5.40 Yerarnoska HadoopDB

hadoop fs -mkdir /tmp

hadoop fs -mkdir /user/hive/warehouse
hadoop fs -chmod g+w /tmp

hadoop fs -chmod g+w /user/hive/warehouse

B apxuBe HadoopDB rtakxke ects apxu SMS dist. Pacnakyewm ero:

Koy 5.41 Veranoska HadoopDB

tar zxvf SMS dist.tar.gz
sudo mv dist /opt/hive
sudo chown -R hadoop:hadoop hive

[Tockosbky MBI yenenio 3amnyctuin Hadoop, To u mpobiiem ¢ 3amyckom
Hive me momxio OBITE:

Kom 5.42 Vcranoska HadoopDB

$ hive

Hive history file=/tmp/hadoop/

hive job log hadoop 201005081717 1990651345 . txt
hive>

hive> quit;

TectupoBanue
Tenepnb mpoBegem TectupoBanue. st 9T0ro ckavaem OGeHUIMapK:

Koz 5.43 TectupoBanue

svn co http://graffiti.cs.brown.edu/svn/benchmarks/
cd benchmarks/datagen/teragen

Usmennm ckpunt benchmarks/datagen /teragen/teragen.pl K Buy:

Thttp:/ /sourceforge.net /projects /hadoopdb /files/
2http://jdbe.postgresql.org/download.html
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Kon 5.44 TectupoBanue
use strict;
use warnings;

my $CUR.__HOSTNAME = ‘hostname -s ‘;
chomp ($CUR_HOSTNAME) ;

my $NUM_OF RECORDS 1TB = 10000000000;

my $NUM_ OF RECORDS 53MB = 100;

my SBASE_OUTPUT DIR  — "/data’;

my $PATTERN STRING = "XYZ";

my $PATTERN FREQUENCY — 108299;

my $TERAGEN JAR = "teragen.jar";

my SHADOOP COMMAND = SENV{ "HADOOP_HOME’ }." /bin /hadoop" ;

my %files = ( "535MB" => 1,

)

system ("$SHADOOP_COMMAND fs -rmr $BASE OUTPUT DIR") ;
foreach my $target (keys %files) {

my $output dir = $BASE_OUTPUT DIR."/SortGrepS$target";
my $num_of maps = $files{$target };

my $num_of records = ($target eq "535MB" 7

$NUM_OF RECORDS 535MB : $NUM OF RECORDS ITB) ;

print "Generating $num_ of maps files in ’$Soutput dir’\n";

it

- #4 EXEC: hadoop jar teragen.jar 10000000000
- ## /data/SortGrep/ XYZ 108299 100

izia

30

my Qargs = ( $num_of records,
$output dir,
SPATTERN STRING,
$PATTERN FREQUENCY,
$num_ of maps );
my $cmd = "$HADOOP COMMAND jar $TERAGEN J " join (" ",

Q@Qargs) ;
print "$cmd\n";
system ($ecmd) = 0 || die("ERROR: $!");
} # FOR
exit (0);

[Ipu zamycke gannoro Perl ckpunta crenepurcd JlaHHbIe, KOTOpPbIE OYIyT
coxpanenbl Ha HDF'S. TTocko/IbKy MBI HACTPOUJIH CHCTEMY KaK €/IMHCTBEHHBII
KJIacTep, TO Bce JaHHble OyayT 3arpyzxenbl Ha oama HDFES. Ilpu pabore
¢ OOJILIUM KOJIMYECTBOM KJIACTEPOB JaHHbIE ObLIM Obl PaCHpEeIeHbI 110
kiacrepam. Cozzmagum 06a3y JAaHHBIX, TabJIAIYY U 3arPy3UM JAHHBIE, ITO MBI

coxpaunman #Ha HDFS, B Hee:
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Kon 5.45 TectupoBanue

$hadoop fs -get /data/SortGrep535MB/part-00000 my file
$psql
psql> CREATE DATABASE grep0;
psql> USE grep0;
psql> CREATE TABLE grep (
-> keyl character varying(255),
-> field character varying(255)
> )
COPY grep FROM ’my file’ WITH DELIMITER |’ ;

Teneps nacrpoum HadoopDB. B apxuse HadoopDB moxkHo Haiitu npumep
daitra Catalog.properties. PacnaxyiiT ero m mHacrpoiire:

Ko 5.46 TectupoBanue

#Properties for Catalog Generation

nodes file=machines. txt

relations unchunked=grep, EntireRankings
relations chunked=Rankings, UserVisits
catalog file=HadoopDB.xml

##

#DB Connection Parameters
##

port=>5432

username—postgres
password=password

driver=com. postgresql.Driver
url prefix=jdbc\:postgresql\://
##

#Chunking properties

##

chunks per node=0

unchunked db_prefix=grep
chunked db _prefix=cdb

izia
#Replication Properties

izia

dump script prefix=/root /dump

replication script prefix=/root/load replica
dump file u_prefix=/mnt/dump_udb

dump file c¢_prefix=/mnt/dump cdb

iaia

#Cluster Connection

i
ssh key=id rsa
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Cosnaiite daitn machines.txt u nobasre Tyga <«localhost» crpouky (6e3
kaBbruek). Temep cozmaaum HadoopDB koudur u ckonupyem ero 8 HDFS:

Koz 5.47 TectupoBanme
Line I java -cp $HADOOP HOME/lib /hadoopdb.jar \
- > edu.yale.cs.hadoopdb. catalog.SimpleCatalogGenerator \

> Catalog.properties
hadoop dfs -put HadoopDB.xml HadoopDB.xml

Tak>ke BOBMOXKHO €O371aTh KOH(MUT I CO3/IaHNA PEIINKAIINT KOMAaHIOM:

Kom 5.48 Penmukarms
Line 1 java -cp hadoopdb.jar
edu.yale.cs.hadoopdb.catalog.SimpleRandomReplicationFactorTwo
Catalog. properties

Nucrpyment renepupyer uobiil daitn HadoopDB.xml, B xoTopom
CIydaifHble MOPIUK JIAHHBIX PEIVIUIUPYIOTCd Ha Bce y3ibl. [lociie sroro ne
3abbIBaeM 00HOBUTH KoHpuUr Ha HDF'S:

Ko 5.49 O6noBistem KoHMUT

Line I hadoop dfs -rmr HadoopDB.xml
- hadoop dfs -put HadoopDB.xml HadoopDB.xml

u MIOCTaBUTH «true» JLTS «hadoopdb.config.replication» B
HADOOP HOME/ conf/hadoop-site.xml.

Tenepp Mbr roTOBBI TpoBepuTh padorbl HadoopDB. Tenepnr wmoxkem
IPOTECTUPOBATH TIONCK IO JAaHHBIM, 3arpyKenbiM panee B B/l w HDFS:

Kon 5.50 TectupoBanue

Line 1 java -cp $CLASSPATH:hadoopdb.jar \
- > edu.yale.cs.hadoopdb.benchmark.GrepTaskDB \
> -pattern %wo% -output padraig -hadoop.config. file
HadoopDB . xml

[Ipubnu3urenbHbIl PE3YILTAT:

Kox 5.51 TectupoBanue

Line 1 $java -cp $CLASSPATH:hadoopdb. jar

edu.yale.cs.hadoopdb.benchmark.GrepTaskDB

> -pattern %wo’% -output padraig -hadoop.config. file
HadoopDB . xml

14.08.2010 19:08:48 edu.yale.cs.hadoopdb.exec.DBJobBase
initConf

INFO: SELECT keyl, field FROM grep WHERE field LIKE
"TIwSI%

5 14.08.2010 19:08:48

org .apache.hadoop. metrics.jvm.JvmMetrics init
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INFO: Initializing JVM Metrics with processName=JobTracker
sessionld=

14.08.2010 19:08:48 org.apache.hadoop.mapred. JobClient
configureCommandLineOptions

WARNING: Use GenericOptionsParser for parsing the arguments.

Applications should implement Tool for the same.

14.08.2010 19:08:48 org.apache.hadoop.mapred. JobClient
monitorAndPrintJob

INFO: Running job: job local 0001

14.08.2010 19:08:48
edu.yale.cs.hadoopdb.connector. AbstractDBRecordReader
getConnection

INFO: Data locality failed for leo-pgsql

14.08.2010 19:08:48
edu.yale.cs.hadoopdb.connector.AbstractDBRecordReader
getConnection

INFO: Task from leo-pgsql is connecting to chunk 0 on host
localhost with

db url jdbc:postgresql://localhost:5434/grep0

14.08.2010 19:08:48 org.apache.hadoop.mapred.MapTask
runOldMapper

INFO: numReduceTasks: 0

14.08.2010 19:08:48
edu.yale.cs.hadoopdb.connector. AbstractDBRecordReader

close
INFO: DB times (ms): connection = 104, query execution =
20, row retrieval = 79

14.08.2010 19:08:48
edu.yale.cs.hadoopdb.connector. AbstractDBRecordReader
close
INFO: Rows retrieved = 3
14.08.2010 19:08:48 org.apache.hadoop.mapred.Task done
INFO: Task:attempt local 0001 _m 000000 0 is done. And is in
the process of commiting
14.08.2010 19:08:48
org.apache.hadoop.mapred. LocalJobRunner$Job statusUpdate
INFO:
14.08.2010 19:08:48 org.apache.hadoop.mapred. Task commit
INFO: Task attempt local 0001 m 000000 0 is allowed to
commit now
14.08.2010 19:08:48
org .apache.hadoop.mapred. FileOutputCommitter commitTask
INFO: Saved output of task ’attempt local 0001 m 000000 O’
to file:/home/leo/padraig
14.08.2010 19:08:48
org .apache.hadoop.mapred. LocalJobRunner$Job statusUpdate
INFO:

111



5.4. HadoopDB

- 14.08.2010 19:08:48 org.apache.hadoop.mapred. Task sendDone
- INFO: Task ’attempt local 0001 m 000000 0’ done.
35 14.08.2010 19:08:49 org.apache.hadoop.mapred. JobClient
monitorAndPrintJob
- INFO: map 100% reduce 0%
- 14.08.2010 19:08:49 org.apache.hadoop.mapred. JobClient
monitorAndPrintJob
- INFO: Job complete: job local 0001
- 14.08.2010 19:08:49 org.apache.hadoop.mapred. Counters log
40 INFO: Counters: 6
- 14.08.2010 19:08:49 org.apache.hadoop.mapred. Counters log
- INFO: FileSystemCounters
- 14.08.2010 19:08:49 org.apache.hadoop.mapred. Counters log

- INFO: FILE BYTES READ=141370
45 14.08.2010 19:08:49 org.apache.hadoop.mapred. Counters log
- INFO: FILE BYTES WRITTEN=153336

- 14.08.2010 19:08:49 org.apache.hadoop.mapred. Counters log
- INFO: Map- Reduce Framework
- 14.08.2010 19:08:49 org.apache.hadoop.mapred. Counters log

50 INFO: Map input records=3
- 14.08.2010 19:08:49 org.apache.hadoop.mapred. Counters log
- INFO: Spilled Records=0
14.08.2010 19:08:49 org.apache.hadoop.mapred. Counters log
- INFO: Map input bytes=3
55 14.08.2010 19:08:49 org.apache.hadoop.mapred. Counters log
- INFO: Map output records=3
- 14.08.2010 19:08:49 edu.yale.cs.hadoopdb.exec.DBJobBase run
- INFO:

- JOB TIME : 1828 ms.

Pesynbrar coxpanen B HDFS, B manke padraig:

Kox 5.52 TectupoBanue

Linel $ cd padraig
- $ cat part-00000
- some data

[Iposepum mannble B PostgreSQL:

Kon 5.53 TectupoBanue

Line1 psql> select * from grep where field like "%wo%’;

- some data

- 1 rows in set (0.00 sec)
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psql>

Snadenns coBaaoT. Bee paboraer Kak Tpebyercs.
[Iposesem eme oaun Tect. /lobasum mannbie B PostgreSQL:

Kon 5.54 TectupoBanue

psql> INSERT into grep(keyl, field) VALUES(’I am live!’,
"Maybe ”) ;

psql> INSERT into grep(keyl, field) VALUES(’I am live!’,
"Maybewqe ) ;

psql> INSERT into grep(keyl, field) VALUES(’I am live!’,
"Maybewqesad ’) ;

psql> INSERT into grep(keyl, field) VALUES(’:)’, ’'May cool
string!’);

Temneps nposepum gepe3 HadoopDB:

Koz 5.55 Tectupopanue

$ java -cp $CLASSPATH:hadoopdb. jar
edu.yale.cs.hadoopdb.benchmark.GrepTaskDB -pattern %May%
-output padraig -hadoopdb.config. file
/opt /hadoop/conf/HadoopDB . xml

padraig

01.11.2010 23:14:45 edu.yale.cs.hadoopdb.exec.DBJobBase
initConf

INFO: SELECT keyl, field FROM grep WHERE field LIKE
TTMay7 %’ ;

01.11.2010 23:14:46
org.apache.hadoop. metrics.jvm.JvmMetrics init

INFO: Initializing JVM Metrics with processName=JobTracker
sessionld=

01.11.2010 23:14:46 org.apache.hadoop.mapred. JobClient
configureCommandLineOptions

WARNING: Use GenericOptionsParser for parsing the
arguments. Applications should implement Tool for the
same .

01.11.2010 23:14:46 org.apache.hadoop.mapred. JobClient
monitorAndPrintJob

INFO: Running job: job local 0001

01.11.2010 23:14:46
edu.yale.cs.hadoopdb.connector. AbstractDBRecordReader
getConnection

INFO: Data locality failed for leo-pgsql

01.11.2010 23:14:46
edu.yale.cs.hadoopdb.connector. AbstractDBRecordReader
getConnection
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INFO: Task from leo-pgsql is connecting to chunk 0 on host
localhost with db url
jdbc:postgresql://localhost:5434/grep0

01.11.2010 23:14:47 org.apache.hadoop.mapred.MapTask
runOldMapper

INFO: numReduceTasks: 0

01.11.2010 23:14:47
edu.yale.cs.hadoopdb.connector. AbstractDBRecordReader

close
INFO: DB times (ms): connection = 181, query execution =
22, row retrieval = 96

01.11.2010 23:14:47
edu.yale.cs.hadoopdb.connector. AbstractDBRecordReader
close
INFO: Rows retrieved = 4
01.11.2010 23:14:47 org.apache.hadoop.mapred.Task done
INFO: Task:attempt local 0001 m 000000 0 is done. And is in
the process of commiting
01.11.2010 23:14:47
org .apache.hadoop.mapred. LocalJobRunner$Job statusUpdate
INFO:
01.11.2010 23:14:47 org.apache.hadoop.mapred. Task commit
INFO: Task attempt local 0001 _m 000000 0 is allowed to
commit now
01.11.2010 23:14:47
org .apache.hadoop.mapred. FileOutputCommitter commitTask
INFO: Saved output of task ’attempt local 0001 m 000000 0’
to file:/home/hadoop/padraig
01.11.2010 23:14:47
org.apache.hadoop.mapred. LocalJobRunner$Job statusUpdate
INFO:
01.11.2010 23:14:47 org.apache.hadoop.mapred. Task sendDone
INFO: Task ’attempt local 0001 m 000000 0’ done.
01.11.2010 23:14:47 org.apache.hadoop.mapred. JobClient
monitorAndPrintJob
INFO: map 100% reduce 0%
01.11.2010 23:14:47 org.apache.hadoop.mapred. JobClient
monitorAndPrintJob
INFO: Job complete: job local 0001
01.11.2010 23:14:47 org.apache.hadoop.mapred. Counters log
INFO: Counters: 6
01.11.2010 23:14:47 org.apache.hadoop.mapred. Counters log
INFO: FileSystemCounters
01.11.2010 23:14:47 org.apache.hadoop.mapred. Counters log

INFO: FILE BYTES READ=141345
01.11.2010 23:14:47 org.apache.hadoop.mapred. Counters log
INFO: FILE BYTES WRITTEN=153291
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01.11.2010 23:14:47 org.apache.hadoop.mapred. Counters log
INFO: Map- Reduce Framework

01.11.2010 23:14:47 org.apache.hadoop.mapred. Counters log
INFO: Map input records=4

01.11.2010 23:14:47 org.apache.hadoop.mapred. Counters log
INFO: Spilled Records=0

01.11.2010 23:14:47 org.apache.hadoop.mapred. Counters log
INFO: Map input bytes=4

01.11.2010 23:14:47 org.apache.hadoop.mapred. Counters log
INFO: Map output records=4

01.11.2010 23:14:47 edu.yale.cs.hadoopdb.exec.DBJobBase run
INFO:

JOB TIME : 2332 ms.

Kak marrepn momcka s 3aman «Mays». B morax MoxKHO yBHIETH Kak
mponsBonTCs nonck. Ha BbIXo/e mosryyaeM:

Kon 5.56 TectupoBanue

$ cd padraig

$ cat part-00000

I am live! Maybe

I am live! Maybewqe

I am live! Maybewqesad
) May cool string!

B yuporennoii cucreme ¢ oguuM Kiacrepom PostgreSQL e monsTHo pain
vero Takme cioxuoctu. Ho ecam k HadoopDB mnomkiounTts 6Gosee oaHOIO
kacrepa PostgreSQL, To manHO# METOIMKOI BO3MOXKHO pabOTaTh C JAHHBIMA
PostgreSQL, oobenaennnix B shared-nothing kmacrep.

Bonee mompobno mo HadoopDB MoxkHO mHmOUMTaTh 110 JAHHOI CCHLIKE
hadoopdb.sourceforge.net.

SakJIo4eHmne

B nmamnoii crarbe He moKa3biBaeTcs, Kak padborars ¢ Hive, kak 6oJiee mpotre
paborars ¢ HadoopDB. D1a knura #e cmoxkeT yuecTb Bce, 9T0 TpebyeTcs s
paborel ¢ Hadoop. Hazmauenue 3T0it rjiaBel — JaTh OCHOBY Jjist pabOTHI C
Hadoop n HaddopDB.

HadoopDB mwe 3amenser Hadoop. ODTH CHUCTEMBI COCYIIECTBYIOT,
[I03BOJIssT AHAJUTUKY BBIOMPATH COOTBETCTBYIONINE CPEJICTBA B 3aBUCHUMOCTH
OT MMEIOIINXCS JAHHBIX U 33/1aH.

HadoopDB wmoxker mnpubim3uTbcss B OTHONIEHUU TPOU3IBOIUTEILHOCTU
K TapasuleJIbHBIM cucTeMaM 0a3 JIAHHBIX, OOeclevduBas IMPU  ITOM
OTKA30yCTOWYNBOCTh W BO3MOYKHOCTH HCIIOJb30BAHUS B  HEOIHOPOIHOMN
cpejie IpU TeX »Ke IpaBuiax JjuieHsupoBanusg, 4ro u Hadoop.  Xora
npousBoauTesbHocTh HadoopDB, BoobIiie roBopsi, HuzKe IPOU3BOIANTEIHLHOCTH
napaJsiieJIbHbIX CUCTEM 0a3 JIAHHBIX, BO MHOI'OM 3TO OObICHSETCHA T€M, UTO B
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5.5. 3akJjro4deHue

PostgreSQL Tabunbl Xxpanarcs He 110 cTojdmaM, u TeM, 910 B PostgreSQL
HE HCIOJIb30BAJIOCh cxkarue JaHubix. Kpome Toro, Hadoop u Hive — 370
CPABHHUTEIBHO MOJIOJIBIE IPOEKTHI C OTKPBITHIMU KOIAMU.

B HadoopDB npumensiercst HEKOTOPBIit THOPUL TI0JIXO0/I0OB Tapasiie/IbHbIX
CYBJI u Hadoop K aHaim3y JaHHBIX, [O3BOJAIOMNNA  JTOCTUID
[IPOU3BOIUTE/ILHOCTU 1 3(PPEKTUBHOCTU MMapaslIebHBIX CHCTEeM 0a3 JaHHBIX,
obecrieunBasi IIPpU ITOM MACIITAOMPYEMCTb, OTKA30yCTONIMBOCTD M T'MOKOCTH
cucrem, ocHoBaHubix Ha MapReduce. Crocobnocts HadoopDB & mpsmomy
Bryfouennto Hadoop m mporpammuoro obecneuennss CYB ¢ oTKpbIThIMI
UCXOHBIME TeKcTaMu (6e3 m3Menenus koja) jejnaer HadoopDB ocoberno
NPUTOTHON JIJI  BBINIOJTHEHUS] KPYIHOMACIITAOHOIO aHaju3a JIaHHBIX B
Oyaymux pabounx Harpy3Kax.

5.5  3BakJjrodyeHue

B nannOll riaBe pacMoTpeHO JIHMIN 0a30Bble HacTpoilku KiactepoB BJI.
[Ipo kmacrepsr PostgreSQL moTpebyercs HammcaTh OTAEIbHYIO KHUT'Y, 9TOOBI
pacTMOTPEeTh BCE IIaru C yCTAHOBKOW, HACTPOWKONW W pabOTOil KIacTepOB.
Hagetoch, 4ro mecMoTpsi Ha 3T0, uHOpMalud OyJeT IoJie3Ha MHOI'UM
YUTATEISM.
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PgPool-11

Nwmeercst criocob crenarb
Jiydlle — Hailjy ero.

Tomac Ansa Oucon

6.1 DBsenenne

pgpool-1I sTo mpocioiika, paborarormas mMexkay cepBepamu PostgreSQL u
kimentamu CYB/I PostgreSQL. Ona npemgocrasiser ciemyromniue OyHKITIN:

e OObeauHeHne COeIMHEHMIT

pgpool-11I coxpansier coequnenus ¢ cepsepamu PostgreSQL u ucrios3yer
UX IOBTOPHO B CJIy4Yae €CJII HOBOE COEeJIMHEHUE YCTAHABIUBAETCH C
TeMHU JKe mapamerpaMu (T.e. UMs HOJIb30BaTesNs, 6a3a JaHHBIX, BEPCHs
OPOTOKOJIA). DTO yMEHbIIAeT HAKJAJHbIE PACXOJbl HA COEJMHEHUS U
YBEJIMUNBAET TPOU3BOIUTETHHOCTD CUCTEMBI BIIEJIOM.

o Permukarnmsa

pgpool-II  MoxkeT yHnpaBiasaTh MHOKeCTBOM cepBepoB PostgreSQL.
MCHOHBSOB&HI/IG d)yHKHI/II/I PCIIMKaIIUM JaHHBIX IIO03BOJIAET CO3JaHNe
pe3epBHOI KONMMHU JIAHHBIX B peajbHOM BpeMeHH Ha 2 uin 0OoJiee
dusHIecKX IMCKOB, TaK YTO CEPBHUC MOXKET MPOJOJIKATh paboTaTh 0Oe3
OCTaHOBKH CEPBEPOB B CJIydae BBIXOJA U3 CTPOS JIMCKA.

e DBajlaHCHpOBKa HArPY3KH

Ecim  6aza JaHHBIX PEIUIMIUPYETCdA, TO  BBINOJHEHUE —3aIpoca
SELECT na m000M #3 CepBepoB BepHET OJIWHAKOBBIA pE3YJIbTAT.
pgpool-II  mcnosb3yer npenMyInecTBO OYHKIUU  PEIUIUKAIUNA  JIJIs
YMEHBIIIEHUsI HArPY3KU HA KaxKJblii u3 cepBepoB PostgreSQL
pacmpegensis 3amnpockl SELECT Ha HEcKO/JIBKO cepBEpOB, TEM CAMbBIM
yBeJinduBagd IIPOU3BOAUTEC/IBHOCTL CUCTEMbI BIIEJIOM. B JIydiieM cJjiy4dae
[IPOM3BO/INTEHHOCTh BO3PACTAaeT IMPOMOPIMOHAJIBHO YHCIY CEePBEPOB
PostgreSQL. BanancupoBka HArpy3ku Jiydille BCero paboTaeT B ClIydae
KOIJIa MHOI'O II0JIb30BaTe el BBIMOJIHIIOT MHOTO 3allPOCOB B OJHO U
TOXKE BpEMs.
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6.2. asaiiTe Hauanem!

o OI‘paHI/I‘{eHI/Ie JIMIITHUX COG,HI/IHGHI/II'/JI

CymiecTByeT orpanuvyeHne MaKCHMAJBLHOTO —YHC/Ia  OJHOBPEMEHHBIX
coeqmaernii ¢ PostgreSQL, 1pum mpeBblllleHUH KOTOPOI'O  HOBBIE
COEIMHEHNUSI  OTKJIOHSIIOTCSI. YcTaHOBKA MAKCHMAJIbHOIO — JHCIA
COeIMHEHUI, B TO K€ BpEMsI, YBEJIUUUBAET IOTPeOIeHNE PECYypPCOB
U CHUXKAeT IPOU3BOJIUTE/ILHOCTD cucteMbl. pgpool-II Takxke wmmeer
orpaHUYeHHe Ha MaKCHMaJbHOE YHCJIO COEIMHEHUH, HO <«JIUITHHE>
COoeIMHEHUsT OyJyT IIOCTABJEHBI B OdYepeab BMECTO HEMEJJIEHHOIO
BO3BpaTa OIINOKH.
e [lapasiienbHble 3aIIPOCHI

Ncnonb3ys pyHKIMIO TapaJsiie/bHbIX 3aIIPOCOB MOXKHO PA3HECTHU JAHHBIE
Ha MHOXKECTBO CEPBEPOB, OJ1arojiaps 4eMy 3aipoc MOZKeT ObIThH BbIIIOJTHEH
Ha BCEX cepBepax OJHOBPEMEHHO s yMEHBIIEHUsI OOIIero BpeMeHU
BhIIOJIHeHHsI.  [lapaJjiiesbable 3ampochbl pabOTAIOT JIyUIle BCEro IIPHU
IIOMCKe B OOJILINNX 00beMaX JTAHHDLIX.

pgpool-II obmaercs o mporokosy OskeHja u dpourenia PostgreSQL u
pacroJiaraeTcs MeKJy HUMHU. TakuM oO0pas3oM, NpHIoKeHue 0a3bl JaHHBIX
(bponrena) cumraer uro pgpool-Il — macrosimuit cepsep PostgreSQL, a
cepBep (6oxen) Buaur pgpool-I1I kak omHOrO M3 cBOUX KIMEHTOB. [10CKOIBKY
pgpool-II mpospaden Kak jijig cepBepa, TaK U JjIsd KJIUEHTa, CYIIECTBYIOIIHIE
HPUJIOXKEHUS, PpaboTaiomue ¢ 0a30ff JAHHBIX, MOTYT HCIOJIb30BATHCA C
pgpool-II nmpakTuyeckn 63 u3MeHEeHNH B MCXOIHOM KOJIE.

Opurnnas PYKOBOJICTBA JIOCTYTICH 1o ajpecy
pgpool.projects.pgfoundry.org.

6.2 [aBaiiTe Haunem!

Ilepen TeM Kak MCIOIB30BaTh PENJIMKAINIO WM MapaJlIeIbHbIE 3alIPOCHI
MBI JIOJIZKHBI HAYINThCs yCTaHABIUBATH U HacTpanBaTh pgpool-11 u y3/ib1 6a3b
JTAHHBIX.

YeranoBka pgpool-I1

YcranoBka pgpool-II ouenb 1pocTta. B xkarajiore, B KOTOpBIil BBI
pacrmakoBaji apxXuB C WMCXOQHBIMU TEKCTaMM, BBIIOJHUATE CJIEIYIOIIIe
KOMaH/IbI.

Kom 6.1 Ycramoska pgpool-11

./ configure
make
make install

Cxpunr configure cobupaer nudOpMaIMio 0 Ballleil CUCTeMe U UCIIOJIb3yeT
ee B IPOIeype KOMIHIANIE. Bbl MOXKeTe yKa3aTh mapaMeTpbl B KOMaHTHON
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Line 1

Line 1

Line 1

Line 1

6.2. asaiiTe Hauanem!

CcTpoKe cKpunTa configure 4ToObl M3MEHHTDH €ro IOBEIEHUE I10-YMOJTIAHUIO,
Takue, HAIPUMEp, KaK Karajor ycraHoBku. pgpool-1I mo-ymomaanuio Gymer
ycTaHOBJIeH B KartaJjor /usr/local.

Komanma make ckommmampyer mcxommbrii Ko, a make install ycranosut
ucrojiHseMble aitbl. Y Bac JOJKHO OBITH IPaBO Ha 3alUCh B KaTaJor
YCTaHOBKH.

Ob6parute BuuManwue: jjs padbotsl pgpool-11 neobxoauma 6udmoreka libpq
quist PostgreSQL 7.4 wmm 6osiee nosueii Bepcun (3 Bepcust mporokoia). Ecm
ckpunT configure BbimaeT ciemyroriee coolierne 06 OImmbOKe, BO3MOKHO He
ycTaHoBjieHa 6ubmoreka libpq wiu ona He 3 Bepcum.

Komx 6.2 Ycramoska pgpool-11
configure: error: libpq is not installed or libpq is old

Ecmu 6ubnuoreka 3 Bepcuu, HO yKa3aHHOE BBIIIE COOOIIEHHUE BCe-TAKU
BbIJaeTcs, Bala Oubimoreka libpg, BeposdaTHO, He PACIO3HAETCS CKPUIITOM
configure.

Cxpunt configure wumer Oubsmoreky libpq wHaumnas ot Karajora
Jusr/local /pgsql. Eciu Bbl yeranosuan PostgreSQL B kaTasor oTndHbIi OT
Jusr/local /pgsql ucnosb3yiiTe mapamerpsl KoMaH 1HO# cTpokn —with-pgsql wim
—with-pgsql-includedir Bmecte ¢ mapamerpom —with-pgsql-libdir npu 3amycke
ckpurita configure.

Bo muorux Linux cucremax pgpool-II moxker naxoaurcs B pernosuropun
makeToB. [lag Ubuntu Linux, manpumep, goctaTodHo Oy/1eT BHITIOJHUTD:

Ko 6.3 Ycranoska pgpool-11
sudo aptitude install pgpool2

Daitibl KOHGUTYpaIun

[Tapamerpnr kouduryparun pgpool-I1 xpansarca B daite pgpool.conf.
Qopmar daitia:  ogHa Tapa «IapaMeTp = 3Hadenwe» B cTpoke. llpwm
ycranoeke pgpool-11 aBromarndaecku cozpaercs daitr pgpool.conf.sample. Mar
pPeKOMeH,IyeM CKOIMMPOBaTh ero B daits1 pgpool.conf, a 3aTeM orpeakTHpoBaThH
10 BaIlleMy KeJIaHUIO.

Koy, 6.4 @aitibl KoHbUTYparmumn

cp /usr/local/etc/pgpool.conf.sample
/usr/local /etc/pgpool.conf

pgpool-II mpunmmaer coemunenus Toyibko ¢ localhost ma moprt 9999.
Ecnu BBl X0THTE NPUHUMATH COEJIMHEHUA C JIPYTUX XOCTOB, YCTAHOBUTE JIJIS

napamerpa listen addresses smadenme «*».

Ko 6.5 @aitibl KoHbUrypamumn

listen addresses = ’'localhost’
port = 9999
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6.2. [laBaiiTe HauHem!

Mg 6yj1eM UCTIOJIB30BATH TAPAMETPBI [T0-YMOJTYAHUIO B 9TOM PYKOBOJICTBE.
B Ubuntu Linux koudwur naxomurcs /etc/pgpool.conf.

Hacrpoiika komanx PCP

VY pgpool-1I ectb unrepdeiic g aIMUIHUCTPATUBHBIX TeJIeil — MOIYIUTh
nndopMarmio 06 y3jgax 0a3bl JaHHBIX, OcTaHOBUTL pgpool-II m T.a. — mo
cetn. Yrobbl mcroab3oBarh KoMmaHabl PCP, Heobxommma wuaeHTHUGUKAINAS
I0JTh30BATE/IS. Ota WICHTUPUKAINA OTJINIAETCT OT HICHTU(DUKAIIHN
nosibzoBaresieit B PostgreSQL. Vms mosib3oBaTeis n maposib HyKHO YKa3bIBATH
B daiisie pcp.conf. B srom daiiie nMs 1mob3oBaTessd U Mapoib YKa3bIBaIOTCs
KaK I1apa 3HAYeHWil, pasjejieHHbx JsoeroureM (:). OpHa mapa B CTpOKe.
[Tapoau 3amudposansr B hopmate x3ma mds.

Kon 6.6 Hacrpoiika komanm PCP
postgres:e8a48653851e¢28c69d0506508fb27fchH

I[Ipu  ycramoBke  pgpool-Il  aBromarmyeckum  cozmaercda  aitn
pcp.conf.sample.  Msr pekomengyem ckonmumpoBarTh ero B ait pcp.conf
7 OTPeTaKTUPOBATD.

Kox 6.7 Hacrpoiika komang PCP
$ cp /usr/local/etc/pep.conf.sample /usr/local/etc/pep.conf

B Ubuntu Linux daiin naxomures /etc/pep.conf.

st Toro utobbl 3ammdpoBaTh Ball Maposib B dopmare x3ma mdd
UCIIOJIB3yeTe KOoMaHy pg mddH, KoTopas yCTAaHABIUBACTCH KaK OJUH U3
ucrioiHsgeMbix aitioB pgpool-II. pg md5 npunmmaer TekcT B mapamerpe
KOMAH/THOW CTPOKM U OTOOparkaeT TeKCT ero mdd xaIia.

Hanpumep, ykaxkure «postgres» B KauecTBe mapaMeTpa KOMaHIHON CTPOKN
u pg_mdH BbIBeJIeT TEKCT X31a mdd B CTAHIAPTHBIN OTOK BHIBOJIA.

Kon 6.8 Hacrpoiika koman PCP

$ /usr/bin/pg md5 postgres
e8a48653851e28¢c69d0506508fb27fch

Komanger PCP Bemmosnastorcss mo cerw, Tak 49to B (haitine pgpool.conf
JIOJIZKEH OBITh yKa3aH HOMep IOpTa B mapamMerpe pcp port.
Mpbr OyieM UCHOJIB30BATH 3HAYEHHE II0-yMOJTYAHUIO JIJId  IapaMeTpa
pcp__port 9898 B 3TOM PYKOBOJICTBE.
Kox 6.9 Hacrpoiika koman PCP

pcp__port = 9898
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Line 1
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6.2. asaiiTe Hauanem!

[ToiroroBka y3/10B 6a3 JaHHBIX

Ternieppr HaM HYKHO HACTPOUTH cepBepbl 03KeH10B PostgreSQL s
pgpool-II. D1u cepBepbl MOTYT OBITH pa3MeIIeHbl Ha OJHOM XocTe ¢ pgpool-11
WIN Ha OTJEJIbHBIX MAalllMHAX. ECaum BBl pelmTe pa3MecTUTh CepBEPBI Ha
TOM K€ XOCTe, JIJII BCEX CEPBEPOB JIOJIKHBI OBITH YCTAHOBJIEHBI DPa3HbIE
Homepa 1moproB. KEciu cepBepbl pa3MelleHbl Ha OTIAEIbHBIX MAIIUHAX, OHU
JIOJIZKHBI OBITH HACTPOEHBI TAK UTOOBI MOTJIN IIPUHUMATEH CETEBbIE COEIMHEHUST
ot pgpool-II.

B sroM pykoBOmCTBE MBI pa3MECTUIN TPU CepBEpa B paMKax OJHOTO
xocta BMecTe ¢ pgpool-Il m mpucomnu wmm HOMepa mopToB 5432, 5433,
5434 coorserctBenno. g wactpoiiku pgpool-I1 orperakrupyiite daiin
pgpool.conf Kak mokazaHo HIKeE.

Koy 6.10 IToaroroeka ysmoB 6a3 JaHHBIX

backend hostname0 = ’localhost’
backend port0 = 5432
backend weight0 = 1
backend hostnamel = ’localhost’
backend portl = 5433
backend weightl = 1
backend hostname2 = ’localhost’
backend port2 = 5434
backend weight2 = 1

B mapamerpax backend hostname, backend port, backend weight
YKazKUTe UMs XOCTa y3Ja 0a3bl JaHHBIX, HOMEp MopTa U KoM UIUEHT J1jIs
OaJIaAaHCUPOBKM HArpy3kKu. B KOHIle UMeHU KarKJIOro IapameTrpa JI0JI2KeH ObITh
yKa3aH MJIEHTU(MUKATOD y3Jia MyTeM JT00aBJIEHUS TOJIOKUTETHLHOIO IeI0r0
uncsia nadunag ¢ 0 (re. 0, 1, 2).

[Tapamerpnr backend weight Bce paBHBI 1, 4TO O3HAYAET YTO 3AIPOCHI
SELECT paBnOMepHO pacIipe/iesieHbl 110 TPEM CePBepaM.

3amyck /Ocranoska pgpool-11
s crapra pgpool-I1 BeioHUTE B TepMUHAJE CIEIYIONLYIO KOMAHLY.

Ko 6.11 3amyck
pgpool

VKazaHHas BbIIlle KOMaH/1a, OJHAKO, HE IedaTaeT POTOKOJI CBOEil pabOThI
IIOTOMY 4TO pgpool orcoennsgercsa oT TepMuHaia. Ecim Bbl XOTUTE 1TOKA3aTh
IIPOTOKOJI paboThl PEpool, yKaxKuTe mapaMerp -n B KOMAHIHOW CTPOKE IIPH
zarmycke pgpool. pgpool-IT Oyer 3amyinen Kak mporecce He-JeMOH U TEPMUHAJT
He OyJIeT OTCOeIMHEH.

Ko 6.12 3amyck
pgpool -n &
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6.3. Bamma mepBasi perimkariust

[Iporokon paborbl Oyjer medaTraTbCd Ha  TEPMHUHAJ, TaK  |TO
PEeKOMeHJlyeMble JIJIg  HCIOJIb30BaHMUS HapaMeTpbl KOMAaH/HOI CTpPOKH,
HaIllpuMep, TaKue.

Ko 6.13 3amyck
pgpool -n -d > /tmp/pgpool.log 2>&1 &

[TapameTp -d BK/IIOYaET reHepaInio OTJIAI0THBIX COOOIICHUIA.

yKa3aHHaH BbIIIIe KOMaH/la IIOCTOAHHO JIO6&BJIH€T BBIBO,ZLI/IMBII;’I IIPOTOKOJI
paborel B daitn /tmp/pgpool.log. Ecau Bam Hy:KHO poTHpoBaTh dailibl
IIPOTOKOJIOB, IlepejlaBaiiTe MPOTOKOJIbI BHEITHel KOMaHjie, y KOTOPOW eCThb
dyHKIMs poTayu MpoTOKOI0B. Bam momozkeT, Harpumep, cronolog.

Kopm 6.14 3amyck

pgpool -n 2>&1 | /usr/sbin/cronolog
--hardlink=/var/log/pgsql/pgpool.log
"/var/log/pgsql/%NY-%m%d-pgpool . log’ &

Y1006B1 0cTaHOBUTD Iipotiece Pgpool-11, BeimoHUTE CIIe/IyIONYI0 KOMaH/TY.

Kox 6.15 Ocranoska
pgpool stop

Ecimm kakme-TO M3 KJIMEHTOB Bce elle Ipucoeanbensb, pgpool-IT ket
[IOK& OHM HE OTCOEIMHSITCS W IIOTOM 3aBepliaer cBoi pabory. Eciaum Bb
XOTHUTE 3aBepIuTh pgpool-11 Hacu/IbHO, UCIIOIBb3YITEe BMECTO STOH CJIEIYIOILY IO
KOMaHYy.

Komx 6.16 OcranoBxka
pgpool -m fast stop

6.3 DBarma nepsas penimkaims

Pernkarust BK/IIOYaeT KONMMPOBAHWE OJHUX M TeX Ke JIAHHBIX Ha
MHOKECTBO Y3JI0B 0a3bl JTaHHBIX.

B sTom pazsese Mbl Oy/ieM UCIOJIB30BATH TPHU y3J1a 0a3bl JJAHHBIX, KOTOPHIE
MBI y2Ke ycTaHOBW/IM B pazjeie «06.2. [laBaiire nHaunem!», u mpoBejeM Bac
mar 3a IaroM K CO3JIaHUIO CUCTEeMbl peltmkanuu 6a3bl jfaHHbix.  [Ipumep
JIAHHBIX JIJIs PEILJIUKAIMT OyJIeT CreHEPUPOBAaH ITPOTPAMMOI JIJIs TECTUPOBAHUS
pgbench.

Hactpoiika penmkarun

Yr1o0bl BKIIOYNTH (DYHKIUIO pPEIIMKAIUN 0a3bl JTAHHBIX yCTAHOBHUTE
3HaveHne true ;i mapamerpa replication  mode B daitie pgpool.conf.
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6.3. Bamma mepBasi perimkariust

Kon 6.17 Hacrpolika permankarmmn

replication _mode = true

Ecmm mapamerp replication mode pasen true, pgpool-II 6yer orpaBiadaTh
KOITHIO TIPUHSITOTO 3aIpoca Ha BCe y3JIbl 6a3bl JAHHBIX.

Ecmn  mapamerp load balance mode pasen true, pgpool-II 0Oymer
pactpegienaTs 3amnpockl SELECT mex 1y y3namu 6a3bl JIaHHBIX.

Koz 6.18 HacTpoiika perimkaun

load balance mode = true

B stoMm pazzmesne Mbl BKioumsin oba mapamerpa replication mode wu
load balance mode.

[IpoBepka pernukammm

st oTpaxkeHus u3MeHeHUil, cjeaHHbIX B daitie pgpool.conf, pgpool-I1
JIOJIKEH OBITh  Ilepe3allyIieH. [Toxxanyiicra obpamaiiTech K pasjelry
«Bamyck /Ocranoska pgpool-11».

[Tocsre mactpoiiku pgpool.conf n mepesamycka pgpool-11, naBaiiTe mposepum
PEIUTMKAIAIO B JEHCTBUH U IOCMOTPUM BCe JIU pabOTAeT XOPOIIIO.

CrHavajla HaM HY»KHO CO3JaTh 0a3y JIaHHBIX, KOTOpYyIO Oylem
pertuiiupoBath.  HazoBem ee <«bench replications. 91y 6a3y mgaHHbIX
HYKHO cO3/IaTh Ha Bcex ya3iax. Mcmoab3yiitre Komaniy createdb wepes
pgpool-II u 6a3a maHHBIX OyjIeT co3/laHa Ha BCEX y3JIaxX.

Kon 6.19 IIpoepka pernkanum
createdb -p 9999 bench replication

Barem MBI 3amyctuM pgbench ¢ mapamerpom  -i. [Tapamerp -i
HHUIUAJI3UpYeT 0a3y JAHHBIX MPEIONPeIe/IeHHBIMI TabJIUIaMid W JaHHBIMI
B HUX.

Kom 6.20 ITpoBepka perimkanum
pgbench -i -p 9999 bench replication

VKazaHHasi HUKe TabJIUIA COJAEPKUT CBOJIHYIO NH(MOPMAIINIO O TabIuIaxX u
JIAHHBIX, KOTOpbIe OYIyT CO3JIaHbI IIpu TtoMortnu pghench -i. Ecin na Beex y3irax
6a3bl JAHHBIX [TEPEUNCICHHBIE TAOIUIBI U JJAHHBIE ObLIA CO3/IaHbI, PEILTHKAIINAS
paboTaeT KOPPEKTHO.

Nwms tabmunp | Yucsio cTpok
branches 1
tellers 10
accounts 100000
history 0

Jl1st mpoBepKU yKa3zaHHON BbIlle NH(MOPMAINN Ha BCEX y3JaX UCIOIb3YeM
npoctoii ckpunT Ha shell. [IpuBesennblii HUYXKe CKPUIT MOKAXKET YUCJIO CTPOK
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6.4. Barm nepsbiit napaJiie/ibHbBIN 3a11poC

B Tabsunax branches, tellers, accounts u history ma Bcex ysiiax 6a3bl TaHHBIX
(5432, 5433, 5434).

Koz 6.21 IIpoBepka pemaukaiun
for port in 5432 5433 5434; do

> echo $port

> for table name in branches tellers accounts history;
do

> echo $table name

> psql -c¢ "SELECT count (*) FROM $table name" -p \

> $port bench replication

> done

> done

6.4 DBamr nepBbIit mapaJjienbHbIi 3a1poc

JlaHHbIEe U3 pa3HBIX JUAITA30HOB COXPAHAIOTCA Ha JBYX MM Oojiee y3Jiax
6a3bl JAHHBIX MAPAJUIETBHBIM 3aIIPOCOM. DTO HA3BIBAETCA PACIPEIC/ICHUEM
(gacro ucnosb3yercst 6e3 mepesojia TepMuH partitioning npuM. nepeBoIMKa).
Boutee Toro, oiiu u Te ke gaHHbIe HA JIBYX U O0JI€e y3/1aX 0a3bl JAHHBIX MOTYT
OBITH BOCIIPOM3BEJEHBI C MCIIOIBb30BAHNEM PACIIPE/IETICHUSI.

Yr1o0bl BKJIIOYUTH IMapaJijiejbHble 3allpochbl B pgpool-II BbI 10/KHBI
YCTAHOBUTD €I1ie O/IHy 0a3y JaHHbIX, HazbiBaeMyio « CucteMHON O6a30ii JaHHBIX»
(«System Database») (nasnee 6ymem naspiBath ee SystemDB).

SystemDB XPAHUT oTIpe/ie isieMble [10JTb30BaTEIEM IpaBuIa,
ompesiesIdIoNne Kakue JaHHble OYIyT COXpaHAThCAd Ha KAKUX y3JlaX ObI3bI
nauHbiX. Takxkxe SystemDB ucmnonbsyercss 9To0bl 00bEIUHUTH pPE3YIbTATHI
BO3BpAIIEHHbIE Y3JIaMK 0a3bl JAHHBLIX rmocpeicTBoM dblink.

B sTom pazzese Mbl Oy/ieM UCIOJIB30BATH TP y3Jj1a 6a3bl JJAHHBIX, KOTOPHIE
MbI yCcTaHOBHJIM B paszjeiie «6.2. laBaiitre naunem!», u mpoBejieM Bac Imar 3a
IIIaroM K CO3/JaHUIO CHUCTeMBI 6a3 JJAHHBIX C HapaJuleJIbHBIMU 3ampocaMu. [ls
CO3JIaHUs TIpUMepPa JAHHBIX MbI CHOBa, OyJIeM KCIIOJIb30BaTh pghench.

Hactpoiika nmapaJjiesbHoro 3ammpoca

Yr1o0bl BKJIIOYUTH (DYHKIUIO BBIOJHEHUS IMAPAJJIETbHBIX 3allPOCOB
ycTtaHoBuTe Juid mapamerpa parallel mode 3madenme true B aiiie
pgpool.conf.

Kon 6.22 Hacrpoiika mapaJsiieIbHOTO 3alIpoca

parallel mode = true

YcranoBka mapamerpa parallel mode pasubiM true w©e 3amycTuT
napaJiiesibHble  3alpochkl aBromMatudecku. s sroro pgpool-1T myxHAa
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SystemDB u mpaBusia onpeje/soniye Kak pacipeie/iaTh JJaHHble 10 y3JaM
0a3bl JaHHBIX.

Taxxke SystemDB wucmosnbsyer dblink misg co3pamuss coenuHeHHi ¢
pgpool-II. Takum o6pa3oM, HY:KHO YCTaHOBUTH 3HAYEHUE IapaMeTpa
listen addresses Takum obpazom uToOBI pgpool-II mpuHnMast 3Tu coeuHeHMs.

Ko 6.23 HacTpoiika mapaJiebHOIO 3a1poca

listen addresses = '*’

Bunmanmne: Permnkamust He peanm3oBaHa JIsd  TaOJHUIl, KOTOPBIE
pacupeiesiioTcsa TOCPEICTBOM TapaJsiIeIbHBIX 3allpOCOB U, B TO Ke BpEMs,
peIUIuKaIisl MOXKET OBITH YCIIEITHO OCYIIECTB/IeHa. BmecTte ¢ TeMm, n3-3a TOro
qTOo Ha6op XPaHUMBIX JaHHBIX OTJIMYAE€TCd IIPpU ITapaJlJIeJIbHBIX 3allpOCaXx U IIPpU
perumKanuu, 6a3a jgaHnbix «bench replications, cozmannas B pasjgene «06.3.
Barma niepBas permukariusi> He MOXKET OBITh TIOBTOPHO MCITOJIH30BAHA.

Ko 6.24 HacTpoiika mapaJielbHOIO 3a1poca

replication mode = true
load balance mode = false
njim

Kox 6.25 Hacrpoiika mapasiesbHOTO 3alIpoca

replication _mode = false
load balance mode = true

B »stom pazmene ™Mbl ycranoBuMm —napamerpbl  parallel mode wu
load balance mode pasubimm  true, listen addresses paBobim  «*
replication mode pasubiM false.

Q)

Hacrpoiika SystemDB

B ocHoBHOM, HeT oT/MYUil MeXKJy IPOCTOH ¥ CHUCTEMHONW Oa3amu
manabix. OJHaKO, B CHCTeMHOM Oa3e JaHHBIX ompeaessercsa dyHkius dblink
U TPHUCYTCTBYeT TalbJIMIa, B KOTOPOW XpaHATCA IIpaBUJia PacIpeie/IeHus
nmaHHbIX. Tabmumy dist  def meobxomumo ompenensaTs.  bBosee Toro, ogumn
U3 y3J0B 0a3bl JIAHHBIX MOYKET XPAHUTH CHCTEMHYIO 0a3y JIaHHBIX, &
pgpool-II MoxkeT UCIONIB30BATbCs JJIsI PACIPE/IC/ICHI HAIPY3KU KacKa IHBIM
ITOIKTIOUEHUM.

B sTom pasmene mbl cosmaaum SystemDB ma y3ie ¢ moprom 5432. [lasee
[IPUBE/IEH CIMCOK MapaMeTpoB KoHdwuryparmn g SystemDB

Ko 6.26 Hacrpoiika SystemDB

system db_ hostname = ’'localhost’
system db_ port = 5432
system db dbname = ’'pgpool’
system db schema = ’'pgpool catalog’
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system db_ user = ’'pgpool’
system db_ password = ’’

Ha camom jene, yka3zaHHbIe BBIIIE apaMeTPhl sBJIMIOTCHA TapaMeTpaMu
mo-yMoT9aHuio B daitine pgpool.conf. Terrepp MBI JIOJIZKHBI  CO3/1aTh
[I0JIb30BaTe/IsI ¢ UMeHeM <«pgpooly um 0a3y JaHHBIX C HMEHeM <«pgpools u
BJIQJIEJIBIIEM «PEPOOl».

Ko 6.27 Hacrpoiika SystemDB

createuser -p 5432 pgpool
createdb -p 5432 -O pgpool pgpool

Yeranoska dblink

Hastee mMbl J10/1KHBI yeTaHoBUTH dblink B 6a3y jganabix «pgpools. dblink —
OJIMH W3 HWHCTPYMEHTOB BKJIOYEHHBIX B KaTajor contrib mcxojHOro Koja
PostgreSQL.

Hns ycranoBku dblink wna Bameit cucreme BBIOJTHUTE  CJIETYIOIINE
KOMaH/TbI.

Koz 6.28 Ycranmoska dblink

USE_PGXS=1 make -C contrib/dblink
USE_PGXS=1 make -C contrib/dblink install

ITocie Toro kak dblink ObLT ycTanoB/IeH B Balleil cucremMe Mbl JI00aBUM
dyukmun dblink B 6asy mamubix «pgpools. Ecim PostgreSQL ycranosien
B karajor /usr/local/pgsql, dblink.sql (daiin ¢ onpenenennsimu HyHKIMIA)
JI0/ZKeH ObITh ycTaHoBJseH B Katasor /usr/local/pgsql/share/contrib. Temepn
BBITIOJIHIM CJIEIYIOILYI0 KOMaHIy /s gobapiaeHus gpyuxmmit dblink.

Kom 6.29 Yeramoska dblink
psql -f /Jusr/local/pgsql/share/contrib/dblink.sql -p 5432
pgpool

Cozmanue Tabsuns! dist  def

CrenytormuM marom Mbl co3zmajuM Tabjuiy ¢ umeneM «dist defs, B
KOTOpO# Oy/IlyT XpaHUThCs IPaBUJIa PACIPEIETeHUs JAHHBIX. |lOCKOIBKY
pgpool-IT yxke Obl1 ycranoBieH, daiiyi ¢ umenem system db.sql mosmken
Oyrb ycranosien B /usr/local/share/system db.sql (umeiite B BHIy uTO
9TO y4uebHOe PYKOBOJICTBO U MbI HUCIOJIb30BAIU JIJIsi YCTAHOBKU KaTAJIOT
no-ymosraanuio — /usr/local). @aiin system db.sql comepKuT AupeKTUBBI J1Ist
COBJIAHUS CIIENNATBHBIX TAaO/ I, BKII09as u Tabsmiy «dist defs. Bormomaure
CJIeJTYIONLY 0 KOMAaH Ty JjIst co3manust Tabunbl «dist  defs.

Ko 6.30 Coznanue Tabumsr dist  def
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$ psql -f /usr/local/share/system db.sql -p 5432 -U pgpool
pgpool

Bce rtabsmmner B aitme  system  db.sql,  Brumowas  «dist defs,
co3naoTcad B cxeme «pgpool catalogy. Ecam Bbl ycTamoBum mnapameTrp
system db schema w©a wucrnonb3oBaHMe JIpyroif CxeMbl BaM  HYKHO,
COOTBETCTBEHHO, OTPEAKTUPOBATh haitr system db.sql.

Onucanne Tabsmnps «dist  defs BeIIsianT Tak Kak mokazaHo HuxKe. ms
TaOJIUIBI He JTOJZKHO M3MEHUTHCS.

Koz 6.31 Coznanue tadbaumpsr dist  def
CREATE TABLE pgpool catalog.dist def (

dbname text, -- mMs 6a3bpl JAHHBIX
schema name text, -- uma cxembl
table name text, -- umsa Tabuuib

col name text NOT NULL CHECK (col name = ANY
(col list)),

-- crojber K049 JJIsl paclpeiesIeHus JaHHbIX

col list text[] NOT NULL, -- cumcok umeH CTOJIONOB
type list text || NOT NULL, -- comcok Tumos crosbros
dist _def func text NOT NULL,

-- uMs (QYHKIUN DACHPEIETEHNsT JTAHHBIX

PRIMARY KEY (dbname, schema name, table name)

)
Banucu, xpanumbie B Tabsuie «dist  def», moryT ObITH JIByX THIIOB.

e IIpasuso Pacnpenenenus: Tanueix (col name, dist def func)
e Mera-undopmanus o tabaunax (dbname, schema name, table name,
col list, type list)

[IpaBuiio pacmpejieieHnsT TaHHBIX OMpesesseT KakK OyayT pacupesesieHbl
JIaHHbIe Ha KOHKDPETHBIN y3es 0a3bl JaHHbIX. Jlanable OymayT pacrpejiesieHbl
B 3aBUCHMOCTU OT 3HadeHus ctoyiona «col name». «dist def func» — sto
dyHKIMs, KOTOpas NPUHUMAET 3HaUeHue «col name» B KadecTBe arpyMeHTa
1 BO3BpAINAET IeJI0€ UUCI0, KOTOPOE COOTBETCTBYET UJICHTU(DUKATOPY Y314
6a3bl JJAHHBIX, HA KOTOPOM JIOJIZKHBI OBITH COXpaHEeHbI JaHHBIE.

Meta-undopMaIys NCHOIb3YEeTCs JJI TOTO YTOOBI TEPENNCHIBATH 3aIIPOCHL.
[TapaJurenbHbBIN 3aIIPOC TOJIZKEH MEPENUCHIBATH UCXO/IHBIE 3aIIPOCHI TaK UTOObI
pe3yJIbTaThl, BO3BpAIaeMble Y3JIaMH-O9KEHIaMI, MOIJIA ObITh OObEJIMHEHBI B
€UHbII PEe3yIbTarT.

Coznanue Tabsuier replicate  def

B ciayaae ecim ykazana tabsuiia, JjIg KOTOPOH MPOU3BOINTCS PEILINKAIIAS
B BhIpazkenne SQL, ucnosb3yiomee 3aperucrpupoBanuyio B dist  def Tabyumiy
nyreM oObeguHeHusi TabJymi, wuHbOpMAIUd O TabJuie, JIg  KOTOPOi
HEOOXOIUMO IIPOU3BOIUTH PEIIMKAIINIO, IIPEIBAPUTENILHO PErHCTPUPYETCS B
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tabsuiie ¢ umeneM replicate def. Tabmura replicate def yxe 6bLi1a coznana
pu obpaborke daitna system db.sql Bo Bpems cozmanus tadbauisr dist  def.
Tabura replicate  def onmcana Tak Kak mokazaHO HUKE.

Ko 6.32 Coznanne tabsuisl replicate  def
CREATE TABLE pgpool catalog.replicate def (

dbname text, -- wuma 0a3pl JAHHBIX

schema name text , -- uma cxembl

table name text, -- umsa TaOHIIBI

col list text || NOT NULL, -- cuomcok mMeH CTOJIOIOB
type list text || NOT NULL, -- comcok Tumos cros0Ios

PRIMARY KEY (dbname, schema name, table name)
) ;

YcTaHOBKA IIPaBUJI pacIpeiesieHus JaHHbIX

B sTom ydeOHOM PYKOBOJCTBE MBI OIPEJICTUM IPABUIA PACIIPEICTICHUS
JIAHHBIX, CO3JI@HHBIX IIporpaMmoii pghench, na Tpu y3a 06a3bl JIaHHBIX.
TectoBbie namHBIe OyAyT Cco37aHBl KOMaHmoi «pgbench -i -s 3» (re.
maciirabubiii kKoaddurment pasen 3). g sroro pasjena Mbl CO37a/UM
HOBYIO 06a3y jaHnbix ¢ umeHeM «bench parallels.

B karasore sample mncxojnoro xoga pgpool-II Ber Moxkere mHaiitTu daitin
dist def pgbench.sql. Mgsr Oymem ucmosib3oBaTh 3TOT aila ¢ TpPUMEPOM
JIJISE CO3JTaHUs TIPABUII pacipeiesienns st pgbench. BoimosHuTe Clieayongyio
KOMaH/Iy B KATaJOre C PACIlaKOBAaHHBIM MCXOTHBIM KoJIoM pgpool-I1.

Koz 6.33 YcranoBka mpaBUI PACIPEIEIEHAST TaHHBIX

psql -f sample/dist def pgbench.sql -p 5432 pgpool

Huxe npencrasiieno onncanue daitia dist  def pgbench.sql.

B ¢aitne dist _def pgbench.sql mbr jobasisiem onHy CTpoKy B Tab/mILy
«dist _def». D10 dyHKIM pacpeseieHns JaHHbIX 71 Tabauibl accounts. B
KadecTBe CTOJIONA-K/Io4ua yKasaH croJberr aid.

Koy 6.34 YcerarnoBka mpaBUI paCIpeIeIeHns JTaHHBIX

INSERT INTO pgpool catalog.dist def VALUES (
"bench parallel’ |

"public’,

"accounts ',

Taid 7,

ARRAY| ’aid’, ’bid’, ’abalance’, ’filler '],
ARRAY| 'integer’, ’integer’, ’integer’,

"character (84) 7],
"pgpool catalog.dist def accounts’
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Tertepb MBI JIOJIZKHBI  €O3/aTh (DYHKIMIO PACIPEIC/ICHUS JTaHHBIX JIJIsT
Tabunbl accounts. 3aMeTHM, UTO BbI MOYKETE WCIIOJIB30BATH OJHY U TY Ke
dyHKIMIO 1 pa3Hbix Tabymi. TakxKe BbI MOXKETe CO3JIaBaTh (PYHKIUU C
UCIOJIb30BaHleM 3bIKOB oTnaHbIX 0T SQL (Hampumep, PL/pgSQL, PL/Tcl,
" T.J1.).

Tabymna accounts B MOMEHT WHHUIMAJM3AINAN JIAHHBIX XPAHUT 3HAYCHUE
Mmaciirabuoro Koaddurrenta pasaoe 3, 3uadenus crosioia aid ot 1 1o 300000.
OyHKIMS CO3/I[aHa TAKUM 00PAa30M UTO JIAHHBIE PABHOMEPHO PaCIIPEIe/IAI0TCs
110 TpeM y3jiaM 0a3bl JIAHHBIX.

Crenytomas SQL-dyHKIMst 6y1eT BO3BpaIATh YUCIO0 y37I0B Oa3bl JAHHBIX.

Kom 6.35 YcTanoBKa MpaBUiI pacupereeHns JaAHHBIX

CREATE OR REPLACE FUNCTION
pgpool catalog.dist def branches(anyelement)
RETURNS integer AS $$
SELECT CASE WHEN $1 > 0 AND $1 <= 1 THEN 0
WHEN $1 > 1 AND $1 <= 2 THEN 1
ELSE 2
END;
$$ LANGUAGE sql;

YCcTaHOBKa MPAaBUJI PEILIMKAIIAN

[IpaBuiio perimKamu — 3TO TO UTO OIPEJIEIIeT KaKue TabJIUIbl JTOJIZKHbBI
OBITH UCIIOJIL30BAHBI JIJ1s1 BBIIIOJIHEHUST PEILINKAIUN.

3mech 3TO cremaHo Tpu  momoru  pgbench ¢ 3apermcrpupoBaHHBIMEI
TabymiaMu branches u tellers.

Kak pesynabrar, crajjo BO3MOXKHO coO3jaHue TaOJIUIBl  accounts wu
BBITIOJTHEHIE 3AIPOCOB, UCHOJIB3YomMux Tadsmibl branches u tellers.

Koy 6.36 YeranoBKa mpaBUI PEILTUKAIIAN

INSERT INTO pgpool catalog.replicate def VALUES (
"bench parallel’,

"public’,

"branches

ARRAY| "bid’, ’bbalance’, ’filler '],

ARRAY| ’integer’, ’integer’, ’character (88) 7]

);

INSERT INTO pgpool catalog.replicate def VALUES (
"bench parallel ’ |

"public’,

"tellers ’,

ARRAY| 'tid ', ’'bid’, ’tbalance’, ’filler '],

ARRAY| 'integer’, ’integer’, ’integer’, ’character(84)’]
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[Toxrorosnennstit daitn Replicate _def pgbench.sql maxomures B kaTasiore
sample. Komanna psql 3amyckaercs ¢ ykazaHueM MyTH K HUCXOIHOMY KOJIY,
OIIPEJIEISIONIEMY TPABU/IA PEIINKAIINN, HAIIPUMED, KaK MOKA3aHO HIXKE.

Kon 6.37 YcranoBKa mMpaBUil PENTINKAIIIN

psql -f sample/replicate def pgbench.sql -p 5432 pgpool

[Iposepka mapaJiie/ibHOrO 3a1poca

st oTpaxkenus w3MeHeHUil, cjeaHHbIX B daitne pgpool.conf, pgpool-II
JIOJIZKEH OBITH  IIepe3alryIeH. [ToxkaJsyiicra obpammaiitech K pasjery
«Bamyck /Ocranoska pgpool-I1».

[Tocste mactpoiiku pgpool.conf n nepesamnycka pgpool-11, naBaiite mposepum
XOPOIIIO Jin PAbOTAIOT TAPAJLIETHHBIE 3aIIPOCHL.

CuavaJjia HaM HY?KHO cO3/1aTh 06a3y JIaHHBIX, KOTOpas Oy/IeT pacipejeseHa.
Mpur nazoBeMm ee «bench parallely. DTy 6a3y maHHBIX HY?KHO CO3JaTh Ha BCEX
y3nax. Vcnosb3yiiTe komanty createdb mocpecrsom pgpool-I1 n 6a3a manubrx
OyJeT cos3jlaHa Ha BCEX y3JIax.

Kon 6.38 IIpoBepka mapaJiesbHOrO 3aIpoca

createdb -p 9999 bench parallel

Barem 3zamyctum pgbench ¢ mapamerpamm -i -s 3. [Tapamerp -i
MHUATIATI3UPYET 06a3y JaHHBIX MPEONPe/IeIEHHBIMU TaOIUIIAMA U JTAHHBIMI.
[Tapamerp -s yka3biBaeT MacmITaOHbIN KOIMDPUITMEHT /I MHUITUAJASATIIH.

Koz 6.39 IIpoBepka mapaJsiesbHOIO 3a1Ipoca
pgbench -i -s 3 -p 9999 bench parallel

Coznannble TaOIUIBI U JIAHHBIE B HUX MOKA3aHbI B pasjiesie «YCTaHOBKA
[IPABUJI PACIPEICTICHIS JTAHHBIX Y.

Oua w3 crocobOB MPOBEPUTH KOPPEKTHO JIU OBLIN  pPacIpejie/IeHbI
nanHble — BRITOTHNTE 3anpoc SELECT mocpeactBom pgpool-11 u Hampsmyto
Ha O9KEH/aX M CPABHUTHL Pe3yJbTaThl. Kcjim Bce HACTPOEHO MPABUJILHO Ha3a
nmaHHbIX «bench parallely moskna ObITH pacipejiesieHa Kak MOKa3aHO HUZKE.

Nms tabmunpr | Yucsmo cTpok
branches 3
tellers 30
accounts 300000
history 0

st npoBepku yKa3aHHO# Bbllle wuHMOpPMAIUU HA BCEX y3JaxX o
nocpeictBoM pgpool-1T ucnosbzyem npocroit ckpunt wa shell. Tlpusenennbrit
HHUZ>KE€ CKPUIIT IIOKazKeT MMHHMaJIbHOE M MaKCHMaJIbHOC 3HAaY€HUE B Ta6ﬂI/IH€
accounts MCIoIb3yd s coequuenns nopTel H432, 5433, 5434 n 9999.

Kon 6.40 ITpoepka mapaJiiebHOrO 3a1poca
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for port in 5432 5433 54341 9999; do

> echo $port

> psql -c¢ "SELECT min(aid), max(aid) FROM accounts" \
> -p $port bench parallel

> done

6.5 Master-slave pexxum

OTOT  pexXWMM IpeIHAa3HAYeH JJId  HCHojab3oBanus  pgpool-II ¢
japyroit  permmkanumeit  (manpumep  Slony-I,  Londiste). Nudopmarius
npo b/l ykaspiBaeTcd Kak Il PEILIMKAIINAMN. master slave _mode wu
load balance mode ycranasymBaerca B true. pgpool-II Oymer mocwiaTh
sampocel  INSERT/UPDATE/DELETE na Master DB (1 B cmucke), a
SELECT — ucnonib3oBarh 6aJaHCUPOBKY HAI'PY3KM, €CJIM 9TO BO3MOXKHO.

[Ipu sTom, DDL u DML 111 BpemenHoit TabIUITBI MOXKET OBITH BBITIOJIHEH
tosibko Ha Mactepe. Eciam myxken SELECT tonbko Ha macrepe, TO s
9TOro Hy»KHO ucrosb3oBaTh Kommentapuii /*NO LOAD BALANCE*/ nepen
SELECT.

B Master/Slave pexkume replication mode josken 6bITh yeranossien false,
a master slave mode — true.

Streaming Replication (ITorokosast permkarust)

B master-slave pexxmme ¢ IIOTOKOBOIl peILIMKaIUeil, ecjau MacTep WJIN
cJeiiB  ymaJj, BO3MOXKHO WHCIOJIL30BATh OTKA30YCTOMYMBBIN (DYHKIIMOHAJ
BuyTpu pgpool-II. Apromaruuecku oTkjrouMB yuapmuit Hoj PostgreSQL,
pgpool-11 nepex/rounTes Ha cieayomuil cieiiB Kak Ha HOBBIA Macrep (mpu
HaJIeHuu MacTepa), WM OCTaHeTcss paboTarbh Ha MacTepe (IpU I1aJeHUH
cieiiBa). B TOTOKOBOIl perukanum, KOorja CJeidB CTAHOBUTCS MaCTEPOM,
Tpebyercst co3narh Tpurrep daiia (KOTopelil ykas3aH B recovery.conf, mapamerp
«trigger file»), urobbr PostgreSQL meperries1 u3 pexkuMa BOCCTAHOBJICHUST B
HOPMAaJIbHBIH. 151 9TOro MOKHO €cO3/1aTh HEDOJIBIION CKPUIIT:

Ko 6.41 Ckpurr BeIoHsIETCst Ipu ajieHnn Hoja PostgreSQL

#! /bin/sh
# Failover command for streming replication.
# This script assumes that DB node 0 is primary, and 1 is

standby .

#

# If standby goes down, does nothing. If primary goes down,
create a

# trigger file so that standby take over primary node.
#

# Arguments: $1: failed node id. $2: new master hostname.
$3: path to
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# trigger file.

failed node=$1
new master=$2
trigger file=$3

# Do nothing if standby goes down.

if | $failed node = 1 |; then
exit 0;

fi

# Create trigger file.
/usr /bin/ssh -T $new master /bin/touch S$trigger file

exit 0;

PaboraeT on mpocto: eciu najiaeT cjaeilB — CKPUIT HUYEro He BBIOJIHSIET,
[IpU TIaJIEHNN MacTepa — co3/1aeT Tpurrep daita Ha HoBoM MacTepe. CoxpaHuM
sror dait moj umeneM «failover stream.sh» u B pgpool.conf nobasum:

Koy 6.42 Yo BBIIOTHATD IPU MAJEHITH HOJIA

failover command = ’/path to script/failover stream.sh %d
YH /tmp/trigger file’

rje «/tmp/trigger files — tpurrep daiis, ykasanbiii B Koudure recovery.conf.
Tenepn, ectm mactep CYB/I ynazer, ciieiiB OyeT mepeksIotueH ¢ pexKnMa
BOCCTAHOBJIEHUS B OOBIYHBIN M CMOYKET TPUHUMATD 3aIIPOCHI HA 3aITNChH.

6.6 Omnsalin BOCTAHOBJIEHNE

pgpool-II, B pexume permmKanum, MOXKET CHHXPOHU3UPOBATH Oa3bl
JIAHHBIX # J100aBIATH MX KakK HOIbl K pgpool. HasbiBaercs 310 «oHJIAitH
BOCCTAHOBJICHHE». DTOT METO/I TAKZKE MOYKET OBITh UCIIOJIL30BaH, KOTJIA HYKHO
BEPHYTH B PEILIMKAIUIO YIABIIUI HOJ Oa3bl JIAHHBIX.

Bea nponenypa BoinosHAeTCcd B JBa 3ajlaHus. HeCKOJIbKO CeKYHJ WIu
MUHYT KJIUEHTa MOYKET KJATh IOJK/IIOUYeHNT K Pgpool, B TO BpeMs Kak
BOCCTAHOBJIUBAETCA y3e1 0a3bl JaHubiX. OHIaiffH BOCTAHOBJIEHHE COCTOUT U3
CJIEJTYIOIUX TIIaroB:

CHECKPOINT;

[IepBolii 9Tal BOCCTAHOBJICHUST;

2K em, 1moka Bce KJIMEHTBI HE OTKJIIOYaTCS;
CHECKPOINT;

Bropoii sTan BocCcTaHOB/ICHUST;

Bamyck postmaster (BeimoHUTE pgpool remote start);
Boccranasnusaem nomn CYB/I;
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st paboThl OHJIAIH BOCCTAHOBJIEHHS IOTPEOYeTCd yKa3aTh CJIeIyIOIie
rapaMeTphl:

e backend data_directory

Karastor mammasrx onpeenerroro PostgreSQL kiracrepa.
e recovery user

Nnms monszoBatess PostgreSQL.
e recovery password

[Taposs nosb3oBaTesnsa PostgreSQL.
e recovery 1st stage command

[TapameTp yKasbiBaeT KOMaHJy JiJIsi [E€PBOTO  JTala  OHJIANH
BoccraHoBeHusA.  Qaiil ¢ KOMaHJaM# JIOJZKEH OBITh IOMEINEeH B
katajgor jganabix CYBJl kmacrepa wms-3a mpobiiem  0e3011acHOCTH.
Hanpuwmep, ecyin

recovery 1st stage command = ’some_script’, To pgpool-II BbimonuT
$PGDATA /some _script. Ob6partutre BHuUMaHue, dYTo pgpool-11
MPUHUMAET MOJKIIOYEHNsT U 3alpPOChl B TO BPeMsl KaK BBITOJIHIETCS
recovery 1st stage.

e recovery 2nd_stage command

[Tapamerp yka3biBaeT KOMAaHJy Jjis BTOPOrO  JTalla  OHJANWH
BocctanoBenus.  Daitn ¢ KoMaHgaMU JIO/KEH OBITH ITOMEIIEeH B
karajor jtanabix CYBJl kmacrepa wum3-3a mpobseM 0e30TaCHOCTH.
Hanpumep, ecimm

recovery 2st stage command = ’some script’, To pgpool-1I BermonuT
$PGDATA /some_script.  O6parure BHHManue, qro pgpool-II HE
PUHUMAET MOJIK/IIOUYEeHNsT U 3alPOChl B TO BPEeMs KaK BBITOTHIETCS
recovery 2st stage. Takum obpasom, pgpool-II Oymer Kj1arh, moKa Bce
KJHEHTHI He 3aKPOIOT MOJIKIIOUCHIUS.

Streaming Replication (ITorokosast pernkarust)

B  master-slave pexxume ¢  IIOTOKOBOI  peluIMKalueil,  OHJIANH
BOCCTaHOBJIEHIE OTJIMIHOE CPEJICTBO BEPHYTH Ha3a 1 ynapimii Hox PostgreSQL.
BepHyTh BO3MOXKHO TOJILKO CJIEHB HOJBI, TAKMM METOJOM HE BOCCTAHOBHUTD
yrmasiuii Mmacrep. /[l BoccTaHOBJIEHUsI MacTepa MOTPEOYeTCs OCTAaHOBUTH
Bce PostgreSQL nozpr u pgpool-11 (st BoccraHOBIEHNST M3 pE3epBHOI KON
Macrepa).

Jl1st HacTpORKM OHJIAH BOCCTAHOBJIEHUsT HAM TOTPeOyeTCst:

e YcTaHOBUTH «recovery users. OObIMHO 3TO «postgress.

Ko 6.43 recovery user

Line I recovery user = ’'postgres’
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6.6. OHJTaiiH BOCTAHOBJIEHUE

® YCTaHOBHUTD «recovery_password» JJIA «recovery user» JJIA

Line 1

Line 1

Line 1

nonksouenuss K CYB/I.

Ko 6.44 recovery password

recovery password = ’'some password’

Hactpoutns «recovery 1st stage command». lnsg sToro cosmajimm
ckpunt basebackup.sh m mosiookum ero B mamnky ¢ JaHHBIMU MacTepa
(3PGDATA), ycranoBus emy mupasa Ha Bbinoanenne. Cojeprkanue
CKPUIITA:

Kop 6.45 basebackup.sh
#!" /bin/sh

# Recovery script for streaming replication.

# This script assumes that DB node 0 is primary, and 1
is standby .

#

datadir=$1

desthost=%$2

destdir=$3

psql -c¢ "SELECT pg start backup (’Streaming

Replication ', true)" postgres

rsync -C -a --delete -e ssh --exclude postgresql.conf
--exclude postmaster.pid \

--exclude postmaster.opts --exclude pg log --exclude
pg_xlog \

--exclude recovery.conf $datadir/ $desthost:$destdir/

ssh -T localhost mv $destdir/recovery.done
$destdir /recovery . conf

psql -c¢ "SELECT pg stop backup()" postgres

[Ipu BoccTaHOBIIEHUS CJleiiBa, CKPUIIT 3aIlyCKaeT O9KaIl MacTepa U depes
ISync mepejaeT JIaHHbIE ¢ MacTepa Ha cieiiB. /[lisg sroro meobxoamMo
nacrpouth SSH Tak, 4Tobbl «recovery user» MOr JIOTUHUTCS C MacTepa
Ha cjieiiB 6e3 mapois.

Jajee mobaBUM CKPHUIIT Ha BBINOJHEHHWE JIJIS IIEPBOTO 3Talla OHJIAH
BOCTaHOBJIEHUSI:

Koy 6.46 recovery 1st stage command
recovery 1st stage command = ’basebackup.sh’

OcraBiasem  «recovery 2nd stage command»  IyCTBIM. [Toce
YCIIEIITHOTO ~ BBITIOJTHEHUsI TIEPBOrO  STAalla OHJIAWH BOCCTAHOBJICHUS,
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6.7. 3akJro4yeHUe

Pa3HUILY B JAHHBIX, 9TO YCIIEJN 3aIlUCaTcs BO BpeMs PabOThl CKPHUIITA
basebackup.sh, cieiiB 3abeper uepes WAL daiiinl ¢ macrepa.

e YcranasimBaeM C u SQL dyukimn jiyist paboThl OHJIANH BOCTAHOBJIEHUS

Line 1

&ShH H LH H

Ha Kaxkapiit Hom CYB/I.

Ko 6.47 Ycranapmusaem C u SQL dpyHKIMM

cd pgpool-II-x.x.x/sql/pgpool-recovery
make

make install

psql -f pgpool-recovery.sql templatel

Bot u Bce. Ternepb BO3MOXKHO HCIHOJIB30BATDL «pCp recovery node» s
OHJIAH BOCCTAHOBJICHUS YIIAPIIUX CJICHBOB.

0.7 3Sak/rodyeHue

PgPool-I — mpekpacHoe cpeJicTBO, KOTOpOE HYXKHO IPUMEHATH IIPU
macmrabupoBannu PostgreSQL.
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MynbTuiiekcops! coeJlnHeHNi

Ecnu cpa3y ycnexa ne
JIOOMJIACD, TIBITAfITECh CHOBA 1
CHOBa. 3aTeM OCTaBbTE ITU
mobITKU. KaKoi CMBIC/T TUIYIIO
YIOPCTBOBATH !

Yunsam Kion @uiinc

7.1 DBseuenue

MyJIbTUILIEKCOPBI  COEJIMHEHuii(pOrpaMMbl  JIJIsi  CO3J[aHUsl  IIyJia
KOHHEKTOB) TO3BOJISIOT YMEHBIINTh HAKJIAJHbIE DAcXojbl Ha 0a3y JTaHHbBIX,
B CJIydae, KOTJa OIPOMHOE KOJUIECTBO (PU3NIECKUX COeTUHEHHU BeJIeT
K majeHuio mnpousBojuresbuoctn PostgreSQL. DTo ocobenHo BaxkKHO Ha
Windows, korja cucrema OrpaHUYIHBAET OOJIBIIOE KOJUIECTBO COEIUHEHUIA.
DT0 TaKxKe BarKHO /I BeO-TIPUJIOXKEHMIA, T/1e KOJUIECTBO COEINHEHMI MOYKET
OBLITH OYEHL OOJIBIIIIIM.

Bor crimcok mporpamm, KOTOpBIE CO3/IAIOT IIYJIbI COETMHEHNI:

e PgBouncer
e Pgpool

7.2 PgBouncer

D10 MyJbTHUILIEKCOP coequnenuit myst PostgreSQL or kommanuu Skype.
CymiecTByIOT TPU peKUMa, YIIPAB/ICHUS.

e Session Pooling. HawmbGosee «BexkimBbliiy pexkum. [lpm Haudase ceccun
KJINEHTY BBIJE/ISIE€TCS COEINHEHHEe C CEePBEPOM; OHO IIPHUINCAHO €My B
TeYeHUe BCeil CECCUU U BO3BPAIIAETCA B ITYJI TOJIBKO ITOC/IE€ OTCOEIMHEHUS
KJINEHTA.

e Transaction Pooling. Kiment Biajeer coejiunenneM ¢ OAKEHIOM TOJIHKO
B TeueHue Tpanzakmuu. Korga PgBouncer zameuaer, urto TpaH3aKIus
3aBepInIach, OH BO3BpAIaeT COeIUHEHUE HA3a/l B IIYJI.
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Line 1

Line 1

Line 1

7.3. PgPool-1I vs PgBouncer

e Statement Pooling. HamubGosee arpeccusubiii pexkum. Coeunenue c
OGakeHI0M BO3BpAIACTCs HA3a/l B IIyJI CPa3y IOCJIe 3aBEPIICHUS 3aIIPOCa.
Tpan3zaknuu ¢ HECKOJTbKIMU 3alIPOCAMH B 9TOM PEXKUMe He pa3peleHbl,
TaK KaK OHM TapaHTHUPOBAHO OyIyT OTMeHeHBI. Takyke He paboTaroT
HOJI'OTOBJIEHHBIE BbIpazkeHust (prepared statements) B 9TOM pexkume.

K nocrouncrsam PgBouncer ornocurcs:

e wmastoe norpebienue namatu (menee 2 KB wa coeqmnenme);
® OTCYTCTBUE NPUBA3KHU K OJHOMY CcepBepy 0a3 JIaHHBIX;
e pekoHdUrypanus HacTpoek 6e3 pecrapra.

Bazosag YTHInTa 3allyCKaeTCd TaK:

Kox 7.1 PgBouncer
pgbouncer [-d|[-R|[-v]|[-u user| <pgbouncer.ini>

[Ipocroit mpumep a1d KoHwUTa:

Kon 7.2 PgBouncer

[databases |

templatel = host=127.0.0.1 port=>5432 dbname=templatel
[ pgbouncer |

listen port = 6543

listen addr = 127.0.0.1

auth type = mdb

auth file = userlist.txt

logfile = pgbouncer.log

pidfile = pgbouncer. pid

admin users = someuser

Hyxmno co3mars  daitn  mosb3oBaTeseit  userlist.txt  mpumepnoro
cojiepxkaHus: 'someuser” “same password as_in_server”
AIMUHCKHI JOCTYT U3 KOHCOJIN K 6a3e JaHHBIX pgbouncer:

Kox 7.3 PgBouncer
psql -h 127.0.0.1 -p 6543 pgbouncer

3/7ech MOXKHO IIOJIYIUTH PA3JIHIHYI0 CTaTHCTUYECKYI0 HHQMOPMAIUO C
roMoIbio komanasl SHOW.

7.3 PgPool-II vs PgBouncer

Bce odennp mpocro. PgBouncer nammuoro Jsydiie paboraer ¢ IryamMu
coequuenuii, yem PgPool-11. Eciin Bam He HyKHBI OcTa/IbHBIE PUYTH, KOTOPBIMU
Brajeer PgPool-11 (Bespb 1mysibl KOHHEKTOB 9TO MEJOYH K €ro (PyHKIHOHAIY ),
TO KOHEYHO JIydIlle UCIo/ib3oBarh PgBouncer.
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7.3. PgPool-1I vs PgBouncer

e PgBouncer norpebiisier Menbine namatu, deM PgPool-11

e y PgBouncer Bo3M0OXKHO HACTPOUTH OY€PE/Ib COCTUHEHUI

e B PgBouncer MoxHO HacTpamBaTh 1ceB0 6a3bl JaHHBIX (Ha cepBepe OHU
MOTYT Ha3bIBATCS 10 JIPYTOMY )

Xotg nekoropbie uctosib3yior PgBouncer u PgPool-11 coBmecTho.
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Kemmposanne B PostgreSQL

Y1006BI YTO-TO y3HATH, HY?KHO
VK€ 4TO-TO 3HATh.

Cranucias Jlem

8.1 DBsenenne

Kem wmm kem — mnpomexyTodnblit Oydep ¢ OBICTPBIM JOCTYIIOM,
cosiepxKainii mHOPMaIInio, KOTOpas MOXKeT ObITh 3allpollleHa ¢ HanbOJIbIIeH
BeposiTHOCTBIO.  Ksmmposanne SELECT 3ampocoB 1mo3BoJisieT MOBBICUTH
IIPOU3BOIUTE/ILHOCTD IPUJIOKEHN U CHU3UTHh Harpys3ky Ha PostgreSQL.
[IpenmyirecTBa KIMUPOBAHUS OCOOEHHO 3aMETHBI B CJIydae C OTHOCUTEIHLHO
MaJIeHBKUMU TaOJINIIAMHU, WMEMOIUMEI CTATHIEeCKUe JIaHHbIe, HAIPUMEp,
CIIPABOYHBIMU TAOTUIAMU.

Mmuorune CYB/I moryT kammupoBarh SQL 3ampocsl, n jagHast BO3SMOKHOCTD
uJeT y HAX, B OCHOBHOM, «u3 KOpoOKm». PostgreSQL me obamaer 1mogo0HbIM
dyukimonasom. [louemy? Bo-1epBbIX, MbI T€psieM TPAH3aKIIMOHHYIO YUCTOTY
npoucxofdmero B 6asze.  Yto 310 3HAaUNT?  YipaBjeHHe KOHKYPEHTHBIM
JIOCTYyTIIOM ¢ moMorbio  MHOroBepcronHoctn  (MVCC  —  MultiVersion
Concurrency Control) — ofuH u3 MexaHU3MOB 0GeCIeYeH s OTHOBPEMEHHOIO
KOHKYPEHTHOTO JjiocTyiia K B/, 3ak/mouaroniuiicss B mpeocTaBJIeHIN KazK I0MY
[I0JIb30BaTeNi0 «cHUMKay B/, obsraaromnero TeM CBOMCTBOM, 9TO BHOCHMBIE
JIAHHBIM TI0JIb30BaTeeM n3Menenus: B B/l HeBUIMMBI IpYTUM TI0JIb30BATEISIM
JI0 MOMeHTa (DUKCAIMM TPAH3AKIINNA. DTOT CIIOCOD YIIPABJIEHUsT TTO3BOJISIET
JIOOUTHCA TOrO, YTO MHUIIYIUE TPAH3AKIMU HEe OJOKUPYIOT YUTAIONINX, U
YUTAlONe TPaH3aKIMU He OJIOKUPYIOT numyimx. [Ipu wmcrnosgb3oBaHun
KSIIMPOBaHus, KoTopomy HeT jesia K Tpamsakiuam CYB/I, «caumkn» BJI
MOTYT ObITh C HEBEPHUMU JAHHUMHU. BO-BTOPBIX, KENIUPOBAHUE PE3YJILTATOB
3AIPOCOB, B OCHOBHOM, JIOJIKHO IIPOUCXOJINTH HA CTOPOHE MPUJIOXKEHUS, a
me CYBJI. B takom ciydae ympaBjeHme K3MIMPOBAHUEM MOXKET padoTaThb
6os1ee rUOKO (BKJIFOUATH M OTKJIIOYATE €r0 IJIe MOTPeOyeTCsl /I TIPUJIOKEHNU ),
a CYB/Il 6yner 3aHnuMmarcsa cBoOeil HEIOCPEJICTBEHHON IeJIbI0 — XpaHeHHe u
[IPEJIOCTaBJIEHUE TIEJIOCHOCTU JIAHHBIX.
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8.2. Pgmemcache

Ho, mecmoTpst Ha Bce 9TM MHHYCH, MHOIUM pa3paboTdmkam Tpebyercs
K3IIMpOBaHue Ha YpoBHE 0a3bl HaHHBIX. JIjIs opraHm3anuym KIIIHPOBAHMS
CyIIEeCTBYET JBa mHCTpyMeHTa 1t PostgreSQL:

e Pgmemcache (¢ memcached)
e Pgpool-1T (query cache)

8.2 Pgmemcache

Memcached! — xommbloTepHasg IIporpaMMa, PeaH3yIomas CEepBHIC
KSITUPOBAHUS JIAHHBIX B OIEPATHBHONW I[MaMsTH Ha OCHOBE Tapa UMbl
pacupeie/IeHHON  XeI-TaOJIUIIb. C moMmompio KJIMEHTCKOH Oubmorekn
[IO3BOJIIET KJIIUPOBaTh JIAHHbIE B OINEPATUBHON TAMSATH OJHOTO WJIN
HECKOJIbKIX U3 MHOXKECTBA JIOCTYITHBIX CePBEPOB. Pacipeieienne peaansyercs
IIyTeM CerMEHTUPOBAHUsS JAHHBIX 10 3HAUEHUIO X3Ia KJI0Ya [0 AHAJOTUU C
cokeTaMu X3MI-Tabyminl. KinenTckas OMOJIMOTEKa MCIOIB3YA KJII0Y JTAHHBIX
BBIYHC/ISAET X3 U UCIOJb3YET €ro Jijisi BHIOOpA COOTBETCTBYIOIIErO CEPBEPA.
Curyanust cbost cepBepa TpaKTyeTCss KakK IPOMax KdIa, 9TO I03BOJISET
[TOBBINIATH OTKA30YCTONINBOCTH KOMILIEKCA 38 CUET HapallluBaHUs KOJINIEeCTBA
memcached cepBepoB 1 BO3MOXKHOCTU TTPOU3BOJIUTH UX TOPSAUIYIO 3aMEHY.

Pgmemcache” — 3710 PostgreSQL API 6ubsimnorexa na ocnose libmemcached
g B3anmogieiicreug ¢ memcached. C momompio JaHHoil OUOIMOTEKHN
PostgreSQL MoxkeT 3alMchiBaTh, CYUTHIBATb, HMCKATh U Y/AAJATH JIAHHBIE
n3 memcached.  Ilompobyem, dYro u3 cebs MpejcTaBisieT JAHHBIA THII
KSITUPOBAHUSI.

YceranoBka

Bo Bpems wmammcanms 91o#t riaBbl ObLia  goctynHa  2.0.4  Bepcus
pgmemcache®.  Pgmemcache Gymer ycramapimpaTcs W HacTpauBaTcs Ha
PostgreSQL Bepcun 8.4 (st Bepcum 9.0 Bce aHAJOIHYHO), OlEpAIMOHHA
cucrema — Ubuntu Server 10.10. Iockonbky Pgmemcache nger kak mMomyib,
To norpebyercst PostgreSQL ¢ PGXS (eciin yke He yCcTaHOBJIEH, TIOCKOJIBKY B
coopkax jyrst Linux npucyrcreyer PGXS). Takzke morpebyercss memcached n
libmemcached 6ubmoreka Bepcun ne Huzke 0.38.

[Tocste ckauMBaHWs U PaACIIAKOBKU MCXOJIHUKOB, CYIECTBYET JIBa BapuaHTa
ycraHoBku Pgmemcache:

e YCTaHOBKa 13 NCXOIHMNKOB

,HJIH 9TOI'0 JOCTATOYHO BBLIIIOJIHUTL B KOHCOJIN:

Thttp: //memcached.org/
http:/ /pgfoundry.org/projects/pgmemcache/
3http:/ /pgfoundry.org/frs /download.php /2672 /pgmemcache 2.0.4.tar.bz2
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8.2.

Pgmemcache

Line 1

Line 1

Line 1

Line 1

Ko 8.1 YcranoBka 13 MCXOIHUKOB

$ make
$ sudo make install

Coznanme n ycranoska deb makera (mst Debian, Ubuntu)

Nuorna, ecnn y Bac na cepsepax Debian nnmn Ubuntu, ynobnee co3mathb
deb maker Hy>KHOI IpOrpaMMBbI ¥ PACIIOCTPAHATH €ro Yepe3 COOCTBEHHbI
periosuTopuii Ha Bce cepsepa ¢ PostgreSQL:

Kox 8.2 Cozpmanne u ycranoska deb maxera

$ sudo apt-get install libmemcached-dev
postgresql -server -dev-8.4 libpq-dev devscripts yada
flex bison

$ make deb84

# ycranaBauBaeM deb maker

$ sudo dpkg -i ../ postgresql -pgmemcache-8.4%*.deb

Jnsg Bepcun 2.0.4 yruiura yada BblJaBaJia ommbOKy npu co3januu deb
[aKeTa CO CJIEYIONNM TEeKCTOM:
Kon 8.3 Coznanne u ycranoska deb maxera

Cannot recognize source name in ’'debian/changelog’ at
/usr/bin/yada line 145, <CHANGELOG> line 1.
make: *** [deb84| Omubka 9

Jns yerpaneHus 9Toi OMMOKU MOTPeOyeTCs YAAJIUTh TEPBYIO CTPOUKY
tekcra B «debian/changelog» B Karajgore, KOTOpoM MPOUCXOAUT COOPKA:
Kon 8.4 Coznmanune n ycranoska deb makera

$PostgreSQL: pgmemcache/debian/changelog ,v 1.2
2010/05/05 19:56:50 ormod Exp $ <---- ynamurs
pgmemcache (2.0.4) unstable; urgency=low

* v2.0.4

Yerpanus 3Ty 1mpobsemy, coopka deb makera He JIOJIKHA COCTABUTD
HUKaKHUX TPobJIeM.

Hactpoiika

[Tocne ycmemmnoit ycranoBku Pgmemcache morpebyerca j1o6aBuUT BO Bce
6a3bl JJAHHBIX (Ha KOTOPBIX BbI XOTHTE UCIOJIH30BaTh Pgmemcache) dyHknm
JIIt paboOThI ¢ TOH OMOJIMOTEKOI:

Kon 8.5 Hactpoiika

Line I % psql [mydbname| [pguser |
[ mydbname|=# BEGIN;
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ot

8.2. Pgmemcache

[ mydbname|=# \ i

/usr/local /postgresql /share/contrib /pgmemcache. sql
# st Debian: \i

/usr /share/postgresql /8.4/contrib /pgmemcache. sql
[ mydbname|=# COMMIT;

Temepn MOZKHO 100aBJIATD cepeepa memcached Jepes
memcache server add u paborars ¢ ksmem. Ho ecrb omno wo. Bcee
cepBepa memcached npugercs 3agaBaTh IpHU KaxKI0M HOBOM IOJKIOUEHUN K
PostgreSQL. 910 orpanutenne MOKHO OOOHTH, €CJIM HACTPOUTDH MapaMeTpPh
B postgresql.conf daiie:

e Jlobasurh «pgmemcache» B shared preload libraries (aBrosarpyska
6ubmorekn pgmemcache Bo Bpemsi crapra PostgreSQL)

e JlobaBurh «pgmemcache» B custom variable classes (ycranaBiuBaem
HepeMeHHyTo Jijisi pgmemcache)

o CoznaeMm «pgmemcache.default serverss, ykazas B ¢popmare «host:port»
(port - onmuoHasBHO) Yepe3 3anaryio. Hampumep:

Koz 8.6 Hacrpoiika default servers

Line 1 pgmemcache. default servers = 7127.0.0.1,
192.168.0.20:11211° # noxaxkiroumyin JiBa cepBepa memcached

e Takke MoxkeM HacTpouTh paboTy camoii Oubjmoreku pgmemcache
qepe3 «pgmemcache.default behavior».  Hactpoiiku coorBeTcTBYyIOT
nacrpokam libmemcached. Hampumep:

Kon 8.7 Hacrpoiika pgmemcache

Line 1 pgmemcache. default behavior="BINARY PROTOCOL:1 "’

Tenepn He Tpebyercs npu noakaodernn K PostgreSQL ykaseBaTh cepBepa
memcached.

[Iposepka

[Tocme ycmermHO# ycTaHOBKM U HACTPOWKH pgmemcache, CcTaHOBUTCS
JIOCTYIIEH CIIMCOK KOMaH,I JijIsi paboThl ¢ memcached cepsepamu:

[Tocmorpum padory B CYB/I namabix dyukmuit. Jaa #agana y3Haem
nadopmalmio mo memcached ceppepax:

Ko 8.8 ITposepka memcache stats

pgmemcache—=# SELECT memcache stats() ;
memcache stats

Server: 127.0.0.1 (11211)
pid: 1116
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8.2. Pgmemcache

Table 8.1: Crnucok komamn pgmemcache

Komanma

Onucanne

memcache _server _add(’hostname:port’:: TEXT)
memcache server add(’hostname’::TEXT)

Hobasmster memcached cepBep B CIHCOK
JIOCTYTIHBIX CepBEPOB. Kcjm mopr He ykasaH, IO
YMOJTYAQHHIO HCIOJIb3yeTcst 11211,

memcache _add(key:: TEXT, value:: TEXT,
expire:: TIMESTAMPTZ)

memcache add(key:: TEXT, value::TEXT,
expire::INTERVAL)

memcache _add(key: TEXT, value: TEXT)

Hobapster KJIOY B
CYIIECTBYeT.

KO3III, eCc/ii  KJII09 He

newval = memcache decr(key::TEXT,
decrement::INT4)
newval = memcache decr(key::TEXT)

Ecmm kimrow cymecTtByeT u ABIfeTCS LEJIBIM
YHCJIOM, IIPOMCXOJUT YMEHBIIIEHUE ero 3HaYeHUsd
HA yKa3aHOE IUCI0 (TI0 YMOJTIAHUIO HA €JIAHUILY ).
Bosspamaer 1ies10e uncso mocjie yMeHbIIIEHUS.

memcache delete(key:: TEXT,
hold _timer:INTERVAL)
memcache _delete(key:: TEXT)

Viajsger yKa3aHHBIA KJIIOY. Ecmm  ykazars
TaliMep, TO KJIIOY C TaKUM K€ Ha3BaHHUEM
MOXKeT OBITH JO0AaBJIEH TOJBKO IIOCJIE OKOHYAHUS
TaiiMmepa.

memcache flush all()

Oummaer Bce gaHHbIe Ha Bcex memcached
cepBepax.

value = memcache get(key:: TEXT)

Bribupaer kiou u3 kama. Bosspamaer NULL,
€C/IM KJII0Y He CYIIECTBYeT, MHAad9€e — TEKCTOBYIO
CTPOKY.

memcache get multi(keys:: TEXT(])
memcache get multi(keys:BYTEA[])

Ilonyuaer MaCCHUB KJII049eit u3
Bosspamaer crnmcok HailJleHHBIX
BHJE «KJ/IIOY—3HAYCHHE».

KIIIIa.
3amnuceit B

newval = memcache incr(key: TEXT,
increment::INT4)
newval = memcache _incr(key:: TEXT)

Ecnm xmiod  CymecTByeT u  SABJSETCA  IIEIBIM
YHCJIOM, IIPOMCXOJUT YBEJIMYEHUE €ro 3HAYeHUs!
HA yKa3aHOE IUCI0 (TI0 YMOJIAHUIO HA €JAHUILY ).
Bosspamaer 1esoe 9ucio nocjie yBeJudeHusl.

memcache replace(key:: TEXT, value::TEXT,
expire:: TIMESTAMPTZ)

memcache replace(key:: TEXT, value::TEXT,
expire::INTERVAL)

memcache replace(key: TEXT, value:: TEXT)

3ameHsieT 3HAYECHUE JJId CYIIECTBYIOIIETro KJIrova.

memcache _set(key:: TEXT, value:: TEXT,
expire:: TIMESTAMPTZ)

memcache _set(key::TEXT, value:: TEXT,
expire:INTERVAL)

memcache set(key::TEXT, value:: TEXT)

Coszmaem K04 co 3HadeHne. Ecim Takoi Kiod
CyIIeCTBYyeT — 3aMeHseM B HeM 3HadeHUe Ha
yKa3aHoe.

stats = memcache _stats()

Boseparmaer craTucTuky mo BceMm cepBepaM mem-
cached.

uptime: 70
time: 1289598098
version: 1.4.5

pointer size: 32
rusage user: 0.0
rusage system: 0.24001
curr items: 0

total items: 0
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bytes: 0

curr _connections: 5
total connections: 7
connection structures: 6

cmd _get: 0O
cmd set: 0
get hits: 0

get misses: 0

evictions: 0

bytes read: 20

bytes written: 782

limit maxbytes: 67108864
threads: 4

(1 row)

Tenepnb coxpanum jrannble B memcached n monpodyem nx 3a0paTh:

Kon 8.9 ITposepka

pgmemcache=# SELECT memcache add(’some key’, ’test value’);
memcache add

pgmemcache=# SELECT memcache get( 'some key’);
memcache get

test value
(1 row)

MoxHo TakKe HpoBepuTh pabory cueTdnkoB B memcached (naHHbI
(byHKIMOHA MOYKET MIPUTOUTCS JIJIsl CO3/IAHUS TTOCTIEI0BATETLHOCTEN ):

Ko 8.10 IIposepka

pgmemcache—# SELECT memcache add(’some seq’, ’107);
memcache add

pgmemcache—# SELECT memcache incr(’some seq’);
memcache incr

(1 row)

pgmemcache=# SELECT memcache incr(’some seq’);
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memcache incr

(1 row)

pgmemcache—# SELECT memcache incr(’some seq’, 10);
memcache incr

(1 row)

pgmemcache—# SELECT memcache decr(’some seq’);
memcache decr

(1 row)

pgmemcache=# SELECT memcache decr(’some seq’);
memcache decr

(1 row)

pgmemcache—4# SELECT memcache decr(’some seq’, 6);
memcache decr

(1 row)

na paborsl ¢ pgmemcache jrydrire co3nath pyHKIUM U, eciu TpedyeTcs,
AKTUBUPOBATDH 3TN (PYHKIUN YePe3 TPUTTEPHI.

Hampumep, w©amre wupuioXKeHue KdIMpPyeT 3amudpOoOBaHble MapOJIH
noJsib3oBaTesieil B memcached (st 6oJiee GpICTPOro JOCTYIA), U HAM Tpebyercs
00HOBJIATH nHMpOpPMAIMIO B Ka31re, ecian ona mamensiercas B CYBJI. Coznaem

dyHKIHIO!

Kon 8.11 ®yuknus /i OOHOBICHUS JAHHBIX B KdIITE

CREATE OR REPLACE FUNCTION auth passwd upd() RETURNS
TRIGGER AS $$
BEGIN
IF OLD.passwd != NEW.passwd THEN
PERFORM memcache set(’user _id_’ ||

NEW. user id || ’ password’, NEW. passwd);
END IF :
RETURN NEW:
END;

$$ LANGUAGE ’'plpgsql ’;
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AxkTuBHUpYyeM TpUTTEp /I OOHOBJICHHUS TAOJIMIBI TOJTH30BATEICIH:

Koz 8.12 Tpurrep

CREATE TRIGGER auth passwd upd trg AFTER UPDATE ON passwd
FOR EACH ROW EXECUTE PROCEDURE auth passwd upd() ;

Ho(!!!) nmamHBIi mpuMep TpaH3aKIMOHHO He 0e30mMaceH — HpU OTMEHe
TpaH3aluu K311 He BEpHETCs Ha crapoe 3HadeHue. [losTomy Jrydiie odumarh
cTapble JIAHHbBIE:

Kox 8.13 Ouncrka Kiao4da B KIIIIe

CREATE OR REPLACE FUNCTION auth passwd upd() RETURNS
TRIGGER AS $$

BEGIN
IF OLD. passwd != NEW.passwd THEN
PERFORM memcache delete(’user _id ’ ||
NEW. user id || ’ password’);
END IF
RETURN NEW;

END; $$ LANGUAGE ’plpgsql ’;
Taxzke HyKeH TPUITep HA YUCTKY Kd3Ma npu yiaajtenun 3anucu u3 CYB/I:

Koz 8.14 Tpurrep

CREATE TRIGGER auth passwd del trg AFTER DELETE ON passwd
FOR EACH ROW EXECUTE PROCEDURE auth passwd upd() ;

Bameay ot cebs, 9T0 co3jaBarTh KM B memcached Ha kermupoBaHbIit
apoJib HOBOTO T10JIb30BaTe s (Ui OOHOBJIEHHOIO) JIydllle Yepe3 IPHIJIOXKEHNe.

SakJoueHue

PostgreSQL ¢ momompbio Pgmemcache 6ubimorekn mosBosisier padboTaTsb
¢ memcached cepBepamu, dYTo0 MOXKeT IOTPeOOBATCA B OIPedeTeHHBIX
caydagx JiUisl KIMupoBaHus JaHubX Hanpamyio ¢ CYBJI. YaobcTso manHoOi
OMOJIMOTEKH 3aKJ/II0YAeTCs B IIOJHOM JOCTyle K (yHKmusM memcached, #HO
BOT TOTOBO# peasn3anuu KammpoBanne SQL 3ampocos TyT HeT, u € mpuaeTcs
JlopabaTseiBaTh BPYyUIHYIO depe3 pyHKmun u Tpurrepbl PostgreSQL.
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Pacmunpenns

I'mbkocTh yMa MOXKET 3aMEHUTh
Kpacory.

Crenaiib

9.1 Bseuenue

O inH n3 raBHBIX TI0COB PostgreSQL 3T0 BO3MOXKHOCTD PACITUPEHUST €70
dyHKIIMOHAIA C TOMOIIBIO paciiuperuii. B maHHON cTaThbe s 3aTPOHY TOJIBKO
caMble MHTEPECHbBIE U IIOIYJ/ISIPHbIE U3 CYIIECTBYIONUX PACIIAPEHUI.

9.2 PostGIS

JIunenzus: Open Source

Cepuika: www.postgis.org

PostGIS nmobapisier mommepkkKy i TeorpadudecKux OObEKTOB B
PostgreSQL. Tlo cytn PostGIS mossonsier ucmonb3oBath PostgreSQL B
KavecTBe 6IKIH A IMPOCTPAHCTBEHHON OA3bI JIAHHBIX JIJIsA T€OMHMOPMAIIMOHHBIX
cucrem (I'MC), rak xe, kak ESRI SDE njmm npocTpanCTBEHHOTO pACITHPEHUs
Oracle. PostGIS ciemxyer OpenGIS «IIpocreie ocobernocTun Crerudukaiims
st SQL» u 611 cepTuduImpoBaH.

9.3 pgSphere

Jlunensusi: Open Source

Cceputka: pgsphere.projects.postgresql.org

pgSphere obecrieunBaer PostgreSQL cdeprdeckumu Tumamu JJaHHBIX, a
TakKe (QYHKIUIAMEI U ollepaTopaMu i paboThl ¢ HuUMHU. Vcnosb3yercs s
paborbl ¢ reorpaduueckuMu (MOXKeT HCHojib3oBarcs Bmecto PostGIS) wim
ACTPOHAMUYECKUMU TUIIAMU JIAHHBIX.
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9.4 HStore

Jlunensusi: Open Source

HStore — pacmmpenne, KoTopoe peaju3yeT THIT JAHHBIX JJIs XPAHEHUs
KJIIOU/3HavYeHre B mpejejiax OJHOro 3Hadenusi B PostgreSQL (nanpumep B
OJIHOM TEKCTOBOM TI0JI€). DTO MOYKET OBITh MOJIE3HO B PA3JIUYHBIX CHUTYAIUsIX,
TaKNX KaK CTPOKU C MHOTMMH aTpuOyTaMU, KOTOPbIE PEJIKO BUOUPAIOTCS, WJIH
MOJTY-CTPYKTYPUPOBaHHbIE JaHHbIe. K/Toun u 3Ha4YeHUd SIBJISAIOTCS ITPOCTHIMU

TEKCTOBBIMU CTPOKaMM.

[Ipumep ncnosib3oBanms
g Havaia aKTUBUPYEM pacIiupeHue:

Kox 9.1 AxkrusBamnust hstore
# CREATE EXTENSION hstore;

[Ipoepum paboTy pacuiupeHus:

Koz 9.2 TIposepka hstore

# SELECT ’a=>1,a=>2":: hstore;
hstore

gty
(1 row)

Kak Bupno wa Jsmcrunare 9.2 ximounm B hstore yHUKaJIbHBL

TOOJIUILY ¥ 3aII0JTHUM €€ JTaHHBIMU:

Ko 9.3 TIposepka hstore

CREATE TABLE products (
id serial PRIMARY KEY,
name varchar ,
attributes hstore
)
INSERT INTO products (name, attributes)

VALUES (
"Geek Love: A Novel’,
“author —> "Katherine Dunn",
pages => 368,
category => fiction’
)
(
"Leica M9’ ,
"manufacturer => Leica,
type —> camera,
megapixels = 18,
sensor => "full -frame 35mm"’
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)
( ’MacBook Air 117,

"manufacturer => Apple,

type => computer,

ram => 4GB,

storage => 256GB,

processor => "1.8 ghz Intel i7 duel core",
weight => 2.381bs”’

)
TeHepb MO2KHO HpOI/I3BO,HI/ITb IIOUCK IIO KﬂquyZ

Kom 9.4 Tlouck mo Koy

# SELECT name, attributes->’pages’ as page FROM products
WHERE attributes 7 ’pages’;
name | page

Geek Love: A Novel | 368
(1 row)

Wi o 3HaveHnio Kiaova:

Ko 9.5 TTonck 1o 3HaYEHUIO KJIIOYa,

# SELECT name, attributes->’manufacturer’ as manufacturer
FROM products WHERE attributes->’type’ = ’computer’;
name | manufacturer

MacBook Air 11 | Apple
(1 row)
Cosmanmne UHIEKCOB:

Ko 9.6 Uamekcor

CREATE INDEX products hstore index ON products USING GIST
(attributes);

CREATE INDEX products hstore index ON products USING GIN
(attributes);

MozkHO Tak:Ke CcO3/1aBaTh MHIEKC Ha KJIIOY:

Ko 9.7 Unnekc Ha K104

CREATE INDEX product manufacturer
ON products ((products.attributes->"manufacturer’));

3akJjirouenue

HStore — pacmupenne st yJI00HOTO W HHJIEKCHPYEMOI'O XPAHEHUSI
c1ab0CTPYKTYPUPOBAHBIX JaHHBIX B PostgreSQL.
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9.5 PLV8

Jlunensusi: Open Source

Cepuika: code.google.com/p/plv8is

PLV8 sgaBnsgerca pacmmpenueMm, KoTopoe mpegaocTtapiasger PostgreSQL
LPOIEAYPHBIA sI3bIK ¢ JBHXKKOM V8 JavaScript. C moMompo  3TOro
pacmupennst MoxkHO Tcath B PostgreSQL JavaScript dbyuknum, koropbie
MOKHO BBI3BIBaTH 13 SQL.

CxopocTb paboThbl

V8! kommmmmpyer JavaScript Ko HENOCPEJICTBEHHO B COOCTBEHHBIMH
MaIlIMHHBINA KO/ U C IOMOIIBIO 9TOr0 JOCTUTAETCsT BBICOKasi CKOPOCTh PAOOTHI.
st mpumepa pacmoTpum pacder dncia Pudbonadyu. Bor dyHKIMa Hammcana

Ha plpgsql:
Kom 9.8 ®ubonayun na plpgsql

CREATE OR REPLACE FUNCTION
psqlfib(n int) RETURNS int AS $$
BEGIN

IF n < 2 THEN

RETURN n;

END IF :

RETURN psqlfib(n-1) + psqlfib(n-2);
END;
$$ LANGUAGE plpgsql IMMUTABLE STRICT;

BaMeprM CKOPOCTDb €€ PabOTHI:

Ko 9.9 Cropocts pacuera uunciia, @ubonaun Ha plpgsql

SELECT n, psqlfib(n) FROM generate series(0,30,5) as n;
n | psqlfib

B T A
0| 0
5 | 5
10 | 55
15 | 610
20 | 6765
25 | 75025
30 | 832040

(7 rows)

Time: 16003,257 ms

Tertepn ciemaeM ToxKe camoe, HO ¢ UCIoOb30BaHneM PLVSE:

Thttp://en.wikipedia.org/wiki/V8 (JavaScript_engine)
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Ko 9.10 ®ubonaun ua plv8

Line 1 CREATE OR REPLACE FUNCTION
fib(n int) RETURNS int as $$

function fib(n) {
return n<2 7 n : fib(n-1) + fib(n-2)

}

return fib (n)

$$ LANGUAGE plv8 IMMUTABLE STRICT;

3amMepuM CKOPOCTH pabOTHhI:

Ko 9.11 Ckopocrb pacuera uncia PudboHaqn Ha plv8

Line 1 SELECT n, fib(n) FROM generate series(0,30,5) as n;

n | fib
____+ ________
0 | 0
5 5 | 5
10 | 55
15 | 610
20 | 6765
- 25 | 75025
10 30 | 832040
(7 rows)

Time: 59,254 ms

Kax sunnm PLV8 npubiusurensio B 270 (16003.257/59.254) pas 6bicTpee
plpgsql. Moxkuo yckoputh paboty pacuera uncia Pudonaun na PLVE 3a cuer
KeIMPOBAHMS:

Ko 9.12 ®ubonaun ua plvs

Line 1 CREATE OR REPLACE FUNCTION
fib1 (n int) RETURNS int as $$
var memo = {0: 0, 1: 1};
function fib(n) {
5 if (!(n in memo))
memo|n| = fib(n-1) + fib(n-2)
return memo|n |

}

return fib(n);
10 $$ LANGUAGE plvs IMMUTABLE STRICT:

BaMeprM CKOpPOCTb pabOThI:

Koz 9.13 Ckopoctsb pactera anciaa Pudbonatn na plv8

Line 1 SELECT n, fibl(n) FROM generate series(0,30,5) as n;
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n | fibl
____+ ________

0| 0

5 | 5
10 | 55
15 | 610
20 | 6765
25 | 75025
30 | 832040
(7 rows)

Time: 0,766 ms

Teneps pacuer va PLV8 npubsiusurensao B 20892 (16003.257/0.766) pasa
obicTpee, dem Ha plpgsql.

Hcnonb3oBanne

Oxno wu3  mosiesnbix  upuMmenHenne PLVS  gpiasgerca cosmanme  u3
PostgreSQL  1oKyMeHTOOpHEHTOPOBAHOE XPaHUJIUIIE. Jlnsa  xpaneHust
HECTPYKTYPUPOBAHHBIX JIAHHBIX MOXKHO HCIIOJIb30BaTh hstore, HO y Hero ecrb
CBOM HEJOCTATKU:

® HET BJIOKEHHOCTH
e BCe JlaHHble (KJII0Y U 3HAYEHHE 0 KJIOTY) 9TO CTPOKa

Jltst XpaHeHust JAHHBIX MHOT'HE JIOKYMEHTOOPUEHTUPOBAHbIE Oa3bl JAHHBIX
ucnosb3yior JSON (MongoDB, CouchDB, Couchbase u t..). st sToro
naannas ¢ PostgreSQL 9.2 mobassen tTun ganabix JSON. Takoit Tum MoKHO
nobasuth s PostgreSQL 9.1 u mmxe ncnonb3ys PLVE u DOMAIN:

Kon 9.14 Cosmanne tumna JSON

CREATE OR REPLACE FUNCTION
valid json(json text)
RETURNS BOOLEAN AS $$

try {
JSON. parse (json); return true;

} catch(e) {

return false;
}
$$ LANGUAGE plv8 IMMUTABLE STRICT;

CREATE DOMAIN json AS TEXT
CHECK(valid json (VALUE) ) ;

Oyukmus  «valid _jsons wucnons3yercss st npoBepku JSON  1aHHBIX.
[Ipumep ucnomb3zoBaHUA:
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Ko 9.15 [Iposepka JSON

Line 1 $ INSERT INTO members

VALUES( ’not good json’);

ERROR: value for domain json

violates check constraint "json check"
$ INSERT INTO members

VALUES( ’{"good": "json", "is": true}’);

(2 S

INSERT 0 1
$ select * from members;
profile
10 - - - - - - - e e e e e e e o - - - -
{"good": "json", "is": true}
(1 row)

Pacmorpum npumep ncnostb3oanust JSON s xpanenus gaaabix 1 PLVE
JUIs ux moucka. [l Hadasia co3maauM TabJHIy U 3aII0JHUM €€ JTaHHBIMU:

Koz 9.16 Tabauma ¢ JSON moaem

Line 1 $ CREATE TABLE members ( id SERIAL, profile json );
- $ SELECT count (*) FROM members;

count

5 1000000
(1 row)

Time: 201.109 ms

B «profile» moste mbr 3amnucaan npuban3uTesbHo Takyio crpykTypy JSON:

Kom 9.17 JSON cTpykTypa

Line 1 {
"name": "Litzy Satterfield",
Tage": 24,
"siblings": 2,
"faculty": false,
"numbers": |
{
lltype” . "WOrk" ,
"number": "684.573.3783 x368"

10 b,
- {
"typell : llhome" ,
"number": "625.112.6081"

e A

Teneps cozmaaum GyHKIWIO JJIs BBIBOJIA 3HaUeHus 110 Karody u3 JSON (B
JIAHHOM CJIydae OyKujaeM udpy):
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Kon 9.18 ®yuknusa mra JSON

Line I CREATE OR REPLACE FUNCTION get numeric(json_raw json , key
text)
RETURNS numeric AS $$
var o = JSON.parse (json_raw);

- return olkey|;
5 $% LANGUAGE plv8 IMMUTABLE STRICT

Tenepb MbI MOKEM ITPOU3BECTH IIOUCK IO TAOIUIE (PUIBTPYS IO 3HAYECHUAM
KJIfoUeit «ages, «siblings» uin apyrum nudepHbIM:

Kom 9.19 Iouck o ganaeim JSON

Line 1 $ SELECT * FROM members WHERE get numeric(profile, ’age’) =

36;
Time: 9340.142 ms
$ SELECT * FROM members WHERE get numeric(profile ,

"siblings’) = 1;

Time: 14320.032 ms

[Touck paboraeT, HO CKOPOCTH OYEHb MaJieHbKas.  UTOOBI Y/IydIIUTH
CKOPOCTh, HY?KHO €O3/1aTh (PYHKIIMOHAIbHBIE MHJIEKCHI:

Koy 9.20 Coznanne nHIEKCOB
Line 1 CREATE INDEX member age ON members (get numeric(profile ,

Tage’));
CREATE INDEX member siblings ON members
(get numeric(profile , ’'siblings’));

C unpekcamu cKopocTh moucka mo JSON craneT J0CTATOYHO BBHICOKAS:

Koy 9.21 IMouck no gamabiM JSON ¢ nnaekcamn

Line 1 $ SELECT * FROM members WHERE get numeric(profile, ’age’) =
36;

Time: 57.429 ms

$ SELECT * FROM members WHERE get numeric(profile ,
"siblings’) = 1;

Time: 65.136 ms

$ SELECT count (*) from members where get numeric(prof ,
’age’) = 26 and get numeric(profile , ’siblings’)

Time: 106.492 ms

ot

[Monyumnocs  oTMYHOE —JOKYMEHTOOPUEHTHPOBAHOE XPAHWIUIIE U3
PostgreSQL.

PLVS8 nozsossier ucnob30BaTh HEKOTOPBIe JavaScript 6ubnorexku BHyTpH
PostgreSQL. Bor npumep penjiepa Mustache! TemiieiiTos:

Koy 9.22 Oyuaknus gast peagepa Mustache TemiimeiiTos

Thttp: //mustache.github.com/
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CREATE OR REPLACE FUNCTION mustache (template text, view
json)

RETURNS text as $$
// ...400 lines of mustache....js

return Mustache.render (template , JSON. parse (view))
$$ LANGUAGE plv8 IMMUTABLE STRICT;

Kon 9.23 Pennep Temiuieiito

$ SELECT mustache (
"hello {{#things}}{{.}} {{/things}}:)
{{#data}}{{key}}{{/data}}",

"{"things": ["world", "from", "postgresql"|, "data":
{"key": "and me"}}’

mustache

hello world from postgresql :) and me
(1 row)

Time: 0.837 ms

ODTOT IpHUMEP IOKa3blBaeT KaK MOXKHO HuCIOJab30BaTh PLVS. B
neiictBuTebHOCTU peraepuTh Mustache B PostgreSQL ne syurnas ujest.

BriBoj

PLVS8 pacmmpenne mpemocrapiser PostgreSQL mporeaypHbIil S3bIK €
JBIKKOM V8 JavaScript, ¢ moMoIpo KOToporo MoxKHO paboTtaTh ¢ JavaScript
oumorekaMu, nHjaekcuposarh JSON jraHHBIE M UCIOIB30BATh €ro Kak OoJiee
OBICTPBIN A3BIK.

9.6 Smlar

JIunenzusi: Open Source

Cepuika: sigaev.ru

[Touck noxozkecTeit B 00/IbINX 6a3ax JAHHBIX ABJISIETCS BayKHBIM BOIIPOCOM
B HACTOsIIEe BpeMsl [T TAKUX CHCTeM Kak OJorn (MOXOXKHe CTaThi),
MHTepHeT-Mara3uHbl (II0OX0KUe TMPOJLYKThI), XOCTUHI W300parkeHuii (oxoxkue
n300paXKeHus, IOUCK JyOJUKATOB U300payKeHuit) u T PostgreSQL
[IO3BOJISIET CJIeJIaTh Takoi 1mouck 6osee jierkum. [Ipexie Bcero, HeoOXO MO
[MOHATD, KAK MBI OY/JIeM BBIYUC/IATH CXOJICTBO JIBYX OOBEKTOB.

[ToxoxkecTn

JI1000it 00BbEeKT MOKeT OBbITh OINHUCAH KaK CIHUCOK XapaKTEePUCTUK.
Hamnpumep, crarbss B 0jiore MOXKET OBITH OIMCAHA TeraMu, IIPOIAYKT B
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UHTepHEeT-Mara3uHe MOYKeT ObITh OIMCAH PA3MEepPOM, BECOM, IBETOM U T.JI. DTO
O3HAYAET, UTO JIJIs KAXKJI0r0o 00bEKTa MOXKHO CO3/aTh IMUMPOBYIO MOJINUCH —
MAaCCHB HHCEJ, OIMHUCHLIBAIONMX O0bLEeKT (oTmedaTku mnabies', n-grams?).
ToecTb HYKHO €O3/1aTh MacCUB U3 UMD JId OMUCAHUA KaXKJIOIO0 OOBEKTA.
Yro nenars gasbiie?

Pacuer noxozkecTn

EcTb HecKoJIbKO METOJIOB BBIYUCJICHHS IOXOXKECTH CUTHATYP OOBEKTOB.
[Ipezxie Bcero, jterenia /st pacieToB:

N,, N — KOJIMYeCTBO YHUKAJIBHBIX 3JIEMEHTOB B MaCCHUBAaX

N, — KOJIM9eCcTBO yHUKAJbHBIX JIEMEHTOB IIPU O0'bEINHEHUN MACCUBOB

N; — KOJIMYeCTBO YHUKAJLHBIX 3JIEMEHTOB IIpH Ilepecevenrne MacCUBOB

O/inH W3 MPOCTERIINUX PACIETOB MMOXOYKECTU JIBYX OOBEKTOB - KOJUIECTBO
VHUKAQJIbHBIX 3JICMCHTOB IIPH IICPECCUYCHUEC MACCHUBOB JCIATH HA KOJUYIECTBO
VHUKAJIbHBIX 3JIEMEHTOB B JIByX MaCCHUBaX:

N,
S(A,B) = ——— 9.1
( ) (N at Y b) ( )
WJIN TIPOIIE
N,
S(A,B) = 9.2
(4.B) = 5 92)
[IpenmymecTsa:
e Jlerko mousarnb
e Ckopoctb pacuera: N x log N
e Xoporo paboraeT Ha MOX0KHUX U Oosbiux N, u Ny
TakzKe IOXO0KeCTh MOKHO PacCYUTaHa 1o GopMyJIe KOCUHYCOB:
N;
S(A,B) = (9.3)

VNa * Nb

[IpenmymiecTsa:

e Cxkopoctb pacuera: N * log N
e Oriauuno paboraer Ha OoabIux N

Ho y oboux 3Tux MeTo/0B ecTh 00Iue MpodIeMbl:

e Ecim sjieMeHTOB MaJjio TO Pa3dpoc MOXOXKeCTel He BEeJUK
e [tobasbHast CTATUCTUKA: YACTBIE 9JIEMEHTHI BEJLYT K TOMY, 9TO BEC HUXKE

Thttp://en.wikipedia.org/wiki/Fingerprint
Zhttp:/ /en.wikipedia.org/wiki/N-gram
3http://en.wikipedia.org/wiki/Law _of cosines
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e Cramepbl u HeI0OpOcOBecTHBIE MoOJb30oBaTes . OJIMH  «3ajeTeBIIui
JATeT» Pa3pyIIT IUBUIA3AIMIO - aJITOPUTM IIepecTaHeT paboTaThb Ha
Bac.

Jlna  ws3bexkanust 3TUX OpobjeM MOXKHO —Bocnosbzosarca TF/IDF!
METPUKOI:

 2i<Naj<NyAi=p; 1 Fix T'F}

S(A, B) = : 2 (9.4)
\/Zi<Na TF*3 N, TFj
ruae HHBepTHpOBaHHBIﬁ BeC dJjiIeMeHTa B KOJIJICKITWM:
N

IDF.joment = log ( objects +1) (9.5)

Nobjects with element

1 BEC dJIEMEHTa B MaCCUBE:

TFelement - IDFelement * Noccm‘rences (96)

He myraiitecs! Bee 9t aaroputMbl BCTpoeHbI B smlar paciiupenwue, yIuTh
(mm jaxke IybOKO MOHMMATH) WX He HY)KHO. [UlaBHOe IMOHMMATB, HTO
st TF/IDF merpuku Tpebyrorcst BcromoraTebHast TabnIa JJisl XPaHeHUsT
JIAHHBIX, TI0 CPABHEHWIO C JPYTUMU IIPOCTHIMU METPUKAMI.

Smlar

Ilepeitnem k mpaktuke. Ouser BaprynosB m Teomop Curaer paspaborasn
PostgreSQL pacimupenne smlar, KoTropoe mpeaocTaB/isieT HECKOJIbKO METO/IOB
JUIsl pacdera  [OXOxKecTell MaccuBoB (BCE BCTPOEHHbIE THIIBI  JIAHHBIX
HOJIJIEPYKUBAIOTCS) W OIEPaTOp IS pacdeTa IIOXOXKECTH C IOJJIePIKKOI
najgekca Ha 6aze GIST m GIN. g Havasa ycTaHOBHM 3TO PACIIUPEHHE
(PostgreSQL yzxe mo/KeH ObITh yCTAHOBJIEH ):

Koz 9.24 Ycranoska smlar

Line I git clone git://sigaev.ru/smlar
- cd smlar
- USE_PGXS=1 make && make install

B PostgreSQL 9.2 u BbIlite 5T0 pacminpenue JI0KHO BeTaTh 6e3 mpobJieM,
st PostgreSQL 9.1 u HmxKe BaM HY»KHO ¢jesiaTh HEOOJIbIIOe UCIIpaBIeHue B
ncxogHukax. B daitsne «smlar guc.c» na jmmaum 214 cienaiite m3MeHeHUE C:

Kom 9.25 @ukc mas 9.1 u Hike

Line I set config option("smlar.threshold", buf, PGC USERSET,
PGC_S SESSION ,GUC_ ACTION SET, true, 0);

Ha (Hy?KHO yOpaTh IOCTIEHUIT apryMeHT):

Thttp://en.wikipedia.org/wiki/Tf*idf
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Kom 9.26 @ukc mias 9.1 u Hike

Line 1 set config option("smlar.threshold", buf, PGC USERSET,
PGC_S SESSION ,GUC_ ACTION SET, true);

Tenepnb mpoBepuM paciuperue:

Koz 9.27 IIposepka smlar

Linel $ psql
psql (9.2.1)
Type "help" for help.

5 test=# CREATE EXTENSION smlar ;
- CREATE EXTENSION

test=# SELECT smlar(’{1,4,6} ::int[], '{5,4,6} ::int|[]);
smlar
10 ----------
0.666667
(1 row)

1

test=# SELECT smlar(’{1,4,
* N.b)’

'N.i / sqrt(N.a
15 smlar

6})’::int[], "{5,4,6} ::int[],

9

0.666667
(1 row)

Pacmmpenune ycranoBienno ycnemnrHo, ecam y Bac Takoil ke BBIBOJ B
KOHCOJIU. MeToIbl, KOTOpbIe TIPEIOCTABIISIET 9TO PACIIUPEHUE:

o «floatd smlar(anyarray, anyarray)» — BBIYHC/ISIET I[TOXOXKECTh JBYX
MacCuBOB. MaccuBBI JOJKHBI OBITH OTHOI'O THIIA.
o «floatd smlar(anyarray, anyarray, bool uselntersect)» — Bbruncisier

[IOXOYKECTH JBYX MaCCHBBI COCTABHBIX TUIIOB. COCTABHOI THUI BBITJISAINAT
CJIeTYIOUM 00pPa30M:

Koz 9.28 CocrasHoii THIl

Line | CREATE TYPE type name AS (element name anytype,
weight name float4);

uselntersect mapameTp JijIst HCIIOJIH30BAHUS IEPECEKAIOINXCS JIEMEHTOB
B 3HAMeEHaTeJse

o «floatd smlar( anyarray a, anyarray b, text formula )» — Bbramcsier
[IOXOXKECTh JIBYX MACCUBOB I10 JAaHHOM (DOPMYJIe, MACCUBBI JIOJI?KHBI ObIThH
Toro ke tura. Jlocrymbie nmepemMeHnbie B (hopMmylie:

— N.i — xosjmdecrBo 0OIMUX 3JIEMEHTOB B OOOMX MAaCCHBOB
(mepeceuenmue)
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9.6. Smlar

— N.a — KOJIMYeCcTBO YHUKAJIBLHBIX 3/IEMEHTOB IIEPBOI'0 MACCHUBA
— N.b — KO/JIMIeCTBO YHUKAIBHBIX 3JIEMEHTOB BTOPOIO MACCHBA
e «anyarray % anyarray» — BO3BPAIla€T HMCTHHY, €CJIN IIOXOXKECTh
MaCcCUBOB 00JIbIlle, UYeM yKasaHbli mpeies. llpegen ykaswbiBaeTca B
kondure PostgreSQL:

Kox 9.29 Smlar npeuesr

Line 1 custom variable classes = ’smlar’
- smlar.threshold = 0.8 # mpemen or 0 mo 1

TaK}Ke B KOHCbI/IFe MO2KHO yKaBaTb ;[‘OHOJ'IHI/ITG.HBHBIG HaCTpOfIKH 1A
smlar:

Koy 9.30 Smlar macTpoitku

Line I custom variable classes = ’smlar’
- smlar.threshold = 0.8 # npemen or 0 g0 1
- smlar.type = ’cosine’ F# mo Kakoit ¢opmyse MPOU3BOAUTL PaCUET
moxoxkecru: cosine , tfidf , overlap
- smlar.stattable = ’'stat’ # Nma Tabaunbl it XpaHeHUS
crarucTukn upu pabore mo ¢opmyne tfidf

Bosee ogpobuo moxkuo npountar B README storo pacmupenmus.

GiST u GIN ungexcsl MOIIEPKUBAIOTCA JIJIst oreparopa «%o».

[Ipumep: mouck 1y0JIMKATOB KaPTHHOK

Pacmorpum mpocroit mpumep moncka JTyOJUKATOB KAPTUHOK. AJITOPUTM
[IOMOTaeT HAWTHU IMOXOXKHMe M300parKeHus, KOTOpble HAIIPUMED HE3HAYUTE/IHHO
ormmyanTes (n300pazkeHne 00ecIBeTIIN, TOOABUIN BaTepMapK, POIYCTUIIN
gepe3 buibTpsl). Ho, MOCKOJIBKY TOYHOCTH MaJia, TO Y ajJlOPUTMa e€CTh U
[TO3UTHUBHAST CTOPOHA — CKOPOCTH PaboThl. Kak MOXKHO OIpeIe/uTh, 9TOo
KapTUHKU 110X0Ku ! CaMblil TPOCTON METOJ] — CPaBHUBATH IMOIMKCEIBHO B
nzobpaxkerusi. Ho ckopocTh Takoii paboTbl OyaeT He BeJnKa Ha OOJIbIIIX
paspernenusx. Tem Oosiee, TaKON MeTOM He YIUTBHIBAET, YTO MOTJIA U3MEHSITDH
YPOBEHb CBETa, HACHIIIIEHHOCTh U ITpovee y m300parkenusi. Ham Hy>KHO co3/1aTh
CUTHATYPY JJIsI KAPTHHOK B BUJIE MaccuBa udp:

e Co3/laeM IMHUKCETbHYIO MATPHUILy K H300payKeHUIO (M3MEHEHUs pasMepa
n306pazkenus K Tpebyiomiemy ), Hanpumep 15X15 mukcesneii(Puc. 9.1).

e PacunmraeM  MHTEHCHBHOCTbH  KayKJOTO  MHUKCeJsl  (MHTEHCUBHOCTH
Beruucysgercd 1o ¢opmyne 0.299 x kpacubiii + 0.587 * 3ejieHbIT +
0.114 * cunwmit). VIHTEHCHBHOCTH TOMOXKET HaM HAXOIUTh MOXOXKHE
n300pazkeHus, He obpallias BHUMAaHUe Ha UCIIOJIb3yeMble IBeTa B HUX.

e V3HAeM OTHOIIEHWe WHTEeHCUBHOCTH KayKJOrO IUKCEIsd K CPeTHeMY
3HAYEHUIO UHTeHCUBHOCTH 110 Beeit marpure(Puc. 9.2).
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9.6. Smlar

Puc. 9.1: Ilukcenbnasa matpuria

e [enepupyem yHUKaJIbHOE YHCIO sl KaxKJIOi sdeiiku (OTHOIIEHUE
MHTEHCUBHOCTH + KOODJIMHATHI STUEHKH).
e Curnarypa Jijisi KADTUHKNA TOTOBA.

15 —

1 ... 151
. 15

12 ...152

151 ... 1515

Puc. 9.2: Ilukcenpnas maTpuria

Coznaem Tabjuity, rje OyJleM XpaHUTh UMs KapTUHKU, IYTh K Heil u eé
CUTHATYDY:
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Ko 9.31 Tabsmma st m300parkeHuit

Line 1 CREATE TABLE images (
id serial PRIMARY KEY,
name varchar (50),
img path varchar (250),
5 image array integer []
)
CosznaguM GIN mmu GIST unjgexc:

Kon 9.32 Cosmanne GIN mwiun GIST ungexca

Line I CREATE INDEX image array gin ON images USING
GIN(image array int4d sml ops);

CREATE INDEX image array gist ON images USING
GIST (image array _int4 sml ops);

Tenepb MOYXKHO ITPOU3BECTU MOUCK JTYOJIUKATOB:

Kon 9.33 Ilouck jpybmkaros

Line 1 test=# SELECT count (*) from images;
count

1000000
5 (1 row)

test=# EXPLAIN ANALYZE SELECT count (*) FROM images WHERE
images .image array %
'11010259,1011253,...,2423253,2424252} " - int [];

Bitmap Heap Scan on images (cost=286.64..3969.45 rows=986
width=4) (actual time=504.312..2047.533 rows=200000
loops=1)

10 Recheck Cond: (image array %
"{1010259,1011253,...,2423253,2424252} "’ ::integer [|)
-> Bitmap Index Scan on image array gist
(cost=0.00..286.39 rows=986 width=0) (actual
time=446.109..446.109 rows=200000 loops=1)
Index Cond: (image array %

’{1010259,1011253,...,2423253,2424252} " ::integer [])

Total runtime: 2152.411 ms

(5 rows)

riae «'1010259,...,2424252:int||» — curnarypa n3o6pazKkeHus, i KOTOPOi
mbITaeMcsi Hafitn moxoxkue m3obpakerms. C momorpio «smlar.thresholds
yrpasiisieM % MOX0KeCT! KapTUHOK (IIPU KAKOM IPOIEHTe OHU OY/IyT MOMaIaTh

B BBIOODKY ).

ﬂOHOJIHI/ITeHbHO MOZKEM ,ZLO6&BHTB COPTHUPOBKY IIO CaMbIM ITOXO2KHUM

M300PaXKEHUSIM:
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Line 1

10

9.7. PostPic

Ko 9.34 Jlo6aBiisieM COPTUPOBKY 10 CXOJCTBY KapTUHOK

test=# EXPLAIN ANALYZE SELECT smlar (images.image array,
'{1010259,...,2424252}’::int [|) as similarity FROM
images WHERE images.image array % ’{1010259,1011253,
...,2423253,2424252} 7 ::int || ORDER BY similarity DESC;

Sort (cost=4020.94..4023.41 rows=986 width=924) (actual
time=2888.472..2901.977 rows=200000 loops=1)
Sort Key: (smlar(image array,
'{...,2424252} ::integer|[]))
Sort Method: quicksort Memory: 15520kB
-> Bitmap Heap Scan on images (cost=286.64..3971.91
rows=986 width=924) (actual time=474.436..2729.638
rows=200000 loops=1)

Recheck Cond: (image array %

7{...,2424252} ’::integer [])

-> Bitmap Index Scan on image array gist
(cost=0.00..286.39 rows=986 width=0) (actual
time=421.140..421.140 rows=200000 loops=1)

Index Cond: (image array %
'{...,2424252} ::integer [])
Total runtime: 2912.207 ms
(8 rows)

Hocrarouno sdpdexkruBno i 1 muanona samuceit. P.S. Mou nanmabie He
HOMEIIAINCh B aMaTh u PostgreSQL umran ux ¢ gucka, mO3TOMY CKOPOCTH
Gyzer Jsiydre, ecau y Bac sta Tabsmmma Oyer B namatu (uam OyayT ObiCTpbie
JIICKH).

BriBox

Smlar pacmmupenne MOxkKeT OBITH HCIIOJIB30BAHO B CHUCTEMAaX, IJIe HaM
HYKHO MCKATb TOXOXKNE O00BbEKTHI, TAKNE KAK TEKCThI, TeMbI, OJIOTU, TOBAPHI,
n300pakeHusi, BUJICO, OTIEYATKU TAJIBIEB U IIPOYee.

9.7 PostPic

Jlunensus: Open Source

Ccepuika: github.com/drotiro/postpic

PostPic pacmmpenune guss CYBJl PostgreSQL, xoropoe 1mo3BosisieT
obpabaTbiBaTh u300pakKeHuWsT B Oase JaHHBIX, Kak PostGIS memaer sTo ¢
IPOCTPAHCTBEHHBIMU JaHHbIMI. OH j100aB/IsIeT HOBBI THITa TOJsT «images,
a TakyKe HeCKOJIbKO (DYHKIW jijis 06paboTKu n300pazkeHuii (Kpor, co3jianme
MUHHUATIOP, [MOBOPOT W T.JI.) ¥ W3BJEYEHHNl ero arpubyToB (pasmep, THII,
paspelieHue).
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9.8. Fuzzystrmatch

9.8 Fuzzystrmatch

Jlunensusi: Open Source

Fuzzystrmatch mnpenocrapisier HECKOIbKO (DYHKIMA I OIPeIeIeHUs
CXOJICTBa M PACCTOAHMSA MeXKIy crpokamu. PyHKIns soundex HCIOJb3yeTcs
JIJISI COIVIACOBaHUsI CXOMHO 3BYydYalllUX KMEH IIyTeM IIpeo0pa3’oBaHus HX B
omnaakoBbiit Ko, Dyukmus difference npeobpasyer e crpokm B soundex
KOJI, & 3aTeM COOOIaeT KOJMIeCTBO COBIAJIAIONIUX To3uIuil Koga. B soundex
KOJI COCTOUT U3 YEeTbIPEX CHUMBOJIOB, IOITOMY PE3YyJIbTaT OYJIET OT HYJA JI0
gerbipex: (0 — He coBIajaoT, 4 — TOYHOE COBIAJEHHe (TaKuM 0Opa3oM,
dbyHkIMs HA3BaHA HEBEPHO — KaK HA3BaHUE JIydIlle MOJXoauT similarity):

Koz 9.35 soundex

# CREATE EXTENSION fuzzystrmatch ;
CREATE EXTENSION
# SELECT soundex(’hello world!");

soundex

# SELECT soundex(’Anne’), soundex(’Ann’),

difference (’Anne’, ’Ann’);
soundex | soundex | difference
_________ +_________+____________
A500 | A500 | 4
(1 row)

# SELECT soundex(’Anne’), soundex(’Andrew’),

difference (’Anne’, ’Andrew’);
soundex | soundex | difference
_________ +_________+____________
A500 | A536 | 2
(1 row)

# SELECT soundex(’Anne’), soundex(’Margaret’),
difference (’Anne’, ’*Margaret’);

soundex | soundex | difference
_________ +_________+____________
A500 | M626 | 0
(1 row)

# CREATE TABLE s (nm text);

CREATE TABLE

# INSERT INTO s VALUES (’john’), (’joan’), (’wobbly’),
(jack);

INSERT 0 4
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# SELECT * FROM s WHERE soundex (nm) = soundex(’john’);

# SELECT * FROM s WHERE difference (s.nm, ’john') > 2;

®ynkius  levenshtein Bbruncnsier paccrognme Jlepenmreitna' Mek Ty

nBymst crpokamu. levenshtein less equal yckopsiercss dynkimio levenshtein

JJId MAJICHbKUX 3Ha4YEHUNA PaCCTOAHUA:

Koz 9.36 levenshtein
# SELECT levenshtein (’GUMBO’, 'GAMBOL’) ;

levenshtein

Line 1

# SELECT levenshtein ('GUMBO’, 'GAMBOL’, 2, 1, 1);

levenshtein

10 3
(1 row)

# SELECT levenshtein less equal(’extensive’, ’exhaustive’,

2);
levenshtein less equal

(1 row)

test=# SELECT levenshtein less equal(’extensive’,
"exhaustive’, 4);
20 levenshtein less equal

(1 row)

Thttp://en.wikipedia.org/wiki/Levenshtein _distance
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9.9. Tsearch2

Oyukrus metaphone, kak un soundex, mocTrpoeHa Ha ujiee CO3JIAHUST KOIA
JIJIsE CTPOKU: JIB€ CTPOKHU, KOTOPbIE OY/IYT CUUTATCI MOXOKUMU, OYIYT UMETh
OJIMHAKOBBIE KOJIbI.  llocsenuM mapaMeTpoM yKa3bIBAaeTCsl MaKCHMaJslbHas
jmmHa metaphone koga. @ynkmusa dmetaphone BeIIuCISET jIBa «KaK 3BYIUT»

KOJIa, JIJISI CTPOKU — <«IIEPBUYHBINY U «aJIbTEPHATUBHBINY :

Koy 9.37 metaphone
# SELECT metaphone ( 'GUMBO’ , 4);

metaphone

(1 row)
# SELECT dmetaphone(’postgresql’);
dmetaphone

# SELECT dmetaphone alt(’postgresql’);
dmetaphone alt

9.9 Tsearch2

Jlunensusi: Open Source

Tsearch2 — pacmupenune i ITOJHOTEKCTOBOI'O IIOKCKA.

PostgreSQL naunnas ¢ Bepcun 8.3.

9.10 OpenKkTS

JIumensusi: Open Source
Ccepuika: openfts.sourceforge.net

Berpoen B

OpenFTS (Open Source Full Text Search engine) siisiercst mpogBunyTOi
PostgreSQL  moumckoBoit  cucremoii,  KoTopas — obecliedmBaeT — OHJIAMH
UHJIEKCUPOBAHUS JIAHHBIX W aKTyaJbHOCTb JIAHHBIX JIJIsI IIOWCKa 10 Oase.
Tecnast naTerparus ¢ 6a30if JTaHHBIX MO3BOJISIET MCIIOIB30BATH METaIaHHBIE,

YTOOBI OI'PaHUYIUTD PE3YyJIbTaThbl IIOUCKaA.

9.11 PL/Proxy

JIumensusi: Open Source

165


http://openfts.sourceforge.net/

9.12. Texcaller

Cepuika: pgfoundry.org/projects/plproxy

PL/Proxy mupejcrasiasger coboii IIPOKCU-sI3BIK JJIsl YJIAJEHHOTO BbI30Ba
[IPOIIE/YD U IaPTUIMPOBAHUSA JIAHHBIX MeXKJ1y pasubiMu Oasamu. llogpobuee
MOKHO TIOYUTATH B §5.2 TUIaBe.

9.12 Texcaller

Jlunensusi: Open Source

Ccepnka: www.profv.de/texcaller

Texcaller — sTo ymobubrit naTepdeiic misg komanHo cTpokn TeX, koTopast
obpabarbiBaeT Bce BHbI ommbOoK. OnH Hammcan B mnpoctoM C, TOBOJIBHO
[IOPTATUBHBIN, W He MMeeT BHeIHWX 3aBucuMocteil, kpome TeX. Hesepubrit
TeX nokymeHTHI oOpabaTbhIBalOTCd IyTeM IpocToro Bosppamenus NULL, a
He TpepbiBaTh ¢ omubOKoil. B ciydyae Heymadm, a TakxKe B cilydae yclexa,
JIOTNIOJTHATEThHasA 0bpaboTka nadopMarmu ocymiectsigercs depe3 NOTICEs.

9.13 Pgmemcache

JIumensusi: Open Source

Ccebuika: pgfoundry.org/projects/pgmemcache

Pgmemcache — s3ro PostgreSQL API 6ubnoreka Ha ocnose libmemcached
st B3ammojieiicteuss ¢ memcached.  C momoripio ganHo#l OubJMOTEKN
PostgreSQL moxkeT 3ammchiBaTh, CAUTHIBATH, UCKATb U y/IAJSTh JIAHHBIE W13
memcached. ITogpobree MoxkHO mounTaTh B §8.2 T1aBe.

9.14 Prefix

Jlunensus:: Open Source

Ccebuika: pgfoundry.org/projects/prefix

Prefix peasusyer mouck rmekcra no npedukcy (prefix @> text). Prefix
HCIIOJIb3YeTCsl B IPUIOXKEHUAX TeaedOHNN, TJe MapPIIPYTU3AIUs BbI30BOB M
PaCXo/lbl 3aBUCAT OT BBI3BIBAIOIIETO/ BBI3BIBAEMOrO Mpedukca TeiedOoHHOTro
HOMEpa OIlepaTopa.

9.15 Dblink

Jlunensusi: Open Source

Dblink — pacmmpenne, KoTOopoe II03BOJIsIET BBIMOJHATH 3aIlPOChl K
yIaJeHHBIM 6a3aM JaHHBIX HermocpeacTBeHHo u3 SQL, He mpuberast K TOMOIIH
BHEIITHUX CKPUIITOB.
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9.16. Ltree

9.16 Ltree

Jlunensusi: Open Source

Ltree — pacmpenne, KOoTopoe II03BOJIsIeT XPAHUTH JIPEBOBU/IHbBIE
CTPYKTYPBI B BUJIE METOK, & TaK »Ke IPEJOCTABJISIET IUPOKUE BO3MOKHOCTU
noncka 10 HuM. Peaymsanus anropurma Materialized Path (mocrarouno
OBICTPBIN KAK HA 3aIMCh, TAK U Ha YTEHUE).

9.17 3BakJodeHue

Pacmupenuns mnomorator yuyumuth pabory PostgreSQL B permrenun
cuermuaekux mpodsem. Pacrmmpsiemocts PostgreSQL mozBosisier co3maBath
cOOCTBEHHBIE PACINPEHNs, NI Ke Hao0opoT, He Harpykatb CYBJI smmanM,
He TpeOyeMbIM (PYHKITHOHAIOM.
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10

boskan n Boccranossienne PostgreSQ)L

Ectb 1Ba Tuna
aIMUHUCTPATOPOB — Te, KTO He
Jeaer O9KAIbl, U T€, KTO yKe
Jenaer

Hapomunas mymapocTb

Ecin kakas-auby/ib
HEIIPUATHOCTDE MO2KET
POU30MTU, OHA CJIYYaCTCH.

3akon Mapdu

10.1 Bseuenue

JIrob6oit Xoporuii cucaJMuH 3HaeT — OIKAIbl HYy»KHbI Beerja. Ha cKobKo
OBl HaJleXKHA He Kasajach Bala cucreMa, Beerja MOXKET IMPOM30MTH CITydaii,
KOTOPBIil ObLI HE YUTeH, U U3-3a KOTOPOT'O MOI'YT ObITh IIOTEPSHBI JaHHbBIE.

Toxe camoe kacaerca m PostgreSQL 06a3 manubix. Bekanbl J0/2KHBI
obrTh! IlochmaBmmiicss BuHYecTep Ha cepBepe, ommnbOKa B aJIoBOil cucTeMe,
ommbKa B JPYTOil IporpamMme, KOTopas meperepsia Bech Katajor PostgreSQL
1 MHOTO€ JIpyToe IMPHUBEIET TOJBKO K IJIadeBHOMY pe3yibrary. U maxke ecim
y Bac permkariusi ¢ MHOXKECTBOM CJIEHBOB, 9TO HE O3HAYAET, UTO CHCTEMa B
6esonacuoctu — HesepHblii 3anpoc Ha macrep (DELETE, DROP), u y cieiiBos
TaKasi yKe MOPIs JAHHBIX (TOYHee X OTCYTCTBUE).

CymiecTBy0T TpU NPUHIUIHAIBHO PA3IUIHBIX IOIX0Ja K PE3ePBHOMY
KonmupoBaHuio JaHHbIX PostgreSQL:

e SQL Oskair;
e Bekan yposus (aitsioBoit cucrembr;
e HermnpepniBHoe pesepBHOE KOITMPOBAHHUE;

Ka)K,ZH:;IfI 13 9TUX IIOJXO0J0B MMEET CBOM CHUJIbHbLIEC 1 cJiabble CTOPOHBI.
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Line 1

Line 1
Line 1
Line 1
Line 1
Line 1

10.2. SQL 6skam

10.2  SQL Oskan

Wnest sToro moaxoaa B CO3MaHUKM TEKCTOBOro daiira ¢ kKomanmzamu SQL.
Taxkoit daitn MoKHO TIepesaTh 00paTHO Ha CepBEpP U BOCCO3JATh 0a3y JaHHBIX
B TOM K€ COCTOSTHUHU, B KOTOPOM OHa ObLia BO Bpems O9kama. ¥ PostgreSQL
JIJIsL 9TOTO eCTh crerua/ibiasg yruauta — pg_dump. [Ipumep ucnosbzoBanus
pg_dump:

Ko 10.1 Coznaem 69Kat ¢ momorbio pg  dump
pg dump dbname > outfile

ﬂﬂﬂ BOCCTAHOBJIEHIA TAaKOro O3Kala J0CTaTOYHO BBLIIIOJIHUTD:

Ko 10.2 BoccranasiauBaeM 03Kalx

psql dbname < infile

I[Ipu »ToM 6Ga3zy ganHbIX «dbname» moTpedyercs co3igaTh Iepes
BOCCTaHOBJIEHHEM. Takyke TOTpedyeTcss CO3/1aTh IOJIb30BaTeseil, KOTOPHIE
UMEIOT JIOCTYI K JIAHHBIM, KOTODBIE BOCCTAHABJIUBAIOTCA (3TO MOXKHO U He
JIeJIaTh, HO TOTJa MPOCTO B BBIBOJE BOCCTAHOBJIEHUs OyyT ommbku). Ecu
HaM TpebyeTcs, 9TOOBI BOCCTAHOBJIEHHUE IPEKPATUIOCH IIPU BO3ZHUKHOBEHUH
OIIMOKM, TOI/IAa MOTPedyeTCst BOCCTaAaHABIMBATL O9KAIl TAKUM CIIOCOOOM:

Koz 10.3 BoccranasimmBaem GaKar
psql --set ON_ERROR STOP=on dbname < infile
Tak>ke, MOXKHO JejaTh O9KaIl M CPa3y BOCCTAHAB/IUBATHL €0 Ha JIPYTryIO
6azy:
Kox 10.4 Bekamr B apyryo B/l
pg_dump -h hostl dbname | psql -h host2 dbname

[Tocste BOccTaHoB/IeHUsT O9Kara kejgareabHO 3anycTuTh «ANALYZE»,
YTOOBI ONTHUMU3ATOP 3aIIPOCOB OOHOBUJI CTATUCTUKY.

A 4ro, eciu HYKHO Clie/1aTh O9Kall He O/HOI 6a3bl JAHHBIX, & BCEX, 14 1
elrle oIy IUTh B O9Kare nH(MOPMAIIIIO PO PO 1 Tabuinl! B TakoMm cirydae
y PostgreSQL ects yrmwimura pg dumpall. pg dumpall ucnonssyerca mjs
cozjlanns OIKala JTaHHBIX Beero kjacrepa PostgreSQL:

Ko 10.5 Bekan kiracrepa PostgreSQL

pg dumpall > outfile

JIst  BOCCTAHOBJIEHHSI TAKOro 0O3Kala JIOCTATOYHO  BBIIOJIHUTH  OT
CYTIEPIIOTE30BATEIS:

Ko 10.6 Boccranosiienust 6skamna PostgreSQL

psql -f infile postgres
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SQL 63kan OoJbiux 6a3 JJaHHbIX

HeKOTOpre olepalnroHHbIe CUCTEMBI NMET OrpaHumveHusd Ha
MaKCUMAJIbHBI pa3Mep daiiia, YTO MOXKET BBI3BIBAIOTH IMPOOJIEMbI IIpU
co3jlaHnn  OOJIbIMUX O3KamoB depe3 pg dump. K cuactbio, pg dump
MOXKeTe O9KaIlMTh B CTAHJAAPTHBINA BBIBOJ. TaK YTO MOXKHO HCIIOJIH30BATH
cTaHgapTHbIe WHCTpyMeHThl Unix, d91obbl oboiiTu 3Ty mupobiemy.  Ecrb
HECKOJIbKO BO3MOXKHBIX CIIOCOOOB:

e lcnonp3oBaTh cxKaTue I OIKaIa.

MozKHO UCIIO/IB30BATh IIPOrPAMMY CXKaTHd JTaHHbIX, Harpumep GZIP:

Ko 10.7 Cxkarne 69kama PostgreSQL

Line | pg dump dbname | gzip > filename.gz

Boccranossienne:

Ko 10.8 Boccranosiienne 6skana PostgreSQL

Line I gunzip -c¢ filename.gz | psql dbname

nJjIm

Ko 10.9 Boccranosiienne 6skana PostgreSQL
Line 1 cat filename.gz | gunzip | psql dbname
e llcnosib3oBath Koman ity split.

Komanga split mosBosisier pasfaeanTh BBIBOJA B (ailibl MEHBIIEro
pasMepa, KOTOPhIe ABJISIIOTCA TMOAXOIANINME 10 PasMepy i ¢ailioBoit
cucreMbl. Hampumep, 0skar jgentcs Ha Kycku 1o 1 MeradaiTy:

Koy 10.10 Cosmanue 6skamna PostgreSQL

Line 1 pg dump dbname | split -b lm - filename

Boccranosnenue:

Koy 10.11 Boccranosienne 63karra PostgreSQL
Line I cat filename* | psql dbname
e lcmosib30BaTh mojib3oBaTebekuii hopmar gamma pg_ dump

PostgreSQL nocrpoen nHa cucreme ¢ 6ubanorekoii cxkatust Zlib, mosromy
TOJTh30BATE/ILCKIT (hbopmaTr O3Kama OyIeT B C2KaTOM BHJIE. DTO ITOXOXKE
Ha MeToJ ¢ wuMmIiojb3oBanneM GZIP, mHo oH mmMmeer gomoJHUTEIBHOE
[IPEUMYIIECTBO — TabJIHIIBI MOTYT OBITh BOCCTAHOBJIEHBI BHIOOPOTHO:

Ko 10.12 Cosnanne 6okamna PostgreSQL

Line I pg dump -Fc dbname > filename

170



Line 1

10.3. Bekan ypoBHd dailloBOii CUCTEMBI

Yepes psql Taxoit 63Kal He BOCCTAHOBUTH, HO JIJISI 9TOIO €CTh YTHINTA
pg_restore:

Koy 10.13 Boccranosienne 63kara PostgreSQL

Line 1 pg restore -d dbname filename

[Ipu cimmkom OobIoit Oaze JTAHHBIX, BapUaHT ¢ KOMaHJoi split HyKHO
KOMOMHUPOBATD C CXKATHEM JIAHHBIX.

10.3 DBexkan ypoBHs daiioBoil cucTeMbl

AJlbTepHATUBHBI METOJ PE3ePBHOTO KOIMPOBAHUS —3aKJIIOYAeTCA B
HEIOCPEICTBeHHOM KOoNnpoBaHun ¢aitioB, Kotopbie PostgreSQL mcmoms3yer
JUT XpaHeHUs JJaHHbIX B Oase jaHHbIX. Hampumep:

Koy 10.14 Bskamr PostgreSQL daition
tar -cf backup.tar /usr/local/pgsql/data

Ho ecrp jgBa  orpanumveHus,  KOTOpbIE JIEJIACT  9TOT  METOJ
HeIe1ecoodpa3HbIM, UK, 110 Kpaiineit mepe, yerymatonmm SQL 69kary:

e PostgreSQL 0asza maHHBIX [O/KHA OBITH OCTaHOBJIEHHA, JIJIS TOIO,
9TO0OBI MOJTY9IUTh akTyaabHbIi 09kar (PostgreSQL gep:kur mMHOKeCTBO
o6bekTOB B mamsaTH, Oydepusarus daitiosoit cucremsr).  Vzmuinae
FOBOPUTH, 9TO BO BPeMsi BOCCTAHOBJIEHUsI TAKOTO O3Kala HoTpedyeTcs
TakKe ocranoBuTh PostgreSQL.

e He mosiyunTess BOCTAHOBUTH TOJIBKO OIpEJIe/IEHHBIE JTaHHBIE C TAKOTO
Ookara.

Kax ampreprnaTmsa, MOXKHO JejaTh CHEMKH (snapshot) daiios cncremsr
(manku ¢ daitmamu PostgreSQL). B Takom cityuae ocranaiusarh PostgreSQL
He Tpedyercsa.  OjiHako, pe3epBHasi KOIUs, CO3J[aHHAd TaKUM O0pasoM,
coxpansier daiibl 6a3bl JAHHBIX B COCTOSIHUHM, KaK €eCJau Obl CepBep
6a3bl JTAHHBIX ObLI HENPABUIBLHO OCTAHOBJIEH. [TosTromy mpm 3arycke
PostgreSQL u3 pesepBHOil KOommm, OH OygerT JIyMaTb, 9YTO MPEIbILYIINAN
9K3EMILISIP CepBepa BBINIE]T U3 CTPos W MOBTOPHUT KypHaia WAL. Drto ne
npobJsieMa, IMPOCTO HAJO 3HATH MPO 3TO (M He 3abbITh BKIOYIATH WAL
daitnbr B pesepsuyto konmio). Takike, ecin daitioBas cucrema PostgreSQL
pacrpejesieHa 110 pa3HbIM (DaJIOBBIM CHCTEMa, TO Takoil MeTos 69kana Oy/eT
OYeHb HEe HAJEXKHBIM — CHUMKH (PailjioB CUCTEMBI JIOJIKHBI OBITH CJIEJIAHBI
onuospemenso(!!!).  Iouwraiite gorymenTtarmo haiioBoil CHCTEMbl OYeHb
BHUMATE/ILHO, IPEXKJE YeM JOBEpATb CHUMKAM (DailjloB CHCTEMbI B TaKHUX
CUTYaIAX.

Taxzke BO3MOXKEH BapwaHT ¢ HCIOJb30BanueM rsync. [lepsbim 3amyckom
ISync Mbl KOIIMpyeM OCHOBHBIE (aitsibl ¢ qupekropun PostgreSQL (PostgreSQL
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Ipu 9TOM TpojosKaeT pabory). Tlocse sroro Mbr ocranasauBaem PostgreSQL
1 3aIlyCcKaeM ITOBTOPHO rsync. Bropoii 3amyck rsync mpoiiier ropasgo obicrpee,
YeM IIEPBBIil, IOTOMY YTO OYIET IepeiaBaTh OTHOCUTEILHO HEOOJIBIION pa3Mep
JIAaHHBIX, U KOHEYHBIIl pe3ysJbTaT OyJeT COOTBETCTBOBATH OCTAHOBJIEHHOI
CYB/I. 9tor Meros Mo3BoJIAeT Jie/aTh OeKall yPOBHSA (ailJIoBON CHUCTEMBI C
MUHUMAJIbHBIM BPEMEHEM ITPOCTOS.

10.4 HenpepniBHOE pesepBHOE KONIMPOBAHNE

PostgreSQL nomepxkuBaer ynpexjaoniuio 3amuchk joros (Write Ahead
Log, WAL) B pg xlog aumpekTopuio, KOTOpasi HAXOAUTCS B JUPEKTOPHUN
maaabpix CYB/I. B jrorm nmmryTes Bce m3MeHeHHsI ciejlaHble C JIaHHBIMH B
CYB/. DToT )KypHaJ CyIIeCTBYeT IPeXKIe BCero id 6€30IMaCHOCTH BO BpeMs
kpaxa PostgreSQL: ecimm mpomncxoasaT cbon B cucreme, 0a3bl JAHHBIX MOTYT
OBITH BOCCTAHOBJIEHBI C IOMOIIBIO «IIEpe3aIlycKay 9TOTO KypHaJa. 1eM He
MeHee, CYIeCTBOBaHME »KypHaJia JiejlaeT BO3MOKHBIM HCIIOJIb30BAHIE TPETHIO
CTpaTeruu Jjis pe3epBHOIO KOIUPOBaHUs 0a3 JJaHHBIX: MbI MOXKEM 00beIUHUTH
Oekarr ypoBHs daitsioBoit cucrembl ¢ pesepBroit kKormeit WAL daitnos. Ecim
TpedyeTcss BOCCTAHOBUTBH TAaKOW O3Kam, TO MbI BOCCTAHOBJIHUBaeM (ailjibl
pe3epBHOIT Konnn (ail/;IoBOl CUCTEMBI, a 3aTeM «IIEPE3AITYCKAaeM» C PE3ePBHOI
koruu aitiioB WAL i npuBeieHnsi cuCTeMbl K aKTyaJbHOMY COCTOSIHHUIO.
DTOT HOIXO, ABJISIETCSA 0OJIee CIOKHBIM JIJIsl 8 IMAHICTPUPOBAHMUSI, YeM JIF00OM
13 HIPEIbLIYIINX HOIX0I0B, HO OH NMEET HEKOTOPbIE IIPENMYIINeCTBa:

e He ny:xno coryacoBbiBaTh (hailibl pesepBHOil Konuu cucteMbl. JItobas
BHYTPEHHssI IIPOTHBOPEYNBOCTh B PE3EPBHOI KoMy OyIeT HMCIpaB/IeHa
myTeM Tpeobpa3oBaHHs KypHaJa (HE OTJIMYAaeTcsd OT TOTO, |TO
[IPOKMCXOJIUT BO BPEMsI BOCCTAHOBJIEHUS TIOCTIE COOsI).

e BoccranoBjieHne COCTOSIHUSI CcepBepa I OIPEJEIEHHOTO MOMEHTa
BpEMEHM.

e Eciu Mbl mocrosinao OyneM «ckapMmimBaThb» (daitibl WAL Ha apyryio
MalIlliHy, KOTopas ObLIa 3arpyzkeHa ¢ Tex ke (ailioB pe3epBHOil 6a3bI,
TO y Hac Oymer pesepBHBIH cepBep PostgreSQL Bcerma B axTyabHOM
COCTOSIHINU (CO3/IaHIe cepBepa rOpsYIero pe3epsa).

Kak u Oskxan bailyloBoil CHCTEMBI, 3TOT METOJ MOYKET MOJJIEPKUBATD
TOJIBKO BOCCTAHOBJIEHUE BCeli 6a3bl JJAHHBIX KjtacTepa. Kpome Toro, on Tpedyer
MHOTO MecTa it xpanenus WAL daitios.

Hactpoiika

[lepBbIii mar — akTUBUPOBATH ApXUBHPOBaHEE. DTa Ipoleaypa Oyier
kormpoBatb WAL aitibl B apXuUBHBIN KaTAJOT M3 CTAHJIAPTHOIO KaTaJIora
pg_xlog. 1o nemnaercsa B daitre postgresql.conf:
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Line 1
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Kom 10.15 HacTpoiika apXuBUpOBaHUsT

archive mode = on # enable archiving
archive command = ’cp -v %p /data/pgsql/archives/%f’
archive timeout = 300 # timeout to close buffers

[Tocsie sToro HEOOXOMUMO TIepeHecTH (ailibl (B MOPSIKE UX IIOSIBJICHNUST) B
apXUBHBII KaTaJjor. /ljig 3Toro MoyKHO HCIOJIB30BATh DYHKITUIO rsync. MoxKHO
ITOCTABUTH (DYHKIIMIO B CIIMCOK 3aJa4 KPOHA M, TAKUM 00pa3oM, gailibl MOTyT
ABTOMATHYECKU MEPEMEIATHC MEXKIY XOCTMU KazK/Ible HECKOJIbKO MUHYT.

Ko 10.16 Kommmposarue WAL aitioB Ha apyroit XocT

rsync -avz --delete prodl:/data/pgsql/archives/ \
/data/pgsql/archives/ > /dev/null

B konrie, neobxomMo ckonmpoBaTh (ailyibl B KaraJjor pg_xlog Ha cepBepe
PostgreSQL (on mo/keH ObITh B pexkuMe BoccTaHOBJeHus). st sroro
co3naercsd B KataJsiore JaHHbIX PostgreSQL cosmars daitin recovery.conf c
3a/JaHHOI KOMAHI0il KOIMpoBaHus (hailioB U3 apXuBa B HYKHYIO JTUPEKTOPUIO:

Koz 10.17 recovery.conf
restore_command = ’cp /data/pgsql/archives/%f "%p"’

Hoxkymenrtanust PostgreSQL mpejraraer xoporiee onucanue HaCTPORKU
HEIPEPBIBHOIO KOITMPOBAHHUSA, TIOITOMY s He YIUIyOJisiyics B JeTasu (HalpuMep,
kak repenectu gupekropuio CYBJI ¢ ogHOro cepBepa Ha JIpyTOil, KAKAE MOTYT
ObITb IPOOJIeMbl).  Bosiee OIPOOHO BbI MOXKETe MOYUTATH 110 ITOH CCbLIKE
http:/ /www.postgresql.org/docs/9.0/static/continuous-archiving.html.

10.5  YTuauTsl Ajs HENPEPHIBHOIO PE3EPBHOTO
KOIIMPOBaHUS

HemnpepbiBHoe pe3epBHOE KOINUPOBAHWUSA OJUH W3 JIyUIINX CIIPOCOD JIJis
co3maHus O9KAIIOB U BOCCTAHOBJICHHYA UX. B OCHOBHOM O3KAaIlbl IEJIAI0TCS
Ha TOil ke ailsoBoil cucreme, WTO He O4YeHb yI00HO W Ge30macHO (mpu
OTKJIIOYEHUH CepBepa Bbl MOXKETe MOTEPATH BCe, BEUHO 3a0UTHIN XKECTBHIT JTICK
Ookamamu). [Tosromy Jrydine, Korja GIKAIbI CKJIaJbIBAIOTCS HA OTJIEJIbHBIN
cepsep Wi B «objaunoe xpaHuauiie» (Harmpumep S3'). Yrobbl He mmcaTh
CBOIl «BEJIOCUIIE/[» JIjI ABTOMATHU3AIIMU ITOTO IPOIECca Ha CETOIHSITHUN
JIEHb CYIIECTBYeT HADOP MPOrpaMM, KOTOPbIe 00JIerdaeT mporecc HacTPOMKH 1
TIO/I/TEPYKKU IIPOTIECCa CO3/IaHNs O9KAIIOB HA OCHOBE HEITPEPBIBHOTO PE3EPBHOTO
KOITMPOBAHMUS.

thttp://aws.amazon.com/s3/
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WAL-E

Ccpuika: github.com /heroku/WAL-E

WAL-E mnpennasnadennas i HenpepbiBHOH apxuBarmum PostgreSQL
WAL-logs B S3 wu ympasienus wucnojb3oBanneM pg_start backup u
pg_ stop backup. Yrumura nanucana na Python u paszpaborana B KoMmanum
Heroku, rjie eé akTUBHO HUCIOJIB3YIOT.

Yeranoska

Y WAL-E ecrp mapy 3aBucumocteit: lzop, psql, mbuffer, python 2.6+ u
HeCKoJIbKo python 6ubsimorek (gevent >= 0.13, boto >= 2.0). Takxe mis
y/I00CTBa HACTPOEK IepEeMEHHBIX cpejibl ycTaHapiuBaeTcd daemontools. Ha
Ubuntu 570 MOKHO BCe IIOCTAaBUTH OJHON KOMAaHIOI:

Kox 10.18 Ycranoska 3apucumocteii g WAL-E

Line I # PostgreSQL yxke ycranossieH
aptitude install git-core python-dev python-setuptools
build - essential libevent -dev lzop mbuffer daemontools

daemontools -run

Ternteps ycranosum WAL-E:

Koy 10.19 Ycranoska WAL-E

Line 1 git clone git://github.com/heroku/WAL-E. git
- cd WAL-E
python setup.py build
sudo python setup.py install

[Tocste ycrernaoit ycTaHOBKE MOXKHO HadaTh paborars ¢ WAL-E.

Hactpoiika u pabora

Kax yxe nucanocs, WAL-E cimBaer Bce manubie B AWS S3, mostomy Ham
norpedytorest «Access Key ID» u «Secret Access Key» (9Tu manHbie MOXKHO
Haiitn B akaynre Amazon AWS). Komanna st 3arpy3ku 0skarma Beeir 6a3y
JTaHHBI B S3:

Koy 10.20 Barpyska Oskama Bceil 6a3bl JAHHBIX B S3

Line 1 AWS SHCRET ACCESS KEY=... wal-e \
- -k AWS ACCESS_KEY ID \
--s3-prefix=s3://some-bucket /directory /or/whatever

backup-push /var/lib/postgresql /9.2 /main

[ne «s3-prefix» — ypJ1, Koropsiii cojgep:kut uMst S3 6akera (bucket) u myTh
K TIAIIKe, KYy/Ia CJIeJlyeT CKJIJIbIBATh pe3epPBHbIE Ko, KoMaH1a j11s 3arpy3Ku

WAL-s0oros mHa S3:
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Koz 10.21 3arpyska WAL-oros ma S3

Line 1 AWS_SECRET_ACCESS_I@Y: ... wal-e \

Line 1

(@2

Line 1

Line 1

Line 1

-k AWS ACCESS KEY ID \
--s3-prefix=s3://some-bucket /directory /or/whatever \
wal - push

/var/lib /postgresql /9.2/main/pg xlog /WAL SEGMENT LONG HEX

ZL.HH YiipaBJieHUAd 3THUMU IIEPEMCEHHBIMU OKPY2KE€HUA MO2KHO HCIIOJIb30BaTb
koMmam ity envdir (uzger B mocraske ¢ daemontools). [Tns sroro cozmamum envdir
KaTaJIor:

Ko 10.22 WAL-E ¢ envdir

mkdir -p /etc/wal-e.d/env

echo "secret -key" > /etc/wal-e.d/env/AWS SECRET ACCESS KEY
echo "access-key" > /etc/wal-e.d/env/AWS ACCESS KEY ID
echo ’s3://some-bucket/directory/or/whatever’ >
/etc/wal-e.d/env/WALE S3 PREFIX

chown -R root:postgres /etc/wal-e.d

&L LH L P

&

[Tocne cozmanms JAHHOTO KaTaJora MOSIBIAETCH BO3MOYXKHOCTH 3aIlyCKaTh
WAL-E komaHpl TOpa3jmo Mpole W C MEHBIINM PHUCKOM CJIy9aifHOro
HCIIOJIb30BaHNsl HEKOPPEKTHBIX 3HAYEHN:

Kox 10.23 WAL-E ¢ envdir

$ envdir /etc/wal-e.d/env wal-e backup-push
$ envdir /etc/wal-e.d/env wal-e wal-push

Tenepr macrpoum PostgreSQL s copaceiBanus WAL-moroB B S3 ¢
nomorpio WAL-E. Orpenaktupyem postgresql.contf:

Koz 10.24 Hactpotika PostgreSQL

wal level = hot standby # wmmm archive, ecam PostgreSQL < 9.0
archive mode = on

archive command = ’envdir /etc/wal-e.d/env
/usr/local /bin/wal-e wal-push %p’
archive timeout = 60

Jlyume ykazars nosaeiii myTh K WAL-E (MoxkHO y3HATH KOMaH10it «which
wal-e»), mockosbKy PostgreSQL moxker ero ne maiitu. Ilociie 3roro Hy:KHO
neperpy3uth PostgreSQL. B siorax 6a3er BbI JJO/KHBI YBUIUTE 9TO TO 110I0OHO:

Koz 10.25 Jloru PostgreSQL

2012-11-07 14:52:19 UIC LOG: database system was shut down
at 2012-11-07 14:51:40 UIC

2012-11-07 14:52:19 UTC LOG: database system is ready to
accept connections

2012-11-07 14:52:19 UIC LOG: autovacuum launcher started

2012-11-07T14:52:19.7844-00 pid=7653 wal e.worker.s3 worker
INFO MSG: begin archiving a file

175



10.5.  ¥YTuiuThl J/Isi HEMPEPBIBHOIO PE3€PBHOTO KOIIUPOBAHUSA

ot

DETAIL: Uploading
"pg xlog/000000010000000000000001" to
"s3://cleverdb -pg-backups/pg/wal 005/000000010000000000000001.1z0" .
2012-11-07 14:52:19 UTC LOG: incomplete startup packet
2012-11-07T14:52:28.234400 pid=7653 wal e.worker.s3 worker
INFO MSG: completed archiving to a file
DETAIL: Archiving to
"s3://cleverdb -pg-backups/pg/wal 005/000000010000000000000001.1z0"
complete at 21583.3KiB/s.
2012-11-07T14:52:28.341400 pid=7697 wal e.worker.s3 worker
INFO MSG: begin archiving a file
10 DETAIL: Uploading
"pg xlog/000000010000000000000002.00000020.backup" to
"s3://cleverdb -pg-backups/pg/wal 005/000000010000000000000002.00000020.b
2012-11-07T14:52:34.0274+00 pid=7697 wal e.worker.s3 worker
INFO MSG: completed archiving to a file
DETAIL: Archiving to
"s3://cleverdb -pg-backups/pg/wal 005/000000010000000000000002.00000020.b
complete at 00KiB/s.
2012-11-07T14:52:34.187+00 pid=7711 wal e.worker.s3 worker
INFO MSG: begin archiving a file
DETAIL: Uploading
"pg xlog/000000010000000000000002" to
"s3://cleverdb -pg-backups/pg/wal _005/000000010000000000000002.1z0" .
15 2012-11-07T14:52:40.232+00 pid=7711 wal e.worker.s3 worker
INFO MSG: completed archiving to a file
DETAIL: Archiving to
"s3://cleverdb -pg-backups/pg/wal 005/000000010000000000000002.1z0"
complete at 2466.67KiB/s.

Ecnn noxoxkero He BUJIHO B Jiorax, TOTJIa HY2KHO CMOTPETH YTO 3a OINIMOKa
[IOSIBJISIETCS M UCIIPABJIATH €6.

st Toro, 4To OBl O9KANUTH BCIO 0a3y JOCTATOYHO BBINOJIHUTH JAHHYIO
KOMaH/1y:

Ko 10.26 3arpyska 0skama Bceil 6a3bl JAHHBIX B 53

Linel $ envdir /etc/wal-e.d/env wal-e backup-push

/var/lib/postgresql /9.2 /main
2012-11-07T14:49:26.1744+00 pid=T7493

wal e.operator.s3 operator INFO MSG: start upload

postgres version metadata

DETAIL: Uploading to

s3://cleverdb -pg-backups/pg/basebackups 005/base 00000001000000000000000¢
2012-11-07T14:49:32.783+00 pid=7493

wal e.operator.s3 operator INFO MSG: postgres

version metadata upload complete
2012-11-07T14:49:32.859400 pid=7493 wal e.worker.s3 worker

INFO MSG: beginning volume compression

ot
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DETAIL: Building volume 0.

HINT: Check that your archive command is executing
properly. pg stop backup can be canceled safely , but
the database backup will not be usable without all the
WAL segments.

NOTICE: pg_ stop_ backup complete, all required WAL segments
have been archived

&» Upload (4 Create Folder | Actions -

.| cleverdb-pg-backups > | | pg
Name
] basebackups_005

i) wal_005

Pnc. 10.1: ITanka 63kamnos Ha S3

&) Upload | {4 Create Folder || Actions v
.| cleverdb-pg-backups > (| pg > (| basebackups_005
Name
'{j base_000000010000000000000008_00000032
D base_000000010000000000000008_00000032_backup_stop_sentinel.json
'{j base_00000001000000000000000C_00000032

D base_00000001000000000000000C_00000032_backup_stop_sentinel.json

Pnc. 10.2: ITanka 63kamos 6a3sr HA S3

Janubiii Gskam Jiydiie jgenaTb pa3 B CyTKH (Hampumep, J100aBUTH B
crontab). Ha pmc 10.1-10.3 BumHO Kak xpansarcs Gskambl Ha S3.  Bee
GoKalbl cxKaTbl depe3 lzop'.  JIaHHBI aJrOpUTM CKUMAeT XyzKe ueM
g7ip, HO CKOPOCTh CXKATHsl HaMHOro ObicTpee (mpubausurenbro 25M6/cex
ucnosib3yst 5% IITY). Yrobbl yMeHbIIUTh HAIPY3KY Ha YTE€HHs C JKECTKOIO
Jcka GaKarbl ornpasisiores depe3 mbuffer (ommmeit «cluster-read-rate-limit»
MOZKHO OTPAHMYUTH CKOPOCTb UTEHWUsI, €CJIU 9TO TPeOyeTcst ).

Tereps mepeiiieM K BoCCTaHOBJIEHUIO JaHHBIX. /s BoccTaHOBIEHISA OA3bI
13 pe3epBHOIT Kommu ucnosb3yercs «backup-fetchy komanma:

Koy 10.27 Boccranosienne 6skana 6a3nl u3 S3

Thttp://en.wikipedia.org/wiki/Lzop
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&y Upload || {4 Create Folder | Actions «

.| cleverdb-pg-backups > (| pg > (| wal_005
Name

D 000000010000000000000001.120

D 000000010000000000000002.00000020.backup.lzo
D 000000010000000000000002.120

D 000000010000000000000003.120

D 000000010000000000000004.00000020.backup.lzo
D 000000010000000000000004.120

D 000000010000000000000005.120

D 000000010000000000000006.00000020.backup.lzo

[ 000000010000000000000006.120

Puc. 10.3: ITanka WAL-joros Ha S3

Linel $ sudo -u postgres bash -c "envdir /etc/wal-e.d/env wal-e
--s3-prefix=s3://some-bucket/directory /or/whatever
backup-fetch /var/lib/postgresql/9.2/main LATEST"

Ine «LATEST» o3magaer BOCCTAHOBUTCS M3 IIOCJTEJHENO aKTyaJbHOIO
6okana (PostgreSQL B 3T0 Bpemsi J10/IKE€H OBITH OCTAHOBJIEH). st
BOCCTAHOBJICHUS U3 00Jiee MO3HEN Pe3epPBHON KOINN:

Kom 10.28 BoccranoBienne 3 MO3IHEN pPe3ePBHOIM KON

Linel $ sudo -u postgres bash -c¢ "envdir /etc/wal-e.d/env wal-e
--s3-prefix=s3://some-bucket/directory /or/whatever
backup-fetch /var/lib/postgresql/9.2/main
base. LONGWALNUMBER, POSITION NUMBER'

st mosrydeHust CHUCKa JIOCTYIHBIX PE3EPBHBIX KOINN €CTh KOMaH/Ia
«backup-list»:

Ko 10.29 Crimcok pe3epBHBIX KOIIHit

Linel $ envdir /etc/wal-e.d/env wal-e backup-list

name last modified expanded size bytes
wal segment backup start
wal segment offset backup start wal segment backup stop
wal segment offset backup stop

base 000000010000000000000008 00000032
2012-11-07T14:00:07.000%Z
000000010000000000000008 00000032

base 00000001000000000000000C 00000032
2012-11-08T15:00:08.000Z
00000001000000000000000C 00000032
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[Tocse 3aBepiienusi pabOTHI ¢ OCHOBHOI pPe3ePBHOIl KOMMeH i MOJTHOrO
BOCCTaHOBJIeHUsI HYKHO cantaTbh WAL-joru (4ro0bl jaHHBIE OOHOBUJIUCEH JI0
HOCJIETHErO COCTOsIHMsA ). J71st 9TOrO0 menosnb3yercs recovery.conf:

Ko 10.30 recovery.conf

restore_command = ’envdir /etc/wal-e.d/env
/usr/local /bin/wal-e wal-fetch "%f" "%p"’

[Tocne cozmanus storo daita Hy»kHO 3amycTuTh PostgreSQL. Yepes
HebOJIBINOo NHTEPBaJI BpeMeHnu 6a3a CTaHeT IOJIHOCTHIO BOCCTAHOBJICHHOM.

J171s1 yameHust crapbIX Pe3ePBHBIX KOMuil (M BOOOIIE BCEX) MCIOIb3YeTCs
KoMamia «delete»:

Kon 10.31 Ynanenne pe3epBHBIX KOIUIA

# ymajeHusI CTapbIXx O3KaIlOB CTapIie
base 00000004000002DF000000A6 03626144

$ envdir /etc/wal-e.d/env wal-e delete --confirm before
base 00000004000002DF000000A6 03626144

# ynaJieHuss BceX OKaIloB

$ envdir /etc/wal-e.d/env wal-e delete --confirm everything

Bes onmmn «confirms» KoMaHIbI 6yIyT 3aITyCKATCS U TIOKA3bIBATD, ITO OyIeT
YAAJISThCs, HO (haKTUIECKOTO yJaseHus He Oyjer npoussojurcs (dry run).

3akJjroyenue

WAL-E nomoraer aBromaru3upoBarh cOOp pesepBHbIx Koruii ¢ PostgreSQL
U XpaHUTh UX B JOCTATOTHO JICIIEBOM U HAJIEXKHOM Xpanuuiie — Amazon S3.

Barman

Ccblika: www.pgbarman.org

Barman, kak um WAL-E, mnossonser cosmars cucremy i 0O3Karma
n BoccraHoBieHns PostgreSQL  Ha o0OCHOBe HEIPepBIBHOIO PE3epBHOTO
KOIUPOBaHuA. Barman ucnosb3yer s XpaHeHns: 09KAIIOB OT/IC/IBHBIN cepBep,
KOTOPBIl MOXKET coOupaTh OIKAIbl KaK C OJHOIO, TaK W C HECKOJbKUX
PostgreSQL 6a3 maHHBIX.

YcTaHoBKa n HacCTpPOIKa

Paccmorpum mipocToM ciryuait ¢ omHuM K3eMinigpoM PostgreSQL (oxun
cepBep) U mycTh ero xoct Oyer «pghost». Harna 3ajada — aBroMaru3upoBaTh
cbop u XpaHeHHe 0IKANOB TON Gasbl Ha JIPYrOM cepiBepe (ero XocTb Gyjer
«brhost»). [lng B3aumojeiicTBust 3Tu JiBa cepBepa JOJKHBI ObITh TIOJHOCTD
orkpbiTel 10 SSH (moctyn 6e3 maposist, 1o kjrodam). Jlasg 910ro MOxKHO
ucrosib3oBaTh authorized keys dait.
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Koy 10.32 Tlposepka mojkioderus mo SSH

Line 1 # IlpoBepka mnojksrouenust ¢ cepsepa PostgreSQL (pghost)
- ssh barman@brhost
- # TlpoBepka mnojx/oueHusi ¢ cepBepa 6okanoB (brhost)
- ssh postgres@pghost

Jlasiee HYy>KHO yCTaHOBUTH Ha cepBepe i O69karoB barman. Cam barman
Hanuca Ha python n nmeer napy sapucumocteit: python 2.6+, rsync >= 3.0.4
u python 6ubsmoreku (argh, psycopg2, python-dateutil < 2.0 (st python 3.0
He HyeH), distribute). Ha Ubuntu Bce 3aBucuMocTi MOKHO TIOCTABUTH OJTHOM
KOMAaH/IOM:

Koz 10.33 Ycranoeka 3aBucuMocTeil barman

Line 1 aptitude install python-dev python-argh python-psycopg2
python-dateutil rsync python-setuptools

JlaJiee Hy»KHO yCTAHOBUTH barman:

Koz 10.34 Ycranoeka barman

Line 1 # tar -xzf barman-1.1.1.tar.gz
- # cd barman-1.1.1/
- 7 python setup.py build
- 7 sudo python setup.py install

Teneps mepeiiziem k cepsepy ¢ PostgreSQL. /It Toro, aro 661 barman mor
MTOJIKJII0YaTCs K 0a3e JIaHHbIX 0e3 mpodjieM, HaM HY?KHO BBICTABUTH HACTPOUKH
noctyna B KoHdurax PostgreSQL:

Ko 10.35 OrpemakTupoBarsh B postgresql.conf
Line 1 listen adress = ’'*’

Koy 10.36 Jlobasuts B pg_ hba.conf
Line 1 host all all brhost/32 trust

[Toce sTux uzmenenwnit HykH0 neperpy3uthb PostgreSQL. Temnepn moxkem
IIPOBEPUTH C cepBepa 09KaIoB mnoakaodenne Kk PostgreSQL:

Koz 10.37 IlpoBepka mogkaoYeHnst K Oase

Linel $ psql -¢ 'SELECT version ()’ -U postgres -h pghost
- version

- PostgreSQL 9.2.1 on x86_ 64-unknown-linux -gnu, compiled by
gcc (Ubuntu/Linaro 4.7.2-2ubuntul) 4.7.2, 64-bit
5 (1 row)

JlaJtee co3a/ MM IaIky Ha cepBepe ¢ O9KalaMu JIjId XPAHEHU TUX CaMbIX
09KAaIIOB:
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Kom 10.38 ITanka st XpaHeHus: 09KaIoOB

# sudo mkdir -p /srv/barman
# sudo chown barman:barman /srv/barman

st nactpoiiku barman coznaaum /ete/barman.conf:

Koy 10.39 barman.conf

[ barman |
; Main directory
barman home = /srv /barman

; Log location
log file = /var/log/barman/barman.log

; Default compression level: possible values are None
(default), bzip2, gzip or custom
compression = gzip

; 'main’ PostgreSQL Server configuration

[ main |
; Human readable description
description = "Main PostgreSQL Database"

; SSH options
ssh _command = ssh postgres@pghost

; PostgreSQL connection string
conninfo = host=pghost user=postgres

Cekrust «mainy (Tak Mbl HasBasm jyis barman wam PostgreSQL cespep)
COZIEPXKUT HACTPOKMW I mojk/odennst K PostgreSQL cepeepy m Gase.
[IpoBepuM HaCTpPOMKU:

Ko 10.40 IIpoeepka barman HacTpoek

# barman show-server main

Server main:
active: true
description: Main PostgreSQL Database
ssh command: ssh postgres@pghost
conninfo: host=pghost user=postgres
backup directory: /srv/barman/main
basebackups directory: /srv/barman/main/base
wals directory: /srv/barman/main/wals
incoming wals directory: /srv/barman/main/incoming
lock file: /srv/barman/main/main.lock
compression: gzip
custom compression filter: None
custom decompression filter: None
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retention policy: None

wal retention policy: None

pre backup script: None

post backup script: None

current xlog: None

last shipped wal: None

archive command: None

server txt version: 9.2.1

data directory: /var/lib/postgresql/9.2/main

archive mode: off

config file:
/etc/postgresql /9.2 /main/postgresql . conf

hba file: /etc/postgresql/9.2/main/pg hba.conf

ident file: /etc/postgresql/9.2/main/pg ident.conf

# barman check main
Server main:
ssh: OK
PostgreSQL: OK
archive _mode: FAILED (please set it to ’on’)
archive command: FAILED (please set it accordingly
to documentation)
directories: OK
compression settings: OK

Bce xoporrio, BoT Tosibko PostgreSQL nwe macTtpoen. s sroro Ha cepsepe
¢ PostgreSQL orpemakTupyem kKoudur 6asbr:
Koz 10.41 Hactpotika PostgreSQL

wal level = hot standby # archive mma PostgreSQL < 9.0
archive mode = on

archive _command = ’rsync -a %p

barman@brhost :INCOMING WALS DIRECTORY/%f ’

rie  «INCOMING WALS DIRECTORY» —  jgupekrtopust  Jijis
ckitapiBannss  WAL-j0ros. Eé wMoxkHO y3HATH H3 BBIBOJA KOMaH/IbI
«barman  show-server main» (cmorpu  smerumar  10.40,  Tyr  yKaszaHo
«/srv/barman/main/incomingy ). [Tociie wu3MeHEHMsT HACTPOEK HYZKHO

neperpy3uth PostgreSQL. Temeps mpoBepuMm cratyc Ha cepBepe OIKAIOB:

Koz 10.42 TIposepka

# barman check main

Server main:
ssh: OK
PostgreSQL: OK
archive mode: OK
archive command: OK
directories: OK
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compression settings: OK

Bcee roroso. [l jmobaBiiennsi HOBOro cepsepa IpOIELypy HoTpedyercs
[IOBTOPUTH, a B barman.conf 100aBUTh HOBBII cepBep.

Pabora

[Tonyuenue crimcka cepBepoB:

Ko 10.43 Crmcok cepBepoB

Line I # barman list -server
main - Main PostgreSQL Database

Bamyck cozmanust pesepBHoii kormmn PostgreSQL (cepsep ykasbiBaercs
HOCJIEJIHUM [apaMeTpPOM ):

Ko 10.44 Cosmanme 63Karma

Line 1 # barman backup main
Starting backup for server main in
/srv /barman/main/base /20121109T090806
Backup start at xlog location: 0/3000020
(000000010000000000000003, 00000020)
Copying files.
5 Copy done.
Asking PostgreSQL server to finalize the backup.
Backup end at xlog location: 0/30000D8
(000000010000000000000003, 000000D8)
Backup completed

Takyto 3ajatdy Jiydlne BBIIOJIHATh pa3 B CyTKU (I06ABUTH B Cron).
[TocmoTpeTh cimcok O9KAIoOB /I yKa3aHO Oa3bl:

Koy 10.45 Craucok 63Karos

Line 1 # barman list -backup main
main 20121110T091608 - Fri Nov 10 09:20:58 2012 - Size: 1.0
GiB - WAL Size: 446.0 KiB
main 20121109T090806 - Fri Nov 9 09:08:10 2012 - Size:
23.0 MiB - WAL Size: 477.0 MiB

Boutee nonpobrast nndopmaliis o0 BEIOpaHOil pe3epBHOI KOIUN:

Kom 10.46 ndopmaliis o0 BLIOPAHO PE3EePBHON KOITIH

Line 1 # barman show-backup main 20121110T091608
- Backup 20121109T091608:
Server Name : main
Status: : DONE
5 PostgreSQL Version: 90201
PGDATA directory : /var/lib/postgresql/9.2/main
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Base backup information:

Disk usage : 1.0 GiB
Timeline 1
Begin WAL : 00000001000000000000008C
End WAL : 000000010000000000000092
WAL number 7
Begin time : 2012-11-10 09:16:08.856884
End time : 2012-11-10 09:20:58.478531
Begin Offset : 32
End Offset : 3576096
Begin XLOG : 0/8C000020
End XLOG : 0/92369120

WAL information :
No of files 1
Disk usage : 446.0 KiB

Last available : 000000010000000000000093

Catalog information:
Previous Backup : 20121109T090806
Next Backup : - (this is the latest base backup)

Taxzke MoxkHO CKUMaTh WAL-/I0ru, KoTophble HAKAIIMBAIOTCA B KATAJIOrax
KOMAaHJION «Crony:

Ko 10.47 Apxusuposarune WA L-oros

# barman cron

Processing xlog segments for main
000000010000000000000001
000000010000000000000002
000000010000000000000003
000000010000000000000003.00000020. backup
000000010000000000000004
000000010000000000000005
000000010000000000000006

DTy KOMaHy Tpedyercs j100aB/siTh B cron. Jacrora BBITOJHEHUS JAHHON
KOMaH/Ibl 3aBUCAT OT Toro, Kak MuHOro WAL-joroB HakarmBaercst (dem
Gosbie GailioB - TeM JI0JIbIIE OHa BLINOJIHAETCS). Barman MoKeT CKHMAaThb
WAL-noru 4epes gzip, bzip2 miam JApyroil KOMIPeccop JAHHBIX (KOMaHJIbI
JUIsT CKATHA U PACIAKOBKH 3aJai0Tcd [depe3 custom compression filter u
custom__decompression _filter coorBercrBeHHO).

[l BocctanoBsiennst 6a3bl U3 OIKAIA UCIIOIB3YETCH KOMAH/IA «I€COVer»:

Ko 10.48 Boccranosiienue 0a3bl

# barman recover --remote-ssh-command "ssh postgres@pghost"
main 20121109T090806 /var/lib/postgresql/9.2/main
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- Starting remote restore for server main using backup
20121109T090806

- Destination directory: /var/lib/postgresql/9.2/main

- Copying the base backup.

5 Copying required wal segments.

- The archive command was set to ’false’ to prevent data
losses .

- Your PostgreSQL server has been successfully prepared for
recovery !

10 Please review network and archive related settings in the
PostgreSQL

- configuration file before starting the just recovered
instance.

- WARNING: Before starting up the recovered PostgreSQL server

- please review also the settings of the following
configuration

15 options as they might interfere with your current recovery
attempt:

- data directory = ’/var/lib/postgresql/9.1/main’
# use data in another directory

- external pid file =
"/var/run/postgresql /9.1 -main. pid’ # write
an extra PID file

- hba file = ’'/etc/postgresql /9.1/main/pg hba.conf’  #
host -based authentication file

20 ident file =
"/etc/postgresql /9.1/main/pg ident.conf’ # ident
configuration file

Barman moxkeT BoccTaHOBUTH 0a3y M3 pPe3epBHOIl KONUHM Ha Y/IaJ€HHOM
cepBepe depes SSH (mms sroro ecth omust  «remote-ssh-commands ).
Takske barman MozkeT BOCCTaHOBUTH 6asy wucnonbsys PITR!': maua sToro
UCHOJIB3YIOTCsT onnun «target-times (ykasbiBaercst Bpemsi) mwim «target-xid»
(id Tpanzakuum).

3aKJIroyeHue

Barman momoraer aBromMaTusupoBaTh cOOP U XpaHEHUE PE3EPBHBIX KON
PostgreSQL nanabIx Ha OTAEIBHOM cepBepe. YTUJINTa MPOCTA, MO3BOJISIET
XPAHUTH U Y00HO YIIPaB/IIThH O3KamaMn HeCcKObKNX PostgreSQL ceprepos.

Thttp://en.wikipedia.org/wiki/Point-in-time recovery

185



10.6. 3akiroueHue

10.6  3BakJsoyeHue

B mobom ciydae, ycuims W BpeMms, 3aTpadeHHbIe Ha  CO3JAHUE
ONITUMAJILHOM CHUCTEMBI CO3JIaHUs O9KAIOB, OY/yT ompaBjanbl. HeBo3MOXKHO
peJyrajarh KOrjia MpOu30iiyT mpobsieMbl ¢ 62301 JAHHBIX, IIO9TOMY OIKAIIBI
JIOJIKHBI ObITh HAacTpoeHbl i PostgreSQL (ocobenno, ecu 910 MpOIaKIIH
cucrema).
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Crparernu MacIiTabupOBAHUS J/Is]

PostgreSQL

To, 4T0 MBI Ha3bLIBAEM
3aMBICJIOM (cTparerueii),
o3Ha4daeT n30exKaThb OeICTBUA U
IIOJIYYIUTDH BBIT'OAY.

V-11351

B koHIIe KOHIIOB, BCe PeIaroT
JIIO/IM, HE CTPATErnH.

Jlappu Boccun

11.1 Bseuenue

Muorue paspabOTYNKN KPYITHBIX IMPOEKTOB CTAJKUBAIOTCHA C IIPOOJIEMOIT,
KOI'JIa OJINH €MHCTBEHHBIN cepBep 0a3bl JAHHBIX HUKAK HE MOYKET CIIPABHTCH
¢ narpyskamu. OueHb 4acTO TaKue IPOOJIEMbI MTPOUCXOJAT U3-38 HEBEPHOIO
IPOEKTUPOBaHMsI TpUJIoyKeHus (1yioxast crpykrypa BJl s npuioxkenus,
oTcyTcTBHE KemupoBanus).  Ho B JaHHOM ciydae IycTh y HaC €CTh
«UJIeAJTbHOE» TPUJIOKEHNE, JIJIsT KOTOPOro ONTUMu3upoBanbl Bee SQL 3arrpocsr,
HCIONIb3yeTcs  KemmpoBanne, PostgreSQL HacTpoen, HO Bce paBHO He
CIIpaBJIsgeTcs ¢ HArpy3Koil. Takas mpobsieMa MOYKeT BOSHUKHYTH KaK Ha dTalle
[IPOCKTUPOBAHNUs, TAaK U HA 3dTare pocta npuwioxkenus. U Tyt Bo3HuMKaer
BOIIPOC: KAKYIO CTPATErniO BBIOPATH IIPU BOSHUKHOBEHUN TIOI00HO CUTYAIUN !

Ecmm Bam 3aka39umk roTtoB KyNnuTh CyIEep CepBep 3a HECKOJIBKO ThICAT
JIOJIApOB (& MO Mepe poCcTa — JIECATKOB THUCSIY U T.JI.), YTOOBI COKOHOMUTH
BpeMs Pa3pabOTIMKOB, HO CIEIaTh BCe OBICTPO, MOXKETe JaJIbIlle 3Ty IJIaBy He
quraTh. Ho Takoil 3aKka3dnmk — MHMDUIECKOE CYIIECTBO M, B OCHOBHOM, TaKas
pobJieMa JIOXKUTCs Ha TJIeTH pa3pabOTINKOB.
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11.2. IIpobiiema uTeHUS JTAHHBIX

CyTb pob/IeMbI

Inga Toro, 4TO-ObI cjie/laTh KaKOM-TO BBIOOP, HEOOXOJUMO 3HATH CYTh
npobstembl. CyIecTBYIOT JiBa Mpejiesia, B KOTOPble MOTYT YTKHYThCS cepBepa
6a3 JaHHBIX:

e OrpanuveHne IPOITYCKHON CIIOCOOHOCTH YTEHUsI TAHHBIX;
e OrpaHudeHme MPOITYCKHOM CITOCOOHOCTHU 3AIIMCH JIaHHBIX;

[IpakTuveckn HUKOT/Ia HEe BO3HUKAET OJIHOBPEMEHHO JIBe MPOOJIEMBI, 110
KpaiiHe Mepe, 9T0 MaJIOBEPOITHO (ecyin Bbl KoHeuHO He Twitter uiu Facebook
numrere).  Ecam BAPYr Takoe MPOUCXOJAUT — BO3MOXKHO CHCTEMa HEBEPHO
CIIPOEKTUPOBaHA, 1 €€ Peajnu3aliiio CleyeT IepecMOTPETh.

11.2 Ilpobiema ureHus: JaHHBIX

O6bruno HaumHaeTcs 1pobJieMa ¢ YTeHHeM JaHHBIX, Korja CYDB/I me
B COCTOSHHHU OOECIeIUTh TO KOJUYIECTBO BBIOOPOK, KOoTOopoe Tpebyercsa. B
OCHOBHOM TaKO€ IIPOMCXOJIUT B OJiorax, HOBOCTHBIX JIEHTaX M T.J. XOUy
cpa3dy OTMeTUTh, YTO IOJ00HYIO IMpob/IeMy JIydIlle peIaTb BHEIPEHUEM
KeIMpOBaHUs, a MOTOM yiKe JyMaTh Kak MacirrabupoBars CYB/I.

Metopr perennst

e PgPool-II v.3 + PostgreSQL v.9 ¢ Streaming Replication — oriutumnoe
pellienre Jijisi MACIITAOMPOBaHUsS Ha UTeHue, 0oJiee TMOIPOOHO MOXKHO
O3HaKOMUTCH IIO CCBIJIKE. OCHOBHbIe npeuMyniecTBa:

— Huskas 3ajiep:kKa perimKaimn MezK Ly MacTepoM U CJIefiBOM

— [Ipou3BOANTENILHOCTD 3AIIMCH IIa/18€T HE3HATHTEIHHO

— Orkazoycroitausocts (failover)

— ILynbr coemaennit

— Wurennekryanbhas 6aaaHCHPOBKA HATPY3KU — IPOBEPKa 3a€PIKKI

PEIUIMKAIIMYA  MEeXKJ[y MacTepoM U cJjefiBoM (caM TmpoBepsieT

pg_current xlog location u pg last xlog receive location).
— Hobasnenue cieiis CYB /I 6e3 octanoku pgpool-11
[IpocToTa B HacTpoiiKe 1 0OC/IYKUBAHUN

e PgPool-IT v.3 + PostgreSQL ¢ Slony — aHa/JIOrM4HO IIpPEIbLIYIIEMY
pelienre, HO ¢ ucrojb3oBanneM Slony. OCHOBHBIE TPEUMYIIIECTBA:

Orkazoycroitansocts (failover)
[Lyner coeuuennii
WurennekryanibHas OaJaHCHPOBKA HAIPY3KU — IPOBEPKA 38,/ 1€ PIKKH

PEIIMKAIIA MEXKJy MACTECPOM U CJICHBOM.
— Hobasmenne cieiis CYB/I 6e3 octanoBku pgpool-11
— Moxkno ucrnionbzoBarh Postgresql nuzke 9 Bepcun

e Postgres-XC — mogapobHee MOKHO ITpoduTaTh B §5.3 TiaBe.
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11.3. IIpobiiema 3armcu JTaHHBIX

11.3 Ilpobiema zamucu JaHHBIX

O6bryHO Takass IpoOseMa BO3SHUKAET B CHCTEMAaX, KOTOPBIE ITPOU3BOJIAT
aHaJIn3 OOJIBIINX 00HEMOB JAHHBIX (HampuMmep Bamt anasor Google Analytics).
JlamHble aKTHBHO IUIITYTCSA U MAJIO TUTAIOTCS (M/IH INTAETC TOJBKO CyMapHbIi
BapUAHT COOPAHHBIX JIAHHBIX).

Metopr perennst

O iH W3 caMbIX IOIYJISPHBIX METOJOB pellleHre IpobjeM — pas3Mas3arh
HaArpy3Ky I10 BPEMEHH C TIOMOIIBIO CUCTEM Ovepe/iei.

e PgQ) — 510 cmcrema ouepeneii, paspaboranHas Ha Oase PostgreSQL.
Paspaborunkn — xommanus Skype. Ucnonb3yercs B Londiste
(mozpobree §4.4). OcobennocTn:

Bricokas IIPOU3BOAUTEIILHOCTD 6J1ar0ﬂap51 0COOCHHOCTAM

PostgreSQL
— OOrmast ouepesb, € MOJJEP:KKONW HECKOJIbKUX O0PabOTUYUKOB U

HECKOJIbKUX T'€HePATOPOB COOBITHIT
— PgQ rapanTupyer, dUTO KaxK/blii 0OpAOOTUYNK YBUJIUT KaXKJIOe

coOBbITHE, KAK MIHHUMYM OJIMH Pa3
CobbiTust jocrarorcs us odepeau «mnadkamu» (batches)

— Yucroe API ma SQL dbynkmmsx

— YI00HBIIT MOHUTOPUHT

Tak>ke MOXKHO BOCIOJIB30BATCA ele ojHoi yruamuToit — RabbitMQ@.
RabbitMQ — miardopma, peamusyiomias cucteMy 0OMeHa COOOIIEHUIMU
MeXKJy KOMIOHeHTamu mporpamMmuoii cucrembl (Message Oriented
Middleware) na ocuose cranmapra AMQP (Advanced Message Queuing
Protocol).  RabbitMQ Bbimyckaercs mnom Morzilla Public License.
RabbitMQ cosman ma ocHoBe wucmbiTanuoit Open Telecom Platform,
00eCIeInBAIONTNil  BBICOKYIO HAJIEXKHOCTH U [POM3BOJIMTEIHHOCTD
[IPOMBIIIIJIEHHOTO YPOBHSI U HAaIUCaH Ha si3bike Erlang.
e Postgres-XC — mnojpobHee MOXKHO IIPOYIUTATEH B §5.3 Iyiase.

11.4 3akioueHue

B nmannoii ritaBe mokasaHbl TOJBLKO IMapy BO3MOXKHBIX BAPHAHTOB PEIIeHUs
macmrabupoBanus PostgreSQL. Taxkux crpareruit cyiectByeT OrpomMHoe
KOJIMYECTBO M KazKJlad M3 HUX UMeeT KaK CHJIbHbIE, TaK W cJiabble CTOPOHDI.
Camoe BayKHOE TO, YTO BBIOOD ONTHUMAJIBHOW CTPATETMH MACIITaONPOBAHUS
JIJIs PEIieH st TOCTaBJIEHHBIX 38189 OCTAeTCsI Ha IIedaxX pazpabOTInKOB ¥/ Ui
agmunucrparopos CYB/I.

189



12

CoBeThl 110 pa3HbIM BOIIPOCAM
(Performance Snippets)

BricTpo HaliTn mpaBUIIBHBIT
OTBEeT Ha TPYAHBIA BOIPOC — HUA
C 4eM He CpaBHHIMOe
YIOBOJIbCTBHE.

Makc @pait. Ob6xopa-XoxoTyH

— Bompoc puropudeckuii.
— Her, HO OH TakuM KaxkeTcs,
[IOTOMY YTO Yy TeDsi HET OTBETA.

Hokrop Xayc (House M.D.),

ce3on 1 cepus 1

12.1 Bseuenue

WNuoria BO3HUKAIOT OUeHb HHTEpecHbIe TpodJieMbl 110 paboTe ¢ PostgreSQL,
KOTOpbIE TMIPU HaXOXKJIEHUU OTBeTa IOPAXKAIOT CBOEHl JIAKOHUYIHOCTDIO,
KpacoToii M MPOCTBIM HUCIIOJIHEHHEM (a MOXKeT W He IPOCThIM). B JlaHHOI
rJIaBe s eI coOpaTh WHTEPECHBIE METOJbl PEIeHNs Pa3HbIX MMPobJIeM, C
KOTOPBIMHU CTaJIKuBaioTcs Jioju mnpu pabore ¢ PostgreSQL. ¢ we siBisitoch
OFPOMHBIM CIEIUAJIUCTOM IO JIAHHOW TeMe, MOTOMY MHOTHE DeIlleHUs MHe
romorajin HaxouTh Jioju u3 PostgreSQL xombionuTu, a wHOrIa XBaTa o H
noucka 1o Murepuery.

12.2  CoBerbl

Pasmep 00bekToB B Oa3e JJaHHBIX

JlaHHBI 3a1POC TIOKA3bIBAET pasMep 00bEeKTOB B 6a3e JaHHbIX (HAIpUMep
TabJIAI U UHJIEKCOB).
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Ckauarsb snippets/biggest relations.sql

Line 1 SELECT nspname || ’.7 || relname AS "relation",
- pg size pretty(pg relation size(C.oid)) AS "size"
- FROM pg class C
- LEFT JOIN pg namespace N ON (N.oid = C.relnamespace)
5 WHERE nspname NOT IN (’pg catalog’, ’information schema’)
- ORDER BY pg relation size(C.oid) DESC
- LIMIT 20;

[Ipumep BBIBOIA:

Kom 12.1 ITouck cambix 6osbmux 00bekToB B B/1. IIpumep BbIBOIA

Line 1 relation \ size
e e e e e e e e e e e e e e e e e - - F e e -
- public.accounts 326 MB
- public.accounts pkey 44 MB

|
|
5 public. history | 592 kB
|
|
|
|

- public.tellers pkey 16 kB
- public.branches pkey 16 kB
- public. tellers 16 kB
- public.branches 8192 bytes

Pasmep cambIx OOJIBITIX TAOJINI]

JlaHubIii 3ampoc MOKa3bIBAaeT pa3Mep CaMbIX OOJIbIIUX Tab/uI] B Oa3e
JTAHHBIX.

Ckauarsb snippets/biggest tables.sql

Line I SELECT nspname || .’ || relname AS "relation",
- pg size pretty(pg total relation size(C.oid)) AS
"total size"
- FROM pg class C
- LEFT JOIN pg namespace N ON (N.oid = C.relnamespace)
5 WHERE nspname NOT IN (’pg catalog’, ’information schema’)
- AND C.relkind <> ’i’

- AND nspname !~ ’“pg toast’
- ORDER BY pg total relation size(C.oid) DESC
- LIMIT 20;

[Ipumep BBIBOJIA:

Koy 12.2 Pazmep cambix 6ombIinux Tadaum. [Ipumep BBIBOIA

Line 1 relation | total size
e e e e e e e e e = - + ____________
- public.actions | 4249 MB
- public.product history records | 197 MB
5 public.product updates | 52 MB


http://postgresql.leopard.in.ua/codes/snippets/biggest_relations.sql
http://postgresql.leopard.in.ua/codes/snippets/biggest_tables.sql

Line 1

Line 1

12.2. Cosersnl

public.import products | 34 MB
public.products | 29 MB
public. visits | 25 MB

«Cpennnit» count

JlaHHBII METO TO3BOJISET y3HATDH MPUOJIM3UTEIHHOE KOJUIECTBO 3aIuceit
B Tabaure. Jlyig orpoMHBIX TaOJIUIL 9TOT MeTOJ paboraeT ObICTpee, UeM
OOBIKHOBEHHBII count.

Ckauarsb snippets/count estimate.sql

CREATE LANGUAGE plpgsql;
CREATE FUNCTION count estimate (query text) RETURNS integer
AS §$%

DECLARE
rec record ;
rows integer;
BEGIN
FOR rec IN EXECUTE 'EXPLAIN ' || query LOOP

rows := substring (rec."QUERY PLAN" FROM ’
rows = ([[: digit:]]+) )

EXIT WHEN rows IS NOT NULL;
END LOOP;

RETURN rows;
END;
$$ LANGUAGE plpgsql VOLATILE STRICT;

[Tpumep:

Kon 12.3 «Cpennnii» count. Ilpumep

CREATE TABLE foo (r double precision);

INSERT INTO foo SELECT random () FROM generate series(1,
1000) ;

ANALYZE foo;

4 SELECT count (*) FROM foo WHERE r < 0.1;

count

92
(1 row)

# SELECT count estimate ( 'SELECT * FROM foo WHERE r < 0.17);

count estimate
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Y3HATH 3HAYCHUE [T0-YMOJTIAHUIO Y MOJIs B Tab/inIe

rZLaHHI)H';I METO/J, IIO3BOJIAET ngaTb 3Ha4YeHUue HO—yMOanHI/IIO y II0JId B
tabsune (3amanoe yepes DEFAULT).

Ckauarb snippets/default value.sql

Line 1 CREATE OR REPLACE FUNCTION ret def(text ,text,text) RETURNS

text AS $$
SELECT
COLUMNS. column _default :: text
FROM

5 information schema .COLUMNS
WHERE table name = $2
AND table schema = $1
AND column name = $3

$$ LANGUAGE sql IMMUTABLE;

[Tpumep:

Ko 12.4 Y3narp 3Ha4deHne 1Mo-yMo9anuio y mojs B Tabumie. [Ipuvep

Line 1 # SELECT ret def(’schema’,’table’, column’);

SELECT ret def(’public’,’image files’  ’id’);
ret def

nextval (’image files id seq’::regclass)
(1 row)

- SELECT ret def(’public’,’schema migrations’, version’);
10 ret def

CiaydgaliHoe 9mucjI0 U3 gualia3oHa,

JlaHHBIA METO/T IO3BOJISIET B3ATH CiIydaiiHoe(random) 4mciio u3 yKazaHoro
JranasoHa (11eJ10e Wi ¢ IJIaBaoIeil 3a1aToil ).

Ckauarb snippets/random from range.sql

Line 1 CREATE OR REPLACE FUNCTION random (numeric, numeric)
- RETURNS numeric AS

$3
SELECT ($1 + (%2 - $1) * random()) :: numeric;

$$ LANGUAGE ’sql’ VOLATILE;

[S2 BT

[Ipumep:
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Ko 12.5 Cayuaitnoe uncio u3 puanasona. [Ipumep

Line I SELECT random (1,10) ::int , random (1,10);
- random | random

5.11675184825435

~ O

(1 row

SELECT random (1,10) ::int, random(1,10);
random | random

10 7 | 1.37060070643201
. )

Anropurm Jlyna

Anropurm  Jlyma wmmm  dopmyna Jlymal — ajropuT™  BbIYHCICHHS
KOHTPOJIBHON 1ndPHI, TOJYYUBIIUNA MIUPOKYIO TOIMYJISPHOCTD. On
UCIIOJIB3YETCs, B YaCTHOCTH, IPU HMEPBUYHOI MPOBEPKE HOMEPOB OAHKOBCKUX
IJIACTUKOBBIX KapT, HOMEPOB cormaibuoro crpaxopanus B CIIA u Kanase.
Anroputm 66171 pazpaboran corpyaaukoM kommanuu «IBM» Xancom [lerepom
Jlynom m 3amarentoBaH B 1960 romy.

Konrposbuble 1umdpsl  Boobie u  ajroput™m JIyHa B 9acTHOCTH
peHA3HAYEHbI JJIs 3alllUThl OT CJAyYallHbIX ONIMOOK, a He IpeJHaMepPEeHHBIX
UCKAYKCHUH JIAHHBIX.

Asropurm Jlyna peanuzoan Ha uuctom SQL. O6parture BHUMaHUE, 9TO
9Ta peAM3als sIBJIAETCS TUCTO apuOMETUIeCKON.

Ckauarsb snippets/luhn _algorithm.sql

Line 1 CREATE OR REPLACE FUNCTION luhn verify (int8) RETURNS

BOOLEAN AS $$
-- Take the sum of the
-- doubled digits and the even-numbered undoubled digits ,
and see if
- -- the sum is evenly divisible by zero.
5 SELECT
-- Doubled digits might in turn be two digits. In
that case,
-- we must add each digit individually rather than
adding the
-- doubled digit value to the sum. Ie if the
original digit was
-- ‘6’ the doubled result was ‘12’ and we must add
‘1+27 to the
10 -- sum rather than ‘12°7.

thttp://en.wikipedia.org/wiki/Luhn_ algorithm
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MOD(SUM(doubled digit / INT8 '10’ + doubled digit
% INT8 ’107), 10) = 0
FROM
-- Double odd-numbered digits (counting left with
-- least significant as zero). If the doubled digits end up
-- having values
-- > 10 (ie they’re two digits), add their digits together.
(SELECT
-- Extract digit ‘n’ counting left from least
significant
-- as zero
MOD( ( $1::int8 / (10°n)::int8 ), 10::int8)
-- Double odd-numbered digits
* (MOD(n,2) + 1)
AS doubled digit
FROM generate series (0, CEIL(LOG( $1 ))::INTEGER -
1) AS n
) AS doubled digits;

$$ LANGUACE ’SQL’
IMMUTABLE
STRICT;

COMMENT ON FUNCTION luhn verify (int8) IS ’'Return true iff
the last digit of the
input is a correct check digit for the rest of the input
according to Luhn’’s
algorithm . ’;
CREATE OR REPLACE FUNCTION luhn generate checkdigit(int8)
RETURNS int8 AS $$
SELECT
-- Add the digits, doubling even-numbered digits
(counting left
-- with least -significant as zero). Subtract the
remainder of
-- dividing the sum by 10 from 10, and take the
remainder
-- of dividing that by 10 in turn.
((INT8 10’ - SUM(doubled digit / INT8 10’ -+
doubled digit % INT8 "10") %
INT8 "107) % INT8 ’107)::INT8
FROM (SELECT
-- Extract digit ‘n’ counting left from least
significant\
-- as zero
MOD( ($1::int8 / (10°n)::int8), 10::int8 )
-- double even-numbered digits
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* (2 - MOD(n,2))
AS doubled digit
FROM generate series (0, CEIL(LOG($1)) ::INTEGER -
1) ASn
) AS doubled digits;

$$ LANGUAGE ’'SQL’
IMMUTABLE
STRICT

COMMENT ON FUNCTION luhn generate checkdigit(int8) IS ’For
the input

value , generate a check digit according to Luhn’’s
algorithm ’;

CREATE OR REPLACE FUNCTION luhn generate(int8) RETURNS int8
AS $$%

SELECT 10 * $1 + luhn generate checkdigit ($1);

$$ LANGUAGE ’'SQL’

IMMUTABLE

STRICT

COMMENT ON FUNCTION luhn generate(int8) IS ’'Append a check
digit generated

according to Luhn’’s algorithm to the input value. The
input value must be no

greater than (maxbigint/10).";

CREATE OR REPLACE FUNCTION luhn strip(int8) RETURNS int8 AS
$3

SELECT $1 / 10;

$$ LANGUAGE ’SQL’

IMMUTABLE

STRICT;

COMMENT ON FUNCTION luhn_strip(int8) IS ’'Strip the least
significant digit from

the input value. Intended for use when stripping the check
digit from a number

including a Luhn’’s algorithm check digit.’;

[Tpumep:

Ko 12.6 Ayropur™m Jlyaa. ITpumep

Select luhn verify (49927398716) ;
luhn verify
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Line 1
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Select luhn verify (49927398714);
luhn verify

Bribopka 1 copTHpPOBKa 10 JJAHHOMY HaOOPY JAHHBIX

Buibop mamHBIX 1O OmpejiesieHHOMY HA0OPY JAHHBIX MOYKHO CJle/IaTh
¢ momotnbio obbikHOBeHHOrO IN. Ho Kak cienarh mojo0HyI0 BBIOOPKY U
OTCOPTHPOBATH JIAHHBIE B TOM K€ TIOPsIJIKe, B KOTOPOM IIepe/iaH Habop JIaHHBIX.
Harmpumep:

Han wabop: (2,6,4,10,25,7,9) HyKkHo mosyunTh HaiiJeHHBIE IaHHBIE B
TaKOM zKe Topsjke T.e. 22266 4 4

Ckauars snippets/order like in.sql

SELECT foo.* FROM foo

JOIN (SELECT id.val, row number() over () FROM
(VALUES(3) ,(2) ,(6) ,(1) ,(4)) AS

id (val)) AS id

ON (foo.catalog id = id.val) ORDER BY row number;
e
VALUES(3),(2),(6),(1),(4) — nam mabop jaHHbIX
foo — Tabsuna, u3 KOTOPOit MIET BHIOOPKA

foo.catalog id — mose moO KOoTOpOMY wWIIEM HaOOp JAHHBIX (3aMeHa
foo.catalog id IN(3,2,6,1,4))

Kyaiin, 3ammpoc KOTOpbIii BBIBOJUT caM cebsI

Kyaitn, kBaitn (anri. quine) — KOMIbIOTepHas IporpaMma (JacTHBIN
crydail MeTarrporpaMMIPOBaHNs ), KOTOPAst BBIIAET HA BBIXOJIE TOYHYIO KOIIHIO
CBOEr0 MCXOJHOI'O TEKCTA.

Ckauarb snippets/quine.sql

select a || 7 from (select ’ || quote literal(a) || b || 7,
" || quote literal(b) || ’::text as b) as quine’ from
(select ’'select a || '’ from (select '’ || quote literal(a)
[ b || 77, 7" || quote literal(b) || ’’::text as b) as

quine’’’::text as a, ’::text as a’::text as b) as quine;

Yekopsiem LIKE

ABTOKOMILTUT — OYeHb MOy IsipHas puinka B web cucremax. Peammsyercs
s1o npoctbiM LIKE «some%», roe «some» — TO, 9TO HOJL30BATENb YCIIE

197


http://postgresql.leopard.in.ua/codes/snippets/order_like_in.sql
http://postgresql.leopard.in.ua/codes/snippets/quine.sql

12.2. Cosersnl

Beectu. [Ipobiiema B TOM, 9TO M OrpoMHOi#T Tab.uie (HATpUMep TabJInIA TEroB)
Takoil 3ampoc Oy/1eT 0OYeHb MeJIJICHHBIN.

Hna yexopenus sampoca tuna <«LIKE 'bla%’» moxknO wmcnonb3oBarhb
text pattern ops (wmm varchar pattern ops ecsm y moste varchar).

Ckauarb snippets/speed like.sql
prefix test=# create table tags (

prefix test(# tag text primary key,
prefix test name text not null
prefix test(# shortname text,

status char default 'S’

prefix test

prefix test check( status in (’S’, 'R’) )

prefix test(# );

NOTICE: CREATE TABLE / PRIMARY KEY will create implicit
index "tags pkey" for table "tags"

CREATE TABLE

prefix test=# CREATE INDEX i tag ON tags USING
btree (lower(tag) text pattern ops);

CREATE INDEX

(#
(
prefix test(#
(#
(#

prefix test=# create table invalid tags (

prefix test(# tag text primary key,
prefix test name text not null,
prefix test(# shortname text,

status char default ’S’,

prefix test

prefix test check( status in (’S’, 'R’) )

prefix test(# );

NOTICE: CREATE TABLE / PRIMARY KEY will create implicit
index "invalid tags pkey" for table "invalid tags"

CREATE TABLE

(#
(
prefix test(#
(#
(#

prefix test=# select count(*) from tags;
count

prefix test=# select count(*) from invalid tags;
count
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- # EXPLAIN ANALYZE select * from invalid tags where
lower (tag) LIKE lower(’0146% ") ;

40 QUERY PLAN

- Seq Scan on invalid tags (cost=0.00..265.49 rows=60
width=26) (actual time=0.359..20.695 rows=1 loops=1)

- Filter: (lower(tag) ~~ ’0146% :: text)

- Total runtime: 20.803 ms

45 (3 rows)

- # EXPLAIN ANALYZE select * from invalid tags where
lower (tag) LIKE lower(’0146% ) ;
) QUERY PLAN
50 Seq Scan on invalid tags (cost=0.00..265.49 rows=60
width=26) (actual time=0.549..19.503 rows=1 loops=1)

- Filter: (lower(tag) =~ ’0146%’ ::text)
- Total runtime: 19.550 ms
- (3 rows)

ot

5 # EXPLAIN ANALYZE select * from tags where lower(tag) LIKE
lower ( 70146% ") ;
: QUERY

- Bitmap Heap Scan on tags (cost=5.49..97.75 rows=121
width=26) (actual time=0.054..0.057 rows=1 loops=1)

- Filter: (lower(tag) =~ ’0146%’ ::text)

60 -> Bitmap Index Scan on i tag (cost=0.00..5.46 rows=120

width=0) (actual time=0.032..0.032 rows=1 loops=1)

- Index Cond: ((lower(tag) “>=" 0146’ ::text) AND
(lower (tag) ~<7 701477 ::text))

- Total runtime: 0.119 ms

- (5 rows)

65 # EXPLAIN ANALYZE select * from tags where lower(tag) LIKE
lower ( 70146% ) ;
- QUERY

- Bitmap Heap Scan on tags (cost=5.49..97.75 rows=121
width=26) (actual time=0.025..0.025 rows=1 loops=1)

- Filter: (lower(tag) =7 ’0146% :: text)

70 -> Bitmap Index Scan on i tag (cost=0.00..5.46 rows=120
width=0) (actual time=0.016..0.016 rows=1 loops=1)

- Index Cond: ((lower(tag) ~>=" ’0146’::text) AND
(lower (tag) ~<~ 701477 ::text))
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- Total runtime: 0.050 ms
- (5 rows)

[Touck ay0/IMKATOB MHJIEKCOB

3arpoc HaXOIUT HECKOJIBKO WHJIEKCHI, CO3JaHble HA OJWHAKOBBLII HabOp
CTOJIOIOB (MH/IEKCHI 9KBABAJICHTHDI, 8 3HATHT OECIIOJIC3HBI ).

Ckauars snippets/duplicate indexes.sql

Line 1 SELECT pg_size pretty(sum(pg relation size(idx)):: bigint)

AS size

- (array agg(idx))[1] AS idx1, (array agg(idx))[2] AS
idx2 |

- (array agg(idx))[3] AS idx3, (array agg(idx))[4] AS
idx4

~ FROM (

SELECT indexrelid :: regclass AS idx, (indrelid::text
|[|E’\n’ || indclass::text |[|E’\n’|| indkey::text ||E’\n’]|]

ot

coalesce (indexprs::text,’ ) ||E'\n" ||
coalesce (indpred ::text,’’)) AS KEY

- FROM pg index) sub

- GROUP BY KEY HAVING count (*)>1

- ORDER BY sum(pg relation size(idx)) DESC;

PaBMep 1 CTaTUCTUKa HCIIOJIb30BaHNA NHIIECKCOB

Ckauarb snippets/indexes_statustic.sql

Line 1 SELECT
- t.tablename ,
- indexname ,
- c.reltuples AS num_rows,
9]
pg size pretty(pg relation size(quote ident(t.tablename)::text))
AS table size,

pg size pretty(pg relation size(quote ident(indexrelname) ::text))
AS index size

- CASE WHEN x.is unique = 1 THEN 'Y’

- ELSE ’'N’

- END AS UNIQUE,

10 idx _scan AS number of scans,

- idx tup read AS tuples read,

- idx _tup_ fetch AS tuples fetched

- FROM pg tables t
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- LEFT OUTER JOIN pg class ¢ ON t.tablename=c.relname
15 LEFT OUTER JOIN
- (SELECT indrelid |,
- max (CAST(indisunique AS integer)) AS is unique
- FROM pg index
- GROUP BY indrelid) x
20 ON c.oid = x.indrelid
- LEFT OUTER JOIN
- ( SELECT c.relname AS ctablename, ipg.relname AS
indexname, x.indnatts AS number of columns, idx scan,
idx _tup_ read, idx_ tup_ fetch,indexrelname FROM pg index x
- JOIN pg class ¢ ON c¢.oid = x.indrelid
- JOIN pg class ipg ON ipg.oid = x.indexrelid

25 JOIN pg stat all indexes psai ON x.indexrelid =
psai.indexrelid )

- AS foo

- ON t.tablename = foo.ctablename

- WHERE t .schemaname="public’
- ORDER BY 1,2;
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