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MPEANONATAEMAS AYOUTOPUS

IanHas kKuura paccunutana Ha UT-creimannucros, paboraoumnux ¢ GNU/
Linux ¥ skejaiolux MO3HAKOMUTHCSI C TEXHOJOTUSIMM KOHTEiHepOB
u cucTemoit opkectpauuy Kubernetes.

OT unTaTens TpebyroTcs 6a30Bble HABBIKY PAOGOTHI C OMEePaLIIOHHO
cuctemoit GNU/Linux. YMeHue pab0oTaTh B KOMaHIHOM CTPOKe U 3HA-
HMe ocHOBHBIX KoMaH GNU/Linux 06s13aTe/IbHbI.
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8 Mpeauncnosue

O YEM 3TA KHUTA

KHura cocTouT 13 BOCbMM IVIaB ¥ 3HAKOMMUT UMTATENSI C MexaHM3Ma-
MU, obecrieunBamIMMU paboTy KoHTeltHepoB B GNU/Linux, ocHOBa-
MM paboThI ¢ KOHTeltHepamu Tipu momolnu Docker 1 Podman, a Taxke
CUCTeMOIt opkecTpupoBaHus KoHTeltHepoB Kubernetes. I[ToMumo 3To-
ro, KHUTa 3HAKOMUT C OCOOEHHOCTSIMM OJTHOTO M3 CaMbIX ITOITY/ISIPHBIX
muctpubyTBoB Kubernetes — OpenShift (OKD).

I'maBa 1. BBegenune B KoHTeliHepbl GNU/Linux

IMepBas r7aBa BBOIUT YMTATENS B IIPEIMETHYIO 00/1aCTh ¥ MICTOPUIO
TexHojoruit Kouteitnepos B GNU/Linux. Takke 06CYsKIAeTCST apXUTEK-
Typa «IBVKKa» Docker. B 9T071 I1aBe uMTaTeNb CO3aeT 1a60PaTOPHbIN
crenp u ycraHaBiauBaeT Docker B GNU/Linux Ha mpumMepe AUCTPpUOY-
tuBa CentOS 7.

I'maBa 2. OcHOBBI pa6oThI ¢ KOHTeliHepamu Docker

Bo BTOpOI1 I71aBe uMTaTelbh ITI03HAKOMUTCSI C 6a30BBIMM OTI€paLIVsI-
MM ¥ OCHOBHBIMM KoMaHmamu yTwinTbl docker. PaccMoTpeHbI Takue
TeMbI, KaK IMOJCK 00pa30B KOHTETHEPOB U Tery, 3aITyCK KOHTeTHepOB,
yIpaBjIeHMe COCTOSTHIMEM KOHTETHEPOB U UX U301, paboTa ¢ Xpa-
HWINILEM, CEThIO U PEECTPOM.

I'maBa 3. Co3gaHue KoHTeliHepoB nmpu oMoy Dockerfile
B aroi1 rmaBe o6cykmaeTcs haiia MHCTPYKLMIA Iist COOPKM KOHTENi-
HepoB Dockerfile 1 cam npouecc co3gaHust HOBbIX 06Pa30B.

I'maBa 4. Pa6oTa c koHTeliHepamu Docker 6e3 nBimskka Docker

B maHHOII [IaBe pacCMaTPMBAIOTCS MHCTPYMEHTBI, M3HAYAIbHO pas-
paboTaHHbIe [JIS aJbTePHATUBHOM CPeIbl VICIIOJTHEHNS KOHTEIHEPOB
CRI-O: podman, buildah 1 skopeo. Bce Tpu yTvaINThI He TPeOYIOT HAM -
uysl 3aIyIeHHOro AeMOHa 1 He3aBucuMbI oT Docker.

I'maBa 5. BBemenue B Kubernetes 1 yctaHOBKa Kiaacrepa

B mgTOoi1 r1aBe unTaTe/ib MO3HAKOMUTCS C apPXUTEKTYPO CUCTEMbI
opkecTpanuyu KoHTeiiHepoB Kubernetes u cosmacTt kiacrep, COCTOSI-
MU U3 Tpex Y3JIOB, IS MOCIeYoMUX SKCIIePMMEHTOB B ITpoiiecce
0byJeHus.

I'maBa 6. OcHoBbI pa6oTsl ¢ Kubernetes

B maHHOI1 m1aBe omycaHbl OCHOBHbIe 06beKkThl Kubernetes. Unra-
TeJIb Ha TIPaKTMKe MO3HAKOMUTCS C co3faHueM pod-momysieir, BHeI-
peHMit 1 ux MacutabupoBaHueM. PaccMoTpeHa pabora ¢ TOMaMu
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M 3aIipocaMy Ha TTOCTOSTHHbIE TOMA, a TaKKe CeKpeThbl, KAapThl KOHK-
rypatuu u cepucekl Kubernetes.

I'maBa 7. PacmimpenHbie BO3MoKHOCTH Kubernetes

CenmpMasi TJIaBa 3HAKOMUT C KOHTposuiepamu StatefulSet, Daemon-
Set, Job 1 CronJob. Taxxke paccmoTrpeHa pa6ota c Ingress u Ingress
Controller.

I'masa 8. 3uakomcTBO ¢ OpenShift u OKD

B maHHOI m1aBe uMTaTeab 3HAKOMUTCS C OOHUM U3 TOIYJISIPHBIX
muctpubyTuBoB Kubernetes, paspabaTsiBaeMbIx KoMmaHuei Red Hat, —
OpenShift/OKD. /Taetcst cpaBHeHne OpenShift u Kubernetes, rmokasa-
Ha yCTaHOBKA TECTOBOI Cpefbl IMpY MOMOIIY KOMaHAbI oc cluster up,
" TIPOJeMOHCTPMpPOBaHa paboTa ¢ OCHOBHBIMM 00bekTaMy OpenShift.



asa 1.

BBEOAEHUE
B KOHTEMHEPbI GNU/LINUX

B nepBoii I71aBe MbI ITOTOBOPYUM 00 MCTOPUM TEXHOJIOTHMIT KOHTEITHEPOB
B GNU/Linux 1 apxuTeKType «IBWxXKa» Docker.

OTAMYMA KOHTEAHEPOB OT BUPTYAJIM3ALIMM

B ommmune oT «BepTUKaJIbHOTO» abCTparupoBaHMsl B CIydae BUPTYa-
JIM3alMy, KOHTeMHEepbl, B YaCTHOCTM KOHTeliHepsl Docker, ¢ paccMoT-
peHMs KOTOPBIX Mbl HAYHEM, O00eCIeuMBalOT «TOPM30HTATbHOE»
pasbueHMe OMepanyioOHHON CHCTEMbI Ha OTHe/NbHbIE M30JMPOBAHHbBIE
OKpYKeHMsI. 3a CYeT TOTO, UTO B KaKIOM KOHTEelHepe, B OTINYKe
OT BUPTYyalIM3aluu, 00XOmSITCsT 6e3 MCIIOIb30BaHMs OTHEIbHOIO 9K-
3eMIUIsIpa ONepalyiOHHON CUCTeMbl, 3HAUMUTENbHO HIMKe HaKJaJHble
pacxonbl. MMHYCOM SIBJISIETCS TOT (DAKT, UTO BBl HE CMOKETE HA OJJHOM
y3Jie B KOHTeliHepax 3aIlyCKaTh pa3Hble OorepalyiOHHbIe CUCTEMBI, Ha-
npumep Windows 1 GNU/Linux.

Taxoke HEOOXOAMMO OTMETUTb, UTO 3a4ACTYI0 KOHTEeTHEPbI UCITONb-
3YIOTCSI TIOBEPX BUPTYaIbHbIX Malll{H, KOTOPbIe MOTYT pacioiaraTbCs
KaK B YACTHOM, TaK U B ITyOJIMYHOM OOJIaKe.

WTak, KOHTeliHepbl 006eCIeuMBaIOT YaCTh IIPEUMYIIECTB BUPTYallb-
HbIX MalllMH, TIPY 3TOM MCIIO0/Ib3ysl MEHbIIIe amlapaTHbIX PecypcoB.
[IpeumyiiecTBa UCIOAL30BaHMS KOHTEIIHEPOB, 10 CPaBHEHMIO C BUP-
TyaJIbHBIMUM MalllMHAMU, CIeAYIOINE:

TOPU30HTATbHAS U3OJISILIVSI IPUIIOXKEHMUIA;

MeHbIIIMe HaK/IaJHble PacXOdbl HA MHPPACTPYKTYPY;

M30JISILMSI He Ha YPOBHE OlepalliOHHON CUCTeMbI, a Ha YPOBHe
OKPYKeHUST TPUJIOKEHUST (He0OX0aMMbIe GMOINOTEKM);
CKOPOCTb DPa3BepThIBAHMS MPWIOKEHUIT U CKOPOCTh Iepes3a-
ITyCKa TPUJIOKEHUIA;

napaJiieJibHast paboTa HeCKOJIbKUX OKPY>KEHMI OIHOTO MPUIIO-
SKeHUST;

©C O 000
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O «BUpTyaIM3aIMs TPUIOKEHUIT» — HE3aBUCUMOCTD TIPUIOKEHUS
OT OIepalYIOHHO CUCTeMbI ¥ 6UOIMOTEK, UTO YIIPOIIAET OGHOB-
JIEHUSI ¥ TeCTUPOBAHMUE;

O BO3MOXHOCTb MEPEeNCIIONb30BaHMs OTHOTO U TOTO K€ KOHTel-
Hepa /151 HeCKObKUX IMPUIOKEHM Ha OJTHOM y3JIe.

[Tpu MCIIONb30BaHMM KOHTEITHEPOB, 1 KOHTeliHepoB Docker B uacT-
HOCTY, HY’KHO MMEeTb B BUIY CJIEYIOIIe COOOPaskeHMSI :

O Docker MoxeT SBISITBCSI OCHOBOI i1 067aKka, paboTariero
1o cepBUCHOI Moneny PaaS, Ho caM 110 cebe He SIBASIETCS TAKUM
o6nakoM. TIpumepsl 06mauHbIX maTdopm mogenu PaaS: Cloud
Foundry, Red Hat OpenShift (OKD);

O x0T4 ¢ TexHMUeCKOI ToukM 3peHust Docker Bcero nuiib MeHsIET
CII0CO6 YIIaKOBKM MPUJIOXKEHMIA, ITO MOKET IOBJIeUb 3a C06O0ii
M3MEeHeHMe apXUTEKTYPbI IPUTOKEHNS ;

O KOHTelfHepbl — 3TO He NMPOTUBOIIOCTaBIEHME BUPTyaIN3aALUMN.
KoHTeliHepbl MOTYT M JOBOJIBHO YacTO 3aIlyCKalTCS BHYTPU
BUPTYaJbHBIX MallMH. B KauecTBe NnpumMepa MOXKHO NPUBECTU
PaaS OpenShift Online, B KOTOpOM KOHTeliHEPBI PA6OTAIOT BHY-
Tpu MHPpPacTpyKTypsl laaS Amazon.

Bce kOHTeliHepbl HA OJTHOM y3Jjie MUCIOAb3YIOT OAHO U TO XK€ SIAPO
orepalMoHHO cucteMbl. C TOUKM 3peHUsI siipa OIepalMiOHHOM CuC-
Tembl GNU/Linux, He CyIlleCTByeT TaKOTO MOHSITHSI, KaK «KOHTeliHep».
Konreiinepsl — 3T0 mpocto mpoileccbl GNU/Linux, Mcmonab3ymoiine
CTaHJIapPTHbIE MeXaHU3MbI U3OJISIUA SIApPA.

Ha6op yTmimT, obecrneunBaiomyx paboTy ¢ KOHTeifHepaMu, Ha3bl-
BaeTCs «IBMKKOM» (container engine), a ero 4acTh, OTBeJaroIias 3a 3a-
ITyCK ¥ MOHUTOPMHT KOHTEIHEepPOB, — CPe/ioil BhIMOIHEeHMS (container
runtime). Mbl HaUHEeM pacCMOTpeHMe KOHTelHepoB C ABMkKa Docker,
OIIHAKO B Ja/ibHelIIeM, Korja nepeitmeM k Kubernetes, Takke mo3Ha-
KoMuMcs ¢ anbrepHaTuBoli — CRI-O. Cpena BeINOMTHEHMS IPUCBAUBAET
KOHTeifHepaM coOcTBeHHbIe uaeHTUuduKaTops! (ID), HO 9TOT YPOBEHD
abCTpaKIMy HUYEro He 3HAUUT IJIST SIpa OMepalMOHHOM CUCTEMBI.
IBUKOK KOHTEHEPOB TaKKe IpefoCcTaB/seT Takue Mmoje3Hble Belllu,
KaK BO3MOXXHOCTb JMaTrHOCTUKM U 3aITyCKa TOTIOTHUTENbHBIX MPOIec-
COB B TOM ke CaMOM OKDPY>XeHIM KOHTeliHepa, CChIJIasiCh Ha ero uaeH-
TudumKaTop.
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Uctopna Docker

ToTOBBIE K MPOMBILIJIEHHOMY IIPMMEHEHMI0 KOHTEHEPDbI HAa OTKPbI-
ThIX TexHO0TMsIX B GNU/Linux mosiBUINCH II03Ke, ueM MexaHu3M Jails
Bo FreeBSD (2000 rox) mim Zones B Solaris (2005 rom). [Tonroe Bpemst
camoii n3BectHol B GNU/Linux KOHTeliHepHOI TeXHOJIOTH1e OCTaBaJI-
Cs1 KOMMepueckuit mponyKT Virtuozzo (c 2001 roma) komnaHuy, B pas-
Hble rogbl HasbiBaBuieiicss Swsoft, Parallels u Odin. Yacts Koga Virtu-
0zz0 6bu1a oTKpbITa B 2005 roxy B Buge npoekra OpenVZ. IIpumepHo
C TOTO ke BpeMeHM pa3BMBaeTcs MpoekT Linux-VServer, Tpebyonmii
naTyeii K apy Linux (wyneBas Bepcus nosismiack B 2001 rogy).

B 2006 romy rostBUICS MeXaHM3M cgroups (OT aHI/I. control groups —
pecypcHble, WM KOHTPOJIbHbIE, IPYIIbI) KaK peAyu3aiiH CyllecTBYIO-
1meit TexHosoruu cpuset (mogpobHee o cpuset B 6yoTe aBTOpa KHUTHU
B 3ameTke 2009 ropa [1]). B 2008 romy nmosiBM/INCH MO/Ib30BaTENbCKME
MIPOCTPAHCTBAa MMEH, KOTOpble CTa/IM ellje OLHOV COCTAaBHOI 4acTblO
koHTeliHepoB GNU/Linux. [Tpo KOHTpOJbHBIE TPYIIbI ¥ TPOCTPAHCTBA
MIMEeH Mbl [IOTOBOPUM Jajiee B KHUTE.

B 2008 rogy nakeHepamyu IBM 6511 MHMIIMMpoBaH mpoekt LXC, Ko-
TOPBIi JOATOE BpeMs B IEPBYIO OYepeb aCCOLMMPOBAJICS C OTKPBIThI-
mu KoHTeliHepamu GNU/Linux B IIpoTUBOBeC IporpueTapHomy Virtu-
0zzo. IlepBas Bepcus LXC Bbliiwia Tonbko B 2014 ropy, 1oayyms B TOM
yucie TMOAJEPXKKY CUCTEMBI MaHAATHOTO KOHTposs mocryna (MAC)
SELinux.

B urone 2015 roga Linux Foundation aHoHcHpoBasia 3amyck HOBOTO
npoekTa Open Container Project (OCP) [21], KOTODBIi1 IpU3BaH ycTa-
HOBUTH 001IMe CTAaHAPTHI 1 06ecrieuynTh QyHIAMEHT COBMeCTUMOCTH
ILIST TIPOJO/DKEHMST Pa3BUTHMSI KOHTeTHEePHBIX pellleHnit 6e3 manbHeli-
meit dparmeHTaluu 3Toro HanpasiaeHus. aunmatusy OCP nogmep-
SKaJIM MHOTMe KpyIHble KOMIAaHMUM M OpraHu3anuu, Cpeayu KOTOPBIX
MOXXHO YroMsHYyTh Amazon Web Services, Apcera (B manbHelilieMm
KoMmaHus morioileHa Kommnanueit Ericsson), Cisco, CoreOS (morio-
meHa komnanmeii Red Hat), EMC, Google, HP, IBM, Intel, Microsoft,
Red Hat (Teneps nmpunagyieskut IBM), VMware u ip. B kauecTBe OCHOBBI
Open Container Project BbICTYIIWIN B 3HaUUTENbHON CTeN€HM Hapa-
60TKM rpoekTa 1 Kommanuu Docker.

Ha nacrosinmit momeHnT OCI rogaep>kuBaeT aBe crielnupuKamn:

O cnenudukanms cpedsl BhINOMHEHMS (runtime-spec);
O cnenudukaims o6pa3oB KOHTeITHePOB (image-spec).
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B utose 2015 roma 6bl1a BINYyIeHA ITepBasi BEPCHst CCTEMbI OPKECT-
panuu KoHTeliHepoB Kubrnetes, u KpaTKuii 5KCKypC B MCTOPUIO MbI
MPOJO/IKMM B COOTBETCTBYIOIIIEN TIaBe.

APXUTEKTYPA DOCKER

Docker wuCHoOMb3yeT KIMEHT-CEPBEPHYI0 APXUTEKTYPY U COCTOUT
u3 KiImeHTa — yTuiauTbl docker, KoTopas obpamiaeTcsi K cepBepy Ipu
nomorniu REST API, u nemoHna B omnepauyonHoi cucreme GNU/Linux
(dockerd). Xotst Docker pa6oraet u B ominuHbix oT GNU/Linux onepa-
IIMOHHBIX CUCTEMAaX, B 9TOI KHUTe OHU He pacCMaTPUBAIOTCSI.

- % 0

penSUSE. centos  ubuntu

O6pasbl

- M%B nfﬁdc

| <0

% deic - E& Cepsuc Docker j
ocker

- a OnepauMOHHasA cUCTeMa
JINeHT Host OS
g ( )

s

@)V Konteiinep
v KoHTeiiHep
@V Koureiinep

Peectp

Ysen Docker

Puc. 1.1 « Apxutektypa koHTeiHepos Docker B GNU/Linux

OcHoBHbIe KOMITOHeHThI Docker:

O KoHTeliHepbl — M30JMPOBAHHbIE MPU ITOMOIIM TEXHOIOTUM
OIepalMOHHO} CUCTEMBI M0JIb30BaTeIbCKME OKPY>XXeHUS, B KO-
TOPBIX BBIIOJHSIOTCS TpuioxkeHus. [Ipoiile Bcero mpaTh omnpeze-
JieHue KoHTeliHepy Docker Kak 3amyIieHHOMY 13 o6pasa Ipu-
JIo)KeHM10. KcTaTy, MUMeHHO 3TUM UAEO0IOTUYECKM U OTINYaeTCs
Docker, nampumep, or LXC (Linux Containers), XOTsI OHU MC-
TIOJIB3YIOT OJHM U T€ JKe TeXHOJOoruu siapa Linux. Paspaborunku
rpoekTa Docker McIioBemyIOT IPUHIUIL: ONVH KOHTEITHEP — 3TO
OIIHO MPWJIOXKEHNUE;

O o006pa3pl — JOCTYIIHbIE TOABKO AJISI YTeHMS MAGI0HBI MPUIIO-
skeHuii. TToBepx CylIecTBYIONIMX 06pa3soB MOIYT A006aBISIThCS
HOBbl€ YPOBHM 00DPa30B, KOTOpPble COBMECTHO ITPECTaBJISIOT
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(aitnoByto cucteMy, U3MeHSISI MU TOTIOMHSIS TIPEeIbIYIINIA yPO-
BeHb. OOGBIYHO HOBBINI 06pa3 co3maeTcst 6O NPy TTOMOIIM CO-
XpaHEeHNs yyKe 3aMyIeHHOTO KOHTelfHepa B HOBbII 06pa3 MmoBepx
CYILIECTBYIOILIETO, IGO0 TTPU TTOMOIIM CITeIMATbHBIX MHCTPYKIIMIA
g yrwinTsl Dockerfile. [y pasgeneHusi pa3aMyHbIX YPOBHEN
KOHTeliHepa Ha ypoBHe (aiyioBOi CUCTEeMbI MOTYT MCIIOIb30-
BaThcst UnionFS, aufs, btrfs, vfs, OverlayFS u Device Mapper;

peecTpsl (registry), comepskaiiye pernosuTopun (repository) 06-
pasoB, — ceTeBble XpaHmIuia 06pa3oB. MoOryT GbITh KaK IIPUBAT-
HBIMM, TaK ¥ 0611eA0CTYITHbIMY. CaMbIM M3BECTHBIM PEECTPOM
saBnsietcs Docker Hub [3]. B kHure Takke yIIOMMHAIOTCS PENO3U-
TOpUM, coepKaiiye rpm-makeTbl. C HUMM pabOTAIOT KOMAaH/IbI
yum 1 dnf. He myTaiiTe perno3utopuu, ciayskaliye Ijisi yCTaHOBKU
MaKkeToB OllepallIOHHOI cucTeMbl, 1 perto3utopun Docker.

Explore - Docker Hub - Mozilla Firefox - o &

@ Explore - Docker Hub X | +

€)> ¢ o © @ htips://hub.docker.com/search?q=Btype=image 80%) | - @ fr|[Q Search LMo =

@Fdockerhut A s

@oocerte @ Dockerce  @Containers  WpPlugns

Fiters 125 0f 1,875,370 available Images

Oracle Database Enterprise Edition ( cockes cenrineo

By Orad

Oracie Database 12 Enterprise Edition

MySQL Server Enterprise Edition (& oocxen cermirieo

MySQl By Orace - Updsdamaninaes

open source database system

Puc. 1.2 «+ Peectp o6pasos Docker Hub

IIJIst U3OMSILMY KOHTEHEPOB U obecrieueHmst 6e30MacHOCTY B OIle-
paimoHHbIX ccTeMax GNU/Linux MCIONMb3YIOTCS CTaHAAPTHBIE TEXHO-
Joruu sapa Linux, Takue Kak:

000

npoctpaHcTBa uMeH (Linux Namespaces);

KOHTPOJIbHbBIE TPYMIIBI (CEroups);

cpencTBa yrpasiaeHnus npusBmiaerusmvu (Linux Capabilities);
IIOTTOJTHUTEIbHbIE, MAaHAATHbIE CUCTEMBI 0OecrieueHus 6e3omac-
HOCTU, TakKe Kak AppArmor win SELinux.



Apxurextypa Docker 15

PaccMoTpuM IepeunciieHHbIe TEXHOIOTUM UyTh 6oj1ee opo6HO.

MexaHM3M KOHTPOJIbHBIX IPYII (CEroups) MpeaocTaBiisieT MHCTPY-
MEHT JJIsi TOHKOT'O KOHTpPOJISI Haf, pacnpeneneHueM, MPUOPUTU3a-
uueil M yrpaBieHMeM CUCTEMHbIMM pecypcaMy. KoOHTpobHbIE
TPYIIIbI peann3oBaHbl B sape Linux. B coBpeMeHHbIX OUCTPUOYTU-
Bax yIpaBjieHe KOHTPOAbHBIMY IPYIIIIaMy peaji30BaHO uepes Sys-
temd, ogHaKO COXpaHSeTCS] BO3MOXKHOCTD yIIpaBAeHMsI TIPU TTOMOIIN
oubanoreku libcgroup u yruautel cgconfig. OCHOBHbBIE Mepapxumn
KOHTPOJIbHBIX TPYMIT (MX TaKke Ha3bIBAIOT KOHTPOJIepamMu) Iepe-
YUCIeHbI HUKE:

O blkio - 3agaeT 1MMUTHI Ha OmepaLy BBOJA-BbIBOJA U HA JIO-
CTYTI K 6JIOYHBIM YCTPOIICTBAM;

O cpu - 1CIT0/b3YS IJIAHMPOBIIMK IPOIIECCOB, paCIIpeaeisieT Ipo-
1[eCCOPHOE BpPeMSI MEKAY 3a7auyaMiu;

O cpuacct — cos3gaeT aBTOMAaTUYECKME OTUETHI 10 MCIIOIb30Ba-

HIIO PECYpPCOB II€HTPAIIbHOTIO IIpolieccopa. PaboTaeT COBMECTHO

C KOHTPOJIJIEPOM CpU, OMTMCAHHBIM BBIIIIE;

cpuset — 3aKpervIsieT 3a 3aJauaMiu OIpeeIeHHbIe TTPOIIeCCOPbI

U y3JIbI TIAMSITH,

devices — perynupyeT JOCTYII 3a1a4 K OITpeieJIeHHbIM YCTPOICT-

BaMm;

freezer — mpMocTaHaBAMBAET UM BO30OOHOBIISIET 3a1aUld;

memory — yCTaHaB/IMBAEeT IMMUTbI i TeHEPUPYET OTUETHI 06 MC-

10/Ib30BAHNUM [TaMSITH 3aJa4aMi KOHTPOJIbHO IPYIIITbI;

net_cls — ocyliecTB/IsSIeT TETMPOBaHME CETEBBIX ITAKETOB M/IEH-

TuduKaTopoM Kkiacca (classid). OTo mo3BoNSIET KOHTPOJIIEPY

Tpaduka (komaHza tc) um 6panmmayapy (iptables) yumMThiBaThH

JaHHbIe Teru Mpu o6paboTke Tpaduka;

perf_event — mo3BoisieT MPON3BOAUTH MOHUTOPUHT KOHTPOJIb-

HBIX IPYIIIT IIPY TOMOIIM YTYIIATHI perf;

hugetlb — faeT BO3MOKHOCTb UCITOIb30BATh BUPTYaTbHbIE CTPA-

HUILIBI TAMSITY GOJIBIIIOTO pa3Mepa U MPUMEHSITh K HUM JIMMUTHI.

©c 00 O O

IIpocTpaHCTBa MMEH, B CBOIO OUepeb, KOHTPOJIMPYIOT He pacipeze-
JIeHVIe pecypcoB, a JOCTYII K CTPYKTypam SaHHbIX spa. DakTnyecky 3To
03HAayvaeT M30JISILMIO TIPOIIECCOB IPYT OT APYTa ¥ BO3MOKHOCTb MIMETh
MapaiyieJibHO «OAVHAKOBbIE», HO HE TIePeCceKalolecs APYyT C JPyrom
Mepapxum MpoLeccoB, IOIb30BaTesNell 1 ceTeBbIx MHTepdeiicoB. [Ipn
>KelTaHUM pa3HbIe CePBMChHI MOTYT MMETb Jiaske CBOM COOCTBeHHBIE 100p-
back-unrepderiicoI.
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[TpuMepsI MPOCTPAHCTB UMEH, UCTIOAb3yeMbIx Docker:

PID, Process ID — n3onsius nepapxuu npoieccos;

User - wusonsiust umeHTuduKaTopos monbsoBateseii (UID)
u rpynn (GID);

NET, Networking — n3onsius ceTeBbIX MHTep(deicoB;

IPC, InterProcess Communication — yrpasieHue B3auMogeli-
CTBMEM MEXy MPOolieccamu;

MNT, Mount - yipaBjaeHe TOYKaMy MOHTUPOBAHMUSI;

UTS, Unix Timesharing System — usonsuus sigpa, uaeHTubm-
KaTOpOB BepCUM, UMEHM XOCTa U foMeHHOTo umMeHu NIS.

o0 00 0O

Mexanusm nop HasBaHuem Capabilities mosBossieT pa3éuTh Mmpu-
BUJIETUM TIONb30BATeNs] root Ha HeOOJbINME TPYIIbl PUBUIETU
¥ Ha3HayvaTh UX I10 OTHeNbHOCTH. [laHHbIi dyHKIMoHaN B GNU/Linux
TIOSIBUJICSI HAUMHAs € Bepcuu sapa 2.2. VisHauanbHO KOHTeViHephl 3a-
MTyCKAIOTCS Y3Ke C OTpaHMUeHHBIM HaG0pOM ITpuUBMIeruii. [pu momonim
omiuii komaHbl docker BbI MOXKeTe paspeliaTh U 3ampeliaTh Takue
IeCTBUS, KaK:

O ormepaiy MOHTUPOBAHMUS,

O [0CTYII K COKeTaM,;

O BbIMOJIHEHME YaCcTy omepalnii ¢ (GaityioBoii cUCTeMOii, HaTIpu-
Mep M3MeHeHue aTpubyToB GaiiyioB WK Baadelblia.

[TogpobHee 03HAKOMMUTHCS C TIPUBWIETUSIMIM MOXKHO TIPY TTOMOIIIN
man-ctpauniisl pykoBoacTBa GNU/Linux CAPABILITIES(7).

[Tepeiizem K MocjiefHEMY OIMNLMOHAJIbHOMY KOMIIOHEHTY KOHTEN-
HepHbIX TexHoymoruit. SELinux (Security-Enhanced Linux) — 3To peanu-
3a1Ms CUCTEMbI MAaHAATHOTO KOHTPOJIst AocTyra (MAC), KoTopasi MOXXeT
paboTaTh (M paboTaeT MO YMOJIYAHMIO) ITapalieJIbHO C KJIACCUYECKO
OVICKPELIMIOHHOM cucTeMOoi KOHTpoJis goctyta (DAC).

OcraBasicy B pamkax DAC, Mbl nMeeM (pyHIaMeHTaJIbHOE OrpaHM-
YyeHMe B IUIaHe pasfefeHus JOCTyIla MoJjib30BaTeseii K pecypcaMm —
IOCTYT K pecypcaM OCHOBBIBAeTCSl Ha MpaBax A0CTYyIa Moab30BaTelsl.
OTO0 Knaccuyeckue rpaBa RWX Ha Tpex ypoOBHSX — Biiagesell, rpymiia-
Biagesnen U octaibHble. Inoc Kk atomy POSIX ACL, KOoTOpbIle JuUIlb
paclIMpsIIOT YMCIO YPOBHEN, Ha KOTOPhIX MOXHO OIpeeNnUTh Ipasa,
HO He 6oriee.

Takum o6pasoM, J060e MPUIOKEHME, 3allyllleHHOe C IpaBaMu
userl, TeopeTMYECKM MOXET CIeaTh BCe, YTO YTOJHO, CO BCEMM JaH-
HBIMU, K KOTOPBIM MMeeT AoCTyn userl. 1 He BaskHO, HaIIpUmep, YTO
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IaHHOe TPUJIOXKeHMe — 3TO MOUTOBasl MporpamMma, KOTOPOI HYXHO
MMEeTb IOCTYII TOJIBKO K MMCbMaM userl. DTa mporpamma GymeT uMeTb
IOCTYyN U, HaTipumep, K Bupeodaiiam userl, u K kapTuHKam userl.
U masno Toro, 4TO cama MporpamMmmMa MMeeT AOCTYT, HO OHa YXe MOXeT
U BCe 3T JaHHbBIE CHeaTh JOCTYITHBIMM OCTaTbHbIM. Bce cTaHOBUTCS
ropaszno xyxe, korga userl umeet UID, paBHblii O (TO eCTb 3TO root).
MbI yThIKA€MCSI B KJIACCUMUECKYIO «IIPOGJIEMY CYIepIIOb30BaTeIsI».
B manHOM cirydae Mbl ITOTydyaeM BCEro JIMIIb BA YPOBHS AOCTyMa: root
¥ OOBIKHOBEHHbIE TI0/Ib30BaTeIM. VIHBIMU CJIOBAMM, CTAHOBUTCST He-
BO3MOXHBIM peain30BaTh JOCTYI C UCMHOJb30BaHKEM MWUHUMAIbHO
HEOOXOAVMBIX TTPUBUJIETUIA.

B MAC ke npaBa [goCTyIia OTIpele/ISIIOTCSI CAMOV CUCTeMO¥ PU TIo-
MO CIIel[aIbHO OTIpe/ie/IeHHbIX MOMUTUK. ECin ke TOBOPUThH KOH-
KpeTHO 0 paccMaTpuBaemorli peanusauuu — SELinux, To Takue NOAUTH -
KM paboTaloT Ha YPOBHE CUCTEMHBIX BHI3OBOB U IIPUMEHSIIOTCST CAMUM
SITPOM.

SELinux meicTByeT IOC/Ie K/IaCCUYECKOi Mojeny 6e30MacHOCTU
Unix. MupiMu cnoBaMu, dyepe3 SELinux Henb3sl paspeulinuTh TO, UTO
3ampelreHo yepes IpaBa OCTyIa Mojab3oBaTeneli/rpynim. [Tonntukn
OTIMCBIBAIOTCS TP MMOMOIIY CITELMATbHOTO TMOKOTO SI3bIKA OIMMCAHUS
MpaBwWI JOCTYMa. B 60/bIMHCTBE ci1yyaeB mpasuia SELinux «mmpospau-
HbI» [JISI IPUJIOSKEHUI 1 He Tpe6GyeTcst HUKAKOM X MOIUbUKaAIIUA.

YcraHoBkA Docker B GNU/LiNux
HA nPUMEPE CENTOS 7

B maHHOII KHUTe [JIS TIPMMEPOB MbI OyAeM MCIIONb30BaTh JUCTPU-
o6ytuB CentOS 7. MHCTPYKUMM TaKKe OO/IKHBI 6e3 M3MeHeHuii pabo-
TaTh Ha JIIOOBIX IPYrMX Mpou3BOmHBIX OT Red Hat Enterprise Linux 7.
EnvHCcTBeHHOE BO3MOYKHOE OT/INYME — 3TO MOPSIAOK HACTPOKM AOCTY-
ma K perosutopusim RPM-nakeTos.

[TepBoe, UTO HEOOXOAVMO, — YCTAHOBUTD CAMY OIEPAlOHHYIO CHUC-
temy. [Ipenronaraercsi, YTO 9TO He OO/DKHO BBI3BAThH 3aTPYIHEHMUIA
y uMTaTess. B KauecTBe BapyaHTa YCTAHOBKY MOKHO BhIOpaTh Minimal
mu Server with GUI.

[Tocste yCTaHOBKY OTIePAIIMOHHONM CUCTEMbI OOHOBUTE BCE YCTAHOB-
JIEHHbIE TTaKeThl KOMAaHA 0

# yum -y update
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ITpu pa6ore ¢ CentOS y Bac ecTb BbIGOP: UCIIONIH30BATD MOCIEIHIOI0
BepcMI0 U3 upstream maM Bepcuio, cobpaHHyio mpoekTom CentOS,
¢ mononHeHusiMu Red Hat. Onycanye n3MeHeHMii JOCTYITHO Ha CTpa-
HUIIe TI0 CChUIKe [4]. B OCHOBHOM 3TO 06paTHOE MOPTUPOBaHUE UC-
MpaBJieHUI1 U3 HOBBIX BepCcuii upstream M M3MeHeHUS, peAJI0KeH-
Hble paspaborumkamyu Red Hat, HO TOKa He MPUHSITbIE B OCHOBHOI
Kop. [lyis mesneii epBOHavaabHOTO 3HaKoMcTBa ¢ Docker mbr 6ymem
UCIIOJIb30BaTh BEPCUIO [0 YMOJYAaHUIO U3 CTAHLAPTHOTO PErO3UTO-
pus CentOS:

[root@centos7 ~]# yum -y install docker

[root@centos7 ~]# yum info docker
Installed Packages

Name : docker

Arch 1 x86_64

Epoch 12

Version ¢ 1.13.1

Release : 88.g1t07f3374.el7.centos

Size 65 M

Repo : installed

From repo : extras

Summary : Automates deployment of containerized applications
URL : https://github.com/docker/docker
License : ASL 2.0

HacTpoiiky penosuTopusi [jsl yCTAaHOBKM Upstream-Bepcuy, Kak
M VHCTPYKUVM IJI MHCTAULIIMU B OPYIUX OUCTPUOYTMBAX M OIle-
palMOHHBIX CHUCTeMax, NPVBeNeHbl B PYKOBOICTBE MO MHCTALISLUU
IO CChUIKe [5].

3armyckaeM ¥ BK/II0UaeM CepBIUC:

[root@centos7 ~]# systemctl start docker.service

[root@centos7 ~]# systemctl enable docker.service

Created symlink from /etc/systemd/system/multi-user.target.wants/docker.
service to /usr/lib/systemd/system/docker.service.

IIpoBepsiem cTaTyc cepBuca:

[root@centos7 ~]# systemctl status docker.service
e docker.service - Docker Application Container Engine
Loaded: loaded (/usr/lib/systemd/system/docker.service; enabled; vendor
preset: disabled)
Active: active (running) since Sun 2018-12-3013:04:04 EST; 5min ago
Docs: http://docs.docker.com
Main PID: 12844 (dockerd-current)
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CGroup: /system.slice/docker.service
12844 /usr/bin/dockerd-current --add-runtime docker-runc=/usr/
libexec/docker/docker-runc-current --default-runtime=docker-runc --exec-opt
native.cgroupdriver=systemd --userl...
L-12848 /usr/bin/docker-containerd-current -1 unix:///var/run/
docker/libcontainerd/docker-containerd.sock --metrics-interval=0 --start-
timeout 2m --state-dir /var/run/docker/1...

Takke MOKHO ITOCMOTPETh CUCTEMHYI MHdopmanuio o Docker
" OKPY>KEHMM:

[root@centos7 ~]# docker info
Containers: 0
Running: 0
Paused: 0
Stopped: 0
Images: 0
Server Version: 1.13.1
Storage Driver: overlay2
Backing Filesystem: xfs
Supports d_type: true
Native Overlay Diff: true
Logging Driver: journald
Cgroup Driver: systemd
Plugins:
Volume: local
Network: bridge host macvlan null overlay
Swarm: inactive
Runtimes: docker-runc runc
Default Runtime: docker-runc
Init Binary: /usr/libexec/docker/docker-init-current
containerd version: (expected: aa8187dbd3b7ad67d8e5e3a15115d3eef43a7ed1)
runc version: N/A (expected: 9df8b306d01f59d3a8029be411de®15b7304dd8f)
init version: fec3683b971d9c3ef73f284f176672c44b448662 (expected:
949e6facb77383876aeff8a6944dde66b3089574)
Security Options:
seccomp
WARNING: You're not using the default seccomp profile
Profile: /etc/docker/seccomp.json
selinux
Kernel Version: 3.10.0-957.1.3.el7.x86_64
Operating System: CentOS Linux 7 (Core)
0SType: linux
Architecture: x86_64
Number of Docker Hooks: 3
CPUs: 1
Total Memory: 3.701 GiB
Name: centos7.test.local
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ID: OHUV:5U3E:EOFY:LROQ:MCB5:55Q2:QSVK:DHLN:4AAZ:V22X:F7FV:B7NA
Docker Root Dir: /var/lib/docker

Debug Mode (client): false

Debug Mode (server): false

Registry: https://index.docker.io/v1/

Experimental: false

Insecure Registries:

127.0.0.0/8

Live Restore Enabled: false
Registries: docker.io (secure)

Omnuym 3amycka IeMOHa, Kak 3To 06bI4yHO 6p1BaeT B CentOS, XpaHsIT-
cs1 B haiinax gupekropum /etc/sysconfig/. B jaHHOM cityuae 3TO (aiiibi

docker*:

[root@centos7 ~]# grep

'"OPTIONS' /etc/sysconfig/docker*

/etc/sysconfig/docker:0PTIONS="--selinux-enabled --log-driver=journald
--signature-verification=false'
/etc/sysconfig/docker-network:DOCKER_NETWORK_OPTIONS=
/etc/sysconfig/docker-storage:DOCKER_STORAGE_OPTIONS="--storage-driver

overlay2 "

Kaxk mbI Bummum, Docker 3amyckaertcs ¢ moggepskkoii SELinux, mpaii-
BepOM JXypHa/MpoBaHust journald u gpaiiBepom xpanwiniia overlay2.

[ToMuMoO MOKa3aHHO Bbilie kKoMaHabl docker info, i TOro 4TOGBI
03HAKOMMTBCS C BepCUSIMM Baliero okpykeuust Docker, 6ymeT momes-
HBIM U BbIBOZ, docker version:

[root@centos7 ~]# docker version

Client:
Version:
API version:

Package version:

Go version:
Git commit:
Built:
0S/Arch:

Server:
Version:
API version:

Package version:

Go version:
Git commit:
Built:
0S/Arch:
Experimental:

1.13.1

1.26
docker-1.13.1-88.g1t07f3374.el7.centos.x86_64
gol.9.4

07f3374/1.13.1

Fri Dec 716:13:512018

linux/amd64

1.13.1

1.26 (minimum version 1.12)
docker-1.13.1-88.g1t07f3374.el7.centos.x86_64
gol.9.4

07f3374/1.13.1

Fri Dec 716:13:512018

linux/amd64

false
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B ciemytomeit riiaBe Mbl HAYUMMCS 3aITyckaTh KOHTeltHepsl Docker
¥ U3y4uM 6a30Bble€ BO3MOKHOCTM ABMKKA KOHTETHEPOB.

Bonpocbl ons CAMONPOBEPKMU

1.

Sow>» N 0w

b

SOowx>

Ha3zoBuTe oT/IMumsi MCIOJIb30BaHMsI KOHTEIIHEPOB 110 CpaB-
HEHUIO C BUpTyaausanuen (yKakuTe Bce MpaBUIbHbIE OT-
BeThI).

MeHbIIMe HaK/IaHbIE PACXOAbI HA MHOPACTPYKTYPY

Bpems crapra mpuioskeHuit 60bIie

HeBosmoskHocTb 3ammycka GNU/Linux- 1 Windows-TnipuioskeHuii
Ha OTHOM XOCTe

O6s13aTeNpHOE MCITOb30BaHMe rumepsr3opa KVM

HaszoBute ocHOBHbIe KOMIIOHEeHTbI Docker (yKaskure Bce
IIpaBUIbHbIE OTBETHI).

I'vnepsusop

KoHTeliHepbl

O6pa3sl BUPTYAJIbHBIX MAIIMH

PeecTpnl

Kakme TeXHOJOTUMM MCIIOIb3YIOTCA JJIsT paG0oThl C KOHTEi-
Hepamu B GNU/Linux (yKakuTe Bce MpaBUJIbHbIE OTBETbI)?
ITpocTtpancTBa uMmeH (Linux Namespaces)

IMogkirouaemMble MOIyaM ayTeHTUMKany (PAM)
KoHTponbpHBIE rpymITbl (CEroups)

ArnmnapaTHas nogepskka BUpPTyanu3anumn

Cnmcok ccbiiok

Vi o =

http://markelov.blogspot.se/2009/01/blog-post.html
https://www.opencontainers.org/
https://hub.docker.com/
http://www.projectatomic.io/docs/docker_patches/
https://docs.docker.com/install/linux/docker-ce/centos/


http://markelov.blogspot.se/2009/01/blog-post.html
https://www.opencontainers.org/
https://hub.docker.com/
http://www.projectatomic.io/docs/docker_patches/
https://docs.docker.com/install/linux/docker-ce/centos/

lasa 2.

OCHOBbI PABOTDI
C KOHTEMHEPAMU DOCKER

B ,HaHHOﬁ IJiaBeé Mbl ITPOOOJ/IKMM pa60Ty C HalllMM Y‘l96HblM CTeHIO0M
Y TIOBHAKOMUMCS C OCHOBHBIMM KOMaHAaMM YTUJIINTbI docker.

Mounck 06PA30B KOHTEMHEPOB U TEM

[Tpeskae yeM 3ayCTUTh KOHTEIHED, HAM HYKeH 06pas daitioBoii cuc-
TeMbI, KOTOPBIi OyIeT MCII0Ib30BaH IJ1s1 3aIrycka. [Tormpobyem HaiTu
06pa3 Ha Docker Hub. 3To MOXHO cHenaTh Py MOMOIIY KOMAaHIbI
docker search 13 KOMaHIHOV CTPOKM. MbI TTOJIyUMM HPUMEPHO TAKO1
pes3ynbTar:

[root@centos7 ~]# docker search haproxy

INDEX NAME DESCRIPTION
STARS OFFICIAL  AUTOMATED

docker.io  docker.io/haproxy HAProxy - The
Reliable, High Performance T... 1128 [0K]

docker.io  docker.io/dockercloud/haproxy HAProxy image
that balances between linked... 101

docker.io  docker.io/tutum/haproxy HAProxy image
that load balances between a... 47

B maHHOM BBIBOZIE MBI ITONYUM/IM CITMCOK psima o6pa3oB HAProxy.
B mpumepe mokasaHbl mepBble TPU U3 IMOTYYEHHBIX CTPOK. Cambiit
BEpXHUIT 71eMeHT — 3T0 06pa3 HAProxy u3 ouIiMajbHOTO pernosu-
TOPUS, O YEM CBUIETETbCTBYET COOTBETCTBYIOIIAS KOJIOHKA BBIBOZA.
Takme o6pa3sl OTAMYAIOTCS TE€M, YTO B MMEHM OTCYTCTBYET CHMMBOJ
«/», OTOENSIONNIA VIMS PeIO3UTOPHS MOIb30BATENSI OT MMEHU CaMO-
ro KOHTeliHepa. B nmpumepe 3a oduiagbHbIM ITOKa3aHbI ABa 00pasa
haproxy u3 oTKpsIThIX perosuTopueB dockercloud u tutum.

O6pa3sl, MogOo6HbBIE IBYM HMKHMM, BBl MOKETE CO3/IaTh CaMM, 3a-
peructpupoBasimch Ha Docker Hub. OduiianbHbie o6pasbl Hoaaep-
SKMBAIOTCS CITeIMaabHO KOMaHAo, cioHcupyemoii Docker, Inc. Oco-
6eHHOCTY OULMATIBHOTO PEIIO3UTOPUS:
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9TO PeKOMEHIOBaHHbIE K MCIIOIb30BaHMIO 00pasbl, CO3MAHHbIE
C YYETOM JIYUIIMX PEKOMEHAALNI M IPAKTUK;
OHM IIPENCTaB/SIIOT CO00i 6a3oBbie 06pashl, KOTOPbIe MOILYT
CTaTh OTIIPABHOI TOYKOJ /151 60jIee TOHKOI HacTpoiiku. Hampu-
mep, 6a3oBbie 006pasbl Ubuntu, CentOS winu 6ubIMOTEK U Cpep
paspaboTKu;

Q comepskaT IOCAEeIHME BepCuyM IPOrPAMMHOIO O0eCIIeueHust
C YCTpaHEeHHbIMMU YSI3BUMOCTSIMIA;

O 970 obuiIMaIbHbIA KaHAT PACIIPOCTPAHEHNS IIPOIYKTOB.

YT06bI MCKATh TOJIBKO ODUIIMaIbHbIe 06pa3bl, BbI MOXKETE MCIIOb-
3oBarhb onuuio --filter "is-official=true" komauas! docker search:

[root@centos7 ~]# docker search haproxy --filter "is-official=true"

INDEX NAME DESCRIPTION

STARS OFFICIAL  AUTOMATED

docker.io  docker.io/haproxy HAProxy - The Reliable, High Performance T...
1128 [0K]

Yucio 3Be3q B BbiBofe KoMaHbl docker search cooTBeTcTBYyeT 10-
MyJIsIpHOCTM 06pasa. DTo aHaJoT KHOMKM Like B COLMaMbHBIX CETSIX
WM 3aKIaI0K AJIS1 IPYTMX Toib30Bareneii. Automated o3Havaer, 4To
06pa3 cobmpaeTcst aBTOMaTHUeCKy U3 ClIeLMaabHOro cieHapus Dock-
erfile cpencrBamu Docker Hub. O6b1uHO c/ieffyeT OTaBaTh MpeanouTe-
HIe aBTOMaTUYeCKM COOMpaeMbIM 06pa3aM BCJIENCTBYE TOTO, UYTO €r0
COZIEP’KMMOE MOXKET ObITh TTPOBEPEHO 3HAKOMCTBOM C COOTBETCTBYIO-
mum ¢aittom Dockerfile.

CkauaeM oduumanbHbIi 06pa3 HAProxy:

[root@centos7 ~]# docker pull haproxy

Using default tag: latest

Trying to pull repository docker.io/library/haproxy ...

latest: Pulling from docker.io/library/haproxy

177e7ef0df69: Pull complete

e6c26bdbfbe5: Pull complete

3dc4da27056d: Pull complete

Digest:
sha256:40c4ca7dd1dd713c2d0766a039f05a4f397bb52d27539d11fe661e5342fd2afc
Status: Downloaded newer image for docker.io/haproxy:latest

O6paTuTe BHMMAaHMe, YTO B BbIBOJIE ObIJIO YKa3aHa 3arpyska obpasa
¢ Terom latest. Mcronb30BaHue TETOB MO3BOJISIET 06pAIIaThCsl K KOH-
KPEeTHOI Bepcuu MporpaMmMHOro obecrieuenusi. Ha puc. 2.1 mokasaso,
KaKye Teru ¥ BepCUu JOCTYITHbI, — 06paTuTe BHUMaHKe Ha uncio 128.
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Be3 ykasaHus Bepcuu ckauuBaeTcst o6pas ¢ Terom latest. [Tomumo ca-
Moro o6pasa haproxy, 6pl1 ckauaH 6a30BbIif 06pa3 1 BCe MPOMEKYTOU-
HbIe, OT KOTOPOT'O 3aBYCUT CKAUMBAEMBIA.

& > 0O £ httpsy//hub.docker.com/_/haproxy?tab=tags P = 2 -

haproxy +¢

Docker Official Images

HAProxy - The Reliable, High Performance TCP/HTTP Load Balancer
Linux - x86-64 ( latest ) -

o pull this image

docker pull haproxy [m]

TAGS

Tags (128)

1.5.19

Puc. 2.1 « Teru Ha ctpanuue HAProxy Ha Docker Hub

MOXHO cKayaThb U KOHKPETHYIO BEPCHUI0, HalIpMepP:

[root@centos7 ~]# docker pull haproxy:1.5

Trying to pull repository docker.io/library/haproxy ...
1.5: Pulling from docker.io/library/haproxy
177e7ef0df69: Already exists

3c43d75807c7: Pull complete

e6f200fe61dc: Pull complete

Digest:
sha256:1a2ad587d3fecd940e553951096f4f4f86faa8c0de721fa2f4d2a05cc99264ec

Status: Downloaded newer image for docker.io/haproxy:1.5

Kaxk BbI BusmmuTe, 6a30BbIii 06pa3 ¢ ugeHTudukatopom 177e7ef0df69
ITOBTOPHO HE CKauMBaJICs, TAK KaK yyKe MPUCYTCTBYET Ha HallleM y3Jie.
[MonHOe MMsT 06pa3a MOKET BBIIISIIETh CJIEIYIOIIMM 00pa3om:

[URI penosutopua][uma nonb3osatensa]uma obpasal:ter]
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ITpocMOTpeTh CIMCOK CKaYaHHbIX 06pa3oB MOXKHO KoMaHIoi1 docker
images:

[root@centos7 ~]# docker images

REPOSITORY TAG IMAGE ID CREATED
SIZE

docker.io/haproxy 1.5 83b17€901326 2 days ago
65.5 MB

docker.io/haproxy latest 91783a64f7cc 2 days ago
71.9 MB

Komanpga docker images ¢ ommueii -q BepHeT TOJbKO UAeHTU(UKA-
TOPBI 06PA30B, UTO MOYKET OBITH ITOJIE3HBIM JIJISI MCITOIb30BAHUS UIEH-
TU(GUKATOPOB B KaUeCTBe BXOMHBIX 3HAUEHUIT IJIT OPYroii KOMaH[bI.
Hampumep, komauasl docker rmi, KoTopast ymanset o6pas. st TOro
YTOOBI YIAIUTDh BCE MMEIOIIEeCs] B JIOKAJbHOM Kellle 06pa3bl, MOKHO
BOCITO/Ib30BATbCSI TAKOI KOMaHIO¥i

[root@centos7 ~]# docker rmi $(docker images -q)

CyliecTByeT peKOMeHJalMs He MCIOIb30BaTh TOMBKO Ter latest
B IIPOM3BOJCTBEHHOII cpefe. ITom 3TMM Terom B pasHOe BPeMs MOTYT
0Ka3aTbCsl pasHble 06pa3bl. BO3MOXKHO, uepe3 JIeHb MM MeCsI] oS-
BUTCSI HOBBI 06pa3 latest, KOTOpbIit He o6GamaeT 06PaTHO COBMe-
CTUMOCTBIO. VICTIOIb3YIiTe Teru, KOTOPhIe YETKO YKA3bIBAIOT Ha BEPCUIO
B JIOTIOJTHEHMe K latest.

Bbl Takke MoskeTe BOCHONb30BaThcst REST API, momyumB 6osblie
MHGOpMALUM U BO3MOXKHOCTEH [JIs TI0MCKa 00pa30B, YeM 3TO IO3BO-
JITeT KJIMEeHT KOMaHIHOM CTPOKU. JIJIsl IeMOHCTPAIM BOCITIONb3yeMCSI
yTuiuToit curl u gekomepom json.tool M3 cTaHmapTHOI GUOIMOTERN
Python:

[user@centos7 ~]$ curl https://registry.hub.docker.com/v1/search?q=haproxy |
python -m json.tool

{
"num_pages": 120,
"num_results": 2986,
"page": 1,
"page_size": 25,
"query": "haproxy",
"results": [
{
"description": "HAProxy - The Reliable, High Performance TCP/HTTP
Load Balancer",
"is_automated": false,
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"is_official": true,

"is_trusted": false,

"name": "haproxy",

"star_count": 1128
3

Crnenyromiuit mpumep MOKaxkeT CIMCOK TEeroB o6pasa:

[user@centos7 ~]$ curl https://registry.hub.docker.com/vl/repositories/
haproxy/tags | python -m json.tool

{
"layer": "",
"name": "latest"
1
{
"layer": "",
"name": "1"
}J
{
"layer": "",
"name": "1-alpine"
3
{
"layer": "",
"name": "1.4"
1
{
"layer": "",
"name": "1.4-alpine"

}J

3ANYCK KOHTEMHEPOB

Iljis1 3aImycka KOHTeliHepa He 06s13aTe/IbHO ITpeIBapUTeIbHO CKaUMBaTh
o6pa3. Ecti oH mocTyIeH, To 6yeT 3arpy>keH aBToMaTnuecku. JlaBajite
mornpo6yeM 3aIycTuTh KoHTeitHep ¢ Ubuntu. MbI He 6yeM yKa3bIBaTh
perio3uTopuit, u 6ymeT ckauaH opuUIIKaIbHbI 00pa3s, MoaIepKUBae-
mblit Canonical. Kpome Toro, ecii He yKa3bIBaTh TeT, TO OyeT CKauaH
u 3anyieH nocieguuii u3 LTS-penu3os. COOTBeTCTBYIONIAS KOMaHAA:
[root@centos7 ~]# docker run -it ubuntu

Unable to find image 'ubuntu:latest' locally

Trying to pull repository docker.io/library/ubuntu ...
latest: Pulling from docker.io/library/ubuntu
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84ed7d2f608f: Pull complete

be2bfic4a48d: Pull complete

a5bdc6303093: Pull complete

€9055237d68d: Pull complete

Digest:
sha256:868fd30a0e47b8d8ac485df174795b5e2fe8a6c8f056cc707b232d65b8alab68
Status: Downloaded newer image for docker.io/ubuntu:latest
root@de7b469295b6: /#

[MTomumo KOMaHABI run, Mbl yKasaau ABe ONLUMU: -i — KOHTeliHep
IIOJIKeH 3aITyCTUThCS B MHTEPAKTUBHOM peXMMe U -t — NomskeH ObITh
BblJleJIeH TceBAoTepMuHall. Kak BUIHO U3 BbIBOJA, B KOHTEHEepe MbI
uMeeM TPUBUJIETMN TI0Ab30BaTeNsI root, a B KaueCcTBe MMeEHU Yy3Ja
oTobpaskaeTcs uneHTUGUKATOp KoHTeltHepa. [TocienHee MOXKeT ObITh
CIIPaBeIMBO He [IJIST BCEX KOHTETHEPOB U 3aBUCUT OT pa3paboTumka
KOoHTeltHepa. [IpoBepum, UTO 3TO [eiicTBUTENIbHO OKpy:keHre Ubuntu:

root@de7b469295b6: /# cat /etc/*release
DISTRIB_ID=Ubuntu

DISTRIB_RELEASE=18.04

DISTRIB_CODENAME=bionic

DISTRIB_DESCRIPTION="Ubuntu 18.04.1 LTS"
NAME="Ubuntu"

VERSION="18.04.1 LTS (Bionic Beaver)"

ID=ubuntu

ID_LIKE=debian

PRETTY_NAME="Ubuntu 18.04.1 LTS"

VERSION_ID="18.04"
HOME_URL="https://www.ubuntu.com/"
SUPPORT_URL="https://help.ubuntu.com/"
BUG_REPORT_URL="https://bugs.launchpad.net/ubuntu/"
PRIVACY_POLICY_URL="https://www.ubuntu.com/legal/terms-and-policies/privacy-
policy"

VERSION_CODENAME=bionic

UBUNTU_CODENAME=bionic

KomaHmy uname -a ajist TOgOOHBIX IeJIeil MCIIOAb30BaTh He IOIy-
YUTCS, IOCKOJIbKY KOHTEHep paboTaeT C IpoOM XOCTa.

B kauecTBe OIHOV M3 OIMIMII MOKHO ObUIO OBl 3a[aTh YHUKAIbHOE
MMS KOHTEeHepa, Ha KOTOpOe MOKHO JIJIsI yI0OCTBA CChUIATHCSI ITOMU-
Mo ID koHTeliHepa. OHO 3afaeTcs Kak --name <ums>. B coydae ecin
OIS OTYIlleHa, UM reHepupyeTcsl aBTOMAaTUUYECKN.

ABTOMaTMYECKM TeHepupyeMble MMeHa KOHTEHEpPOB He HeCyT
CMBICJIOBOJ HAarpy3Ku, OMHAKO KaK MHTEPECHbI (PaKT MOXHO OTMe-
TUTb, YTO MMEHA Te€HEepPUPYIOTCS CJTyYyaiiHbIM 0Opa3oM M3 Mmpuiara-
TEJIbHOTO M MMEHM M3BECTHOrO YYEHOIO, M300peTaTesis Min xakepa.
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B xome reHeparopa i KaskIOro MMeHM MOXKHO HaiTU KpaTKoe OIu-
caHle TOTO, UeM M3BEeCTeH JaHHbIIi TesTeb.

IMocMOTpeTh CIMCOK 3aIyIIeHHbIX KOHTeTHEPOB MOKHO KOMaHIO0
docker ps. [Ij1s1 5TOTO OTKPOEM BTOPOJt TEpMUHAIT:

[root@centos7 ~]# docker ps

CONTAINER ID IMAGE COMMAND CREATED
STATUS PORTS NAMES

de7b469295b6 ubuntu "/bin/bash" 3 minutes ago
Up 3 minutes romantic_heisenberg

PomanTuuHbIi 'eii3eH6epr? [Touemy ObI U HET.

B cryyae e HeOOXOOMMO 3aITyCTUTh KOHTEMHEpP C IPOLIeCCOM,
He TpeJonaraimliyM MHTepaKTMBHOE B3aMMOIeliCTBUe, HalmpuMep
C IeMOHOM, MCITOTb3yeTcs onius -d. Tak ¥ IMOCTYIIMM CO CIeAYIOIIM
KOHTEeIHEepOM:

[root@centos7 ~]# docker run -d mysql

Unable to find image 'mysql:latest' locally

Trying to pull repository docker.io/library/mysql ...
latest: Pulling from docker.io/library/mysql

Digest:
sha256:196c04e1944c5e4ea3ab86ae5f78f697cf18ee43865f25e334a6ffbldbea8le6
Status: Downloaded newer image for docker.io/mysql:latest
30f81da2f29b3d5acbf1d623ed4ec5b38ae2ae1d8bf163f08d39f9e78a86c4353

OpmHako ec oTHaTh KoMaHmy docker ps, To MbI He 0OHAPY>KMM KOH-
TeifHepa, CO3TaHHOTO 13 06pa3a mysql. Bocrmonb3yemcs omimeii -a, Ko-
TOpasi TOKa3bIBaeT BCe KOHTeHEePbI, a He TOJIbKO 3amyleHHbIe:

[root@centos7 ~]# docker ps -a

CONTAINER ID IMAGE COMMAND CREATED
STATUS PORTS NAMES

30f81da2f29b mysql "docker-entrypoint.sh"  About a
minute ago Exited (1) About a minute ago cocky_
ritchie

de7b469295b6 ubuntu "/bin/bash" 7 minutes
ago Exited (130) 2 minutes ago romantic_
heisenberg

B kauecTBe cTaTyca 3HaunTca Exited. 111 TOro 4TO6bI pPa3o6paThCs
C MIPUYMHOI, MOSKHO 0OPaTUTHCS K SKYPHATY:

[root@centos7 ~]# docker logs cocky ritchie
error: database is uninitialized and password option is not specified

You need to specify one of MYSQL_ROOT_PASSWORD, MYSQL_ALLOW_EMPTY PASSWORD
and MYSQL_RANDOM_ROOT_PASSWORD
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OueBMIHO, UTO MIPU 3aITyCKe KOHTEeHepa He GblIM yKa3aHHbI 00sI-
3aTe/ibHble mapameTpbl. O3HAKOMMUTBLCS C OMNMCAHMEM MepeMeHHBIX
cpenbl, He06XOAVMBIX IS 3aITycKa KOHTeifHepa, MOKHO, Halias odu-
IManbHbI 00pa3 MySQL Ha Docker Hub. IToBTOpMM MHOMBITKY, MC-
[10JIb3Y4 OILMIO -, KOTOpas 3aJaeT lepeMeHHble OKPY>KeHUS B KOH-
TeliHepe:

[root@centos7 ~]# docker run --name mysql-test -e MYSQL_ROOT_PASSWORD=docker
-d mysql

4b5193027fc74f18f39eab0d6b3c2b7590ea5795c2aaaf55ef86307e47e98c1b
[root@centos7 ~]# docker ps

CONTAINER ID IMAGE COMMAND CREATED
STATUS PORTS NAMES

9156f422a633 ubuntu "/bin/bash" About an
hour ago  Up About an hour romantic_heisenberg
4b5193027fc7 mysql "docker-entrypoint..." 11 seconds
ago Up 10 seconds 3306/tcp, 33060/tcp mysql-test

ITpu ITOMOIIIY C/IeIyIoNIeli KOMaHAbl MOXKHO TOIKITIOUNTHCS K pabo-
TaIeMy KOHTeliHepy:

[root@centos7 ~]# docker exec -it mysql-test bash
root@4b5193027fc7: /#

[TocnenHMM MapaMeTPOM BBICTYIIaeT KOMaH/a, KOTOPYIO Mbl XOTUM
VCIIOTHUTb BHYTPU KOHTeJHepa. B mJaHHOM cilyyae 3TO KOMAaHIHbIN
uHTEepIipetaTop Bash. Ommum -it aHaJIOrMYHBI 110 Ha3HAYEHUIO MC-
MOJIb30BaHHBIM paHee B KomaHze docker run.

dakTUYECKH ITOCJIE 3aITyCKa 3TOV KOMaH bl B KOHTeiHep mysql-test
nIo6aBIISIeTCS ellle OMH Ipollecc — bash. 3ToO MOKHO HaIISIAHO YBU-
IeTh TIpY TTOMOIIY KOMaHbI pstree. Eciu BbI MOMyumiam cooOIneHme,
YTO KOMAaHZA He HalifileHa, He0OXOOMMO YCTaHOBUTD MTaKeT PSmisc:

[root@centos7 ~]# yum -y install psmisc

CokpallleHHbIN BbIBOA, 10 KoMaHAbl docker exec:

[root@centos7 ~]# pstree -p

systemd(1)—TNetworkManager(2783)——dhclient(13182)
Fdockerd-current(3276)——docker -containe(3326)——docker -containe(

13559)—-mysqld(13573)—{mysqld}(13728)

U niociie komaHb! docker exec:

[root@centos7 ~]# pstree -p

systemd(1)—TNetworkManager(2783)——dhclient(13182)
Fdockerd-current(3276)——docker -containe(3326)——docker -containe(

13559)—-mysqld(13573)—{mysqld}(13728)
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| | Fdocker-
containe(13896)—bash(13906)

Taxoke MOKHO BOCIIOIb30BaThCsl KoMaHmoi docker top, MOCKOIbKY
13 BbIBOZA pStree He 0OUEBUAHO, UTO ITpoiiecchl mysqld v bash nmpuna-
JIesKaT OJHOMY M TOMY K€ KOHTeltHepy:

[root@centos7 ~]# docker top mysql-test

UID PID PPID C
STIME TTY TIME CMD
polkitd 13573 13559 0
05:21 ? 00:00:02 mysqld

BoiBop mocsie 3amycka koman bl docker exec:

[root@centos7 ~]# docker top mysql-test

uID PID PPID C
STIME TTY TIME CMD
polkitd 13573 13559 0
05:21 ? 00:00:02 mysqld
root 13906 13896 0
05:28 pts/1 00:00:00 bash

Tenepb NOCMOTPUM Ha BbIBOH, KOMaHabl docker ps, KoTopast IoKa-
SKeT CITVMCOK 3aITyl€HHbIX KOHTEITHEePOB:

[root@centos7 ~]# docker ps

CONTAINER ID IMAGE COMMAND CREATED
STATUS PORTS NAMES

4b5193027fc7 mysql "docker-entrypoint.sh" 15 minutes
ago Up 15 minutes 3306/tcp, 33060/tcp  mysql-test

Mpb1 BMAMM, UTO B KauyeCTBe€ KOMaHObI, 3aHyHJ;EHHOﬁ npm crapre
KOHTeIHepa, UCIToNb30Bajcst ckpuIlT docker-entrypoint.sh. 9To mocra-
TOYHO paCHpOCTpaHEHHbH‘/’I crioco6 VHugmnaan3aumum mmporpaMmMHOIO
obecrnieyeHus B KOHTEVIHepe. Eciyt 661 MBI XOTEIU B OT/IaAOYHBIX LIeJIsIX
3aIlyCTUTDb KOHTeI‘/JIHep, HO BMECTO CKpUIITA ITPOCTO IMOJTYUYUTD ITPUTLJIA-
IIeHMe KOMaHIHOM CTPOKY, MbI 6bI MOAM(UIIMPOBAIM KOMaHIY 3aITyC-
Ka y’ke M3BeCTHbIM BaM 06pa30M:

[root@centos7 ~]# docker run -it --name mysql-test2 -e MYSQL_ROOT_

PASSWORD=docker mysql /bin/bash
root@faddOefe631d: /#

[Tocsie yero MosKHO GbIIIO ObI U3YUUTD CTAPTOBBINA CKPUIIT:

root@faddOe®e631d: /# which docker-entrypoint.sh
[usr/local/bin/docker-entrypoint.sh
root@faddOefe631d: /# cat /usr/local/bin/docker-entrypoint.sh
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O6paTuTe BHMMAaHME HA OJMHAKOBBINM MIJIST IBYX KOHTETHEPOB BbI-
Bop, B cTonbiie COMMAND komanabt docker ps:

[root@centos7 ~]# docker ps -a

CONTAINER ID IMAGE COMMAND CREATED
STATUS PORTS NAMES

faddoede631d mysql "docker-entrypoint.sh"  About a
minute ago Up About a minute 3306/tcp, 33060/tcp mysql-test2
4b5193027fc7 mysql "docker-entrypoint.sh" 18 minutes
ago Up 18 minutes 3306/tcp, 33060/tcp mysql-test

OpHako KomMaHza pstree, 3amyllleHHas B KOHTeliHepe, MOKaskeT HaM
pasHUILy B 3aycKe KOHTeliHepoB. [Iyig mysql-test:
root@4b5193027fc: /# pstree -p
mysqld(1)-+-{mysqld}(93)
[ -{mysqld}(94)
| -{mysqld}(95)
| -{mysqld}(96)

u 11t mysql-test2:

root@faddOe0e631d: /# pstree -p
bash(1)---pstree(17)

OTcroga Mbl BUAVIM, UTO BO BTOpPOM cTyuae 6a3a maHHbix MySQL 3a-
myieHa He 6bu1a. ITocMoTpuM Takke Ha BeiBog, docker top:

[root@centos7 ~]# docker top mysql-test

uID PID PPID C
STIME TTY TIME CMD
polkitd 13573 13559 0
05:21 ? 00:00:06 mysqld
[root@centos7 ~]# docker top mysql-test2

UID PID PPID C
STIME TTY TIME CMD
root 13961 13952 005:38
pts/1 00:00:00 /bin/bash

U3onauus KOHTEMHEPOB

B mpeppiaoyiieit rmaBe Mbl OMMCATIN TEXHOJOTMM M3OJSILIMM KOHTEN -
HepoB B GNU/Linux. Ternepp, KOrma y HaC ecTb TeCTOBas CUCTeMa, I10-
CMOTPMM Ha HUX Ha MpaKTUKe. 3alyCTUM KOHTelHep. B maHHOM cCity-
yae He MPUHIMIIMAIbHO, KaKOii, IyCTh 3TO OymeT KoHTeliHep ¢ CYB]I
MySQL:
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[root@centos7 ~]# docker run --name mysql-test -e MYSQL_ROOT_PASSWORD=docker
-d mysql

ae079446926a8d3ded3222c2984eal145216a412f153fdd213eb69c4cca7cfd21

ITpu oMoy KomaHabl docker inspect ysHaeM MOeHTU(PUKATOP
Mpoliecca KOHTeHepa B OIIepalMOHHOM CHUCTEMeE XOCTa:

[root@centos7 ~]# docker inspect mysql-test

[
{
"Id":
"2e079446926a8d3ded3222c2984ea145216a412f153fdd213eb69c4cc47cfd21",

"State": {
"Status": "running",
"Running": true,

"Pid": 2264,

B nanHoM nipumepe 310 2264. [1715 Hayama IoOCMOTPUM Ha ITPOCTPaH-
CTBa MMeH KOHTelHepa. ITO MOXHO CIieJIaTh IMPY MOMOIIY KOMAaHbI
Isns:

[root@centos7 ~]# lsns -p 2264
NS TYPE NPROCS  PID USER COMMAND

4026531837 user 155 1 root Jusr/1lib/systemd/systemd --switched-
root --system --deserialize 22

4026532349 mnt 1 2264 polkitd mysqld

4026532350 uts 1 2264 polkitd mysqld

4026532351 ipc 1 2264 polkitd mysqld

4026532352 pid 1 2264 polkitd mysqld

4026532354 net 1 2264 polkitd mysqld

Mo cton61ry NPROCS (UMCI0 MpoIieccoB) BUIHO, UTO TAHHBIN MPO-
11ecc sIBJISIeTCS eIMHCTBEHHBIM B IMPOCTPAHCTBAxX MMeH mnt, uts, ipc,
pld 1 net, a IPOCTPaHCTBO MMEH user He VCIIO/NIb3YeTCSd — B HEM BCe
ImponecChbl CMCTEeMBI. BTOpOf/i CHOC06 IIPOBEPUTDH UCIIOJIb3YEMBIE ITPO-
CTPaHCTBA MMEH — 3TO 0OPATUTHCS K BUPTYaTbHOI (haiioBoii cucreme
/proc:

[root@centos7 ~]# 1s -1 /proc/2264/ns

total 0

Trwxrwxrwx. 1 polkitd input 0 Mar 510:29 ipc -> ipc:[4026532351]
Trwxrwxrwx. 1 polkitd input 0 Mar 510:25 mnt -> mnt:[4026532349]

Trwxrwxrwx. 1 polkitd input © Mar 510:25 net -> net:[4026532354]
Trwxrwxrwx. 1 polkitd input 0 Mar 510:29 pid -> pid:[4026532352]
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Trwxrwxrwx. 1 polkitd input O Mar 510:29 user -> user:[4026531837]
Trwxrwxrwx. 1 polkitd input 0 Mar 510:29 uts -> uts:[4026532350]

IIpu nomoiy KoMaHAbI nsenter MOKHO «3aiTU» B 3aJaHHOE IIPO-
CTPaHCTBO MMeH. Hanmpumep, MOKHO IMOCMOTpeThb IP-azpec KoHTeliHe-
pa KomaH[o¥1 ip addr B ceTeBOM IIPOCTpaHCTBe MMeH Ipoiiecca 2264:

[root@centos7 ~]# nsenter -t 2264 --net ip addr
1: lo: <LOOPBACK,UP,LOWER_UP> mtu 65536 qdisc noqueue state UNKNOWN group
default glen 1000
1ink/loopback 00:00:00:00:00:00 brd 00:00:00:00:00:00
inet 127.0.0.1/8 scope host lo
valid_lft forever preferred_lft forever
inet6 ::1/128 scope host
valid_1ft forever preferred_lft forever
6: ethO@Lf7: <BROADCAST,MULTICAST,UP,LOWER_UP> mtu 1500 qdisc noqueue state
UP group default
link/ether 02:42:ac:11:00:02 brd ff:ff:ff:ff:ff:ff link-netnsid 0
inet 172.17.0.2/16 scope global eth®
valid_lft forever preferred_lft forever
inet6 fe80::42:acff:fel11:2/64 scope link
valid_lft forever preferred_lft forever

[Tone3HbIM GyIeT TakKe 3HATh KOMaHIy unshare, KoTopas I03BOJIsI-
€T 3aITyCTUTb IIPOLIECC B HOBBIX IIPOCTPAHCTBAX IMEH:

[root@centos7 ~]# unshare --ipc --uts --net --mount bash &
[2] 3063

Ternepb neperigem K cgroup (KOHTPOJBHBIM rpyrmnam). Kak mpak-
TUYECKM BCe Bely, cBsizaHHbIe ¢ saapoM B GNU/Linux, nHdopmaliiyio
I10 Cgroup MOXKHO OGHAPYKUTH B (haitioBoIi cucTeme /proc:

[root@centos7 ~]# cat /proc/2264/cgroup
11:blkio:/system.slice/docker-ae079446926a8d3ded3222c2984ea145216a412f153fdd2
13eb69c4cc47cfd21. scope
10:pids:/system.slice/docker-ae079446926a8d3ded3222c2984ea145216a412f153fdd21
3eb69c4cc47cfd21. scope
9:net_prio,net_cls:/system.slice/docker-ae079446926a8d3ded3222c2984eal145216a4
12f153fdd213eb69c4cc47cfd21. scope
8:freezer:/system.slice/docker-ae079446926a8d3ded3222c2984ea145216a412f153fdd
213eb69c4cca7cfd21.scope

7:memory: /system.slice/docker-ae079446926a8d3ded3222c2984ea145216a412f153fdd2
13eb69c4cc47cfd21.scope
6:perf_event:/system.slice/docker-ae079446926a8d3ded3222c2984ea145216a412f153
fdd213eb69c4cc47cfd21.scope
5:devices:/system.slice/docker-ae079446926a8d3ded3222c2984ea145216a412f153fdd
213eb69c4cca7cfd21.scope
4:hugetlb:/system.slice/docker-ae079446926a8d3ded3222c2984ea145216a412f153fdd
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213eb69c4cca7cfd21.scope
3:cpuacct,cpu:/system.slice/docker-ae079446926a8d3ded3222c2984ea145216a412f15
3fdd213eb69c4cc47cfd21. scope
2:cpuset:/system.slice/docker-ae079446926a8d3ded3222c2984eal145216a412f153fdd2
13eb69c4cc47cfd21. scope

1:name=systemd: /system.slice/docker-ae079446926a8d3ded3222c2984ea145216a412f1
53fdd213eb69c4cc47cfd21.scope

JInbo 6oee ymo6HbIM CIT0cO60M, KOMaHI0li systemd-cgls:

[root@centos7 ~]# systemd-cgls

Lsystem.slice

Fdocker -ae079446926a8d3ded3222c2984ea145216a412f153fdd213eb69c4cc47cfd21.
scope

| L2264 mysqld

[TapameTpsl ympaBiaeHMs TOCTYITHbI B TOAAMPEKTOPUSIX COOTBET-
CTBYIOIIMM KOHTPOJIIEPAM, HaIIpuMep JIJIsT TTaMSITH

[root@centos7 ~]# ls /sys/fs/cgroup/memory/system.slice/docker-ae079446926a8d
3ded3222c2984eal145216a412f153fdd213eb69c4cc47cfd21. scope/

cgroup.clone_children memory.kmem.failcnt memory.kmem. tcp.
limit_in_bytes memory.max_usage_in_bytes memory.move_charge_at_
immigrate memory.stat tasks

cgroup.event_control  memory.kmem.limit_in_bytes memory.kmem. tcp.
max_usage_in_bytes memory.memsw.failcnt memory.numa_stat
memory.swappiness

cgroup.procs memory.kmem.max_usage_in_bytes memory.kmem.tcp.
usage_in_bytes memory.memsw. limit_in_bytes memory.oom_control
memory.usage_in_bytes

memory.failent memory.kmem.slabinfo memory.kmem.usage_
in_bytes memory.memsw.max_usage_in_bytes memory.pressure_level
memory.use_hierarchy

memory.force_empty memory.kmem. tcp.failent memory.limit_in_bytes
memory.memsw.usage_in_bytes memory.soft_limit_in_bytes notify_on_
release

ITocnenneit cucTtemoii, Ube UCIOIb30BaHKe Mbl [IPOAEMOHCTPUPYEM
IIJISI KOHTeliHepoB, 6ymeT SELinux:
[root@centos7 ~]# ps auxZ | grep 2264

system_u:system_r:container_t:s0:c513,c827 polkitd 22640.4 2.11360936416488
? Ssl 10:25 0:27 mysqld

Kaxk BMIHO 13 BbIBOJIa KOMaH/IbI PS C KJIFOUOM Z, KOHTe/fHep 3aryc-
KaeTcs B JoMeHe container_t. [Tpo1iecchl 3TOro JOMeHa MMEIOT AOCTYIT
TOJIBKO K (aiimam Tuma container * t:
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[root@centos7 ~]# s -Z -d /var/lib/docker/
drwx--x--x. root root system_u:object_r:container_var_lib_t:s0 /var/lib/
docker/

Ecnu mocmMoTpeTh Ha TpM uuciaa IOc/ie MMeHU JOMeHa B BbIBOJEe
KOMaH/[Ibl PS, TO MbI YBUIUM, UTO 3a/ieliCTBOBaHa MYJIbTUKATETOPUIi-
Has 6esoracHocTh (Multi Category Security, MCS), sIBsIfoIIasicst oy -
MHOKECTBOM MHOTOYpPOBHEBOIiI 6e3omacHocty (Multi Level Security,
MLS). Tak ocymiecTBsIeTCS 3alIUTa MeKIy KOHTeTHepaMMu.

IMonutuka MLS 6asupyetcst Ha popmasnbHOit Mopenu Bell-LaPadula.
B TepMuHax 3Toit Momenu Bce CyOBEKTHI (1T ITPOCTOTHI — MPOIIECCHI)
1 00beKThI ((aiiibl) UMEIOT CBOi YpOBEeHb morycka. CyObeKT ¢ orpeme-
JIeHHBIM YPOBHEM JIOTTyCKa MMeeT ITPaBo UMTATh M CO37aBaTh (IIMCATh/
OGHOBJISITh) OOBEKTHI C TEM K€ YPOBHEM JHoItycka. Kpome Toro, oH
MMeeT MPaBo UYUTAaTh MEHee CeKpeTHbIe OObEKTHI ¥ CO30aBaTh 00BHEK-
ThI ¢ 6Gojiee BBICOKMM ypoBHeM. CyObeKT HMKOTIA He CMOXKET CO3Ma-
BaTh OOBEKTHI C YPOBHEM JIOITyCKa HIKE, YeM OH CaM MMEET, a TaKkKe
MIpoYecTb 06HEKT 6oJIee BBICOKOTO YPOBHS OIycKa. [T0-aHIIMICKM 3TO
dbopMyaMpyeTcs HAMHOTO Kopoue: «write up, read down» 1 «no write
down, no read up».

Insmogmepskku MLS TpaguMoHHbIi KOHTeKCT SELinux, cocTosimi
13 Tpex YacTeil: Iob30BaTe b, POJIb U TUII, — GBI TOMOJIHEH YPOBHEM
IIOITyCKa U BKIJIIOYAET JIBa YPOBHS Ge30IMmacHoCTH (security level):

user:role:type: sensitivity[:category,..][- sensitivity[:category,..]]

YpoBeHb [I0IMyCKa COCTOUT M3 JMUara30HOB UYBCTBUTEIbHOCTU IaH-
HBIX (HArpuMep, «cekpetHo», «[ICII») 1 KaTeropmit JaHHBIX («OTHEN
KaZIpOB», «OTae (MHAHCOBOI OTYETHOCTI»).

[TepBBIM yKa3bIBaeTCs 00sS3aTeNbHbIN TEKYIIMI YpoBeHb (low mam
current), 3aTeM uepe3 CMMBOJ Ieduca — HAMBBICIINII pas3penieHHbIi
ypoBeHb (high mnu clearance). Kaskapiit 13 IBYX BO3MOXKHbBIX YPOBHE
6e30ITaCHOCTY BKITIOUAET B Cebst 00s13aTeTbHYI0 YaCTh — UyBCTBUTENb-
HOCTb (sensitivity) JaHHBIX M HOJIb WJIM GOJIbIlIe KaTeropuii (category).
Sensitivity y Hac Bcerma 6ymeT sO. KaTteropuu o6o3HavaioTcst Kak cO0,
cl...c1024. C yueTOM MCMOJIb30BaHMS IBYX KaTEropuii Mbl oJiydaem
muMuT rpumepHo B 500 000 KOHTeiHEepOB Ha XOCT.

YNPABNEHVE COCTOSSHUEM KOHTEMHEPOB

Komanpa docker ps moxasbIBaeT COCTOSIHME 3aIyLeHHBIX U MOCTaB-
JIEHHBIX Ha Iay3y KOHTeTHepOoB:
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[root@centos7 ~]# docker ps

CONTAINER ID IMAGE COMMAND CREATED
STATUS PORTS NAMES

faddoeOe631d mysql "docker-entrypoint..." 15 minutes
ago Up 15 minutes 3306/tcp, 33060/tcp  mysql-test2

4b5193027fc7 mysql "docker-entrypoint..." 32 minutes
ago Up 32 minutes 3306/tcp, 33060/tcp mysql-test

C KII04YOM -a Mbl MOKEM YBUOETb CIIMCOK BCEX KOHTeﬁ[HepOB, BHe
3aBUCMMOCTU OT UX TEKYIIEero COCTOSIHMSA

[root@centos7 ~]# docker ps -a

CONTAINER ID IMAGE COMMAND CREATED
STATUS PORTS NAMES

faddoeOe631d mysql "docker-entrypoint..." 17 minutes
ago Up 17 minutes 3306/tcp, 33060/tcp  mysql-test2
9156f422a633 ubuntu "/bin/bash" 32 minutes
ago Exited (130) 29 minutes ago epic_spence
4b5193027fc7 mysql "docker-entrypoint..." 33 minutes
ago Up 33 minutes 3306/tcp, 33060/tcp mysql-test
30f81da2f29b mysql "docker-entrypoint..." 41 minutes
ago Exited (1) 41 minutes ago cocky_ritchie

KoHTeitHepbl MOTYT HaXOOUTbHCS B HECKOIBKUX COCTOSTHMSIX. IIpy 1o~
MOV onuyy --filter MOSKHO yIIpaB/IsITh BBIBOJOM KOMAaH/IbI PS, PUIbT-
PYs1 BBIBOJ, CITMCKA KOHTETHEepOB 110 MX COCTOSIHMIO. B KauecTBe 3Ha-
YyeHMs OIIMM MOXKHO TepenaBaTh created, restarting, running, paused
u exited. Harmpumep:

[root@centos7 ~]# docker ps --filter status=exited

CONTAINER ID IMAGE COMMAND CREATED
STATUS PORTS NAMES

9156f422a633 ubuntu "/bin/bash" 34 minutes
ago Exited (130) 31 minutes ago epic_spence
30f81da2f29b mysql "docker-entrypoint..." 42 minutes
ago Exited (1) 42 minutes ago cocky_ritchie

IMepeuncIuM OCHOBHbIE COCTOSIHMSI KOHTEHEepOB.

Hcnonusiercs (running) — KoHTeliHep paboraeT. B BbiBozme docker
ps BbI yBUauTe ctatyc «Up» ¥ BpeMs, B Te4eHe KOTOPOTO OH MCITOJI-
HSeTCS.

Co3maH (created) — KOHTeliHep CO3[aH, HO B HACTOSIINIT MOMEHT
He BBITIOTHSIETCS. Takoe cOCTosIHME OyIeT y KOHTelfHepa rocie KoMaH-
bl docker create. Eile omoyH mpuMep, KOrma KOHTeiHep OKa3bIBaeTCs
B 9TOM COCTOSIHUM:

[root@centos7 ~]# docker run --name test alpine bash
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Jusr/bin/docker-current: Error response from daemon: oci runtime error:
container_linux.go:247: starting container process caused "exec: \"bash\":
executable file not found in SPATH".

[root@centos7 ~]# docker ps -a

CONTAINER ID IMAGE COMMAND CREATED
STATUS PORTS NAMES

cb93aa0d0791 alpine "bash" 49 seconds
ago Created test

UYTto MbI YBUIEIM U3 BbIBOJA 3TUX OBYX KOMaH[? [Tonb30oBaTesnb Io-
TIBITAJICS CO3AATh KOHTelHep test n3 o6pasa Alpine Linux [1] u xoTen
B KayeCTBe 3aITyIlleHHO) KOMaH/bl ITOTYUYNTbh KOMAHIHbIV MHTEpIIpe-
taTop bash. JlaHHOJT KOMaHbI B 06pa3e HET, COOTBETCTBEHHO, KOHTE -
Hep [I0 3aITycKa He JOIIIel.

3aBepini ucmoaHenne (exited) — KoHTeliHep 3aBePIIVIT MCIION-
HeHMe. MoguduIpyeM Hall IpUMep:

[root@centos7 ~]# docker run --name test2 alpine busybox
BusyBox v1.28.4 (2018-12-0615:13:21 UTC) multi-call binary.

[root@centos7 ~]# docker ps -a

CONTAINER ID IMAGE COMMAND CREATED
STATUS PORTS NAMES

5d562c1bd2ba alpine "busybox" 38 seconds
ago Exited (0) 37 seconds ago test2
cb9aaa0d0791 alpine "bash" 3 minutes
ago Created test

B omnune ot bash, komanga busybox, B 06pase 13 KOTOpOii 3ammyc-
KaJICSI KOHTeliHep, MPUCYTCTBYeT. YCIeIIHO 3aBepIliMB BbITIONHEHNe
KOMaH[pl busybox, KOHTeiiHep 3aBepuIvi paboTy. TOT ke pe3ynbTaT
MBI TIONyYaeM, eCcyii i paboTaloliero KOHTeliHepa OaAuM KOMaH-
oy docker stop. Bropoii crioco6 octaHOBUTH KoHTeltHep — docker kill.
[To ymonmuaHuio 3Ta KomaHza otnpasiseT curHain SIGKILL, omHako npu
MTOMOIIIY OTIIMM -S MOXKHO OTIIPABUTh KOHTEeHEePY U ApyTUe CTaHIapT-
Hble CUTHAJIbl. 3aHOBO 3aITyCTUTh OCTAHOBJIEHHBI KOHTeTHEep MOXKHO
KoMaHoi1 docker start. B o61iemM cyryyae OCTaHOBJIEHHBI KOHTETHED
OT CO3[IaHHOTO OT/INYAETCs TeM, UTO IIePBbIit yyke KOTIa-TO 3aITyCKasIcs
" Ha (GaiiyIoBOIl CUTEMe OCTAHOBJIEHHOTO KOHTEIHEpa MOTYT OBbITh Y3Ke
Mpou3BeHeHbl Kakue-To u3MeHeHus. daiiioBas ke cucTeMa CO3IaH-
HOTO KOHTeifHepa aHaJoTMyHa 06pasy, M3 KOTOPOTrO CO3/4aBaiCs KOH-
TeliHep.
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ITocraBieH Ha nmay3y (paused) — Ipoiiecc KOHTeliHepa OCTaHOBJIEH,
HO cyuiecTByeT. IlocTaBUTh KOHTEVHep Ha [1ay3y MOXKHO IIpY ITOMOILN
komaHbl docker pause. I[Ipu 3Tom Docker McIomb3yeT KOHTPOIbHYIO
rpymmy freezer, Iyist TOTO YTOOBI «3aMOPO3UTb» ITPOIECCHI B KOHTEI-
Hepe.

TIpoBeseM MPOCTOii IKCIIEPUMEHT. 3aITyCTUM KOHTeTHeD U yoe M-
Cs1, UTO OH paboTaer:

[root@centos7 ~]# docker run -it --name ubuntu ubuntu /bin/bash
root@42382bf10d08: /#

KonreitHep ¢ npentuduraropom 42382bf10d08 samymeH. OTkpoem
Ha y3/Ie BTOPYIO KOHCOJIb ¥ ITIPOBEPMM CTaTyC KOHTelHepa:

[root@centos7 ~]# docker ps

CONTAINER ID IMAGE COMMAND CREATED
STATUS PORTS NAMES

42382bf10d08 ubuntu "/bin/bash" 50 seconds
ago Up 49 seconds ubuntu

Tenepb IMMOCTaBMM €ro Ha Iay3y:

[root@centos7 ~]# docker pause ubuntu

ubuntu

[root@centos7 ~]# docker ps

CONTAINER ID IMAGE COMMAND CREATED
STATUS PORTS NAMES

42382bf10d08 ubuntu "/bin/bash" About a
minute ago Up About a minute (Paused) ubuntu

Vb6enyumcsi, 4TO BUpPTyaabHas daiioBast cucTeMa JIjisi KOHTposiepa
freezer cMOHTHpOBaHa:

[root@centos7 ~]# mount | grep freezer
cgroup on /sys/fs/cgroup/freezer type cgroup
(rw,nosuid,nodev,noexec,relatime,seclabel,freezer)

[TocMOTpUM COmEPKMMOe TTOAAMPEKTOPUM system.slice:

[root@centos7 ~1# 1s /sys/fs/cgroup/freezer/system.slice/
cgroup.clone_children cgroup.procs

freezer.parent_freezing freezer.state tasks

cgroup.event_control  docker-42382bf10d08b9160493a2b214ade03ed01d7cda3c416f1
107b79d8fe7a5c77a.scope freezer.self_freezing notify_on_release
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MpbI BUOMM eIMHCTBEHHYIO BUPTYaIbHYIO MoaavpekTopuio docker-*,
COOTBETCTBYIOIIYIO KOHTEeIHEepY JJ1s1 KOHTposiepa freezer. OueBUIHO,
IpyTMie KOHTelHepbl He 3almylleHbl. Kak BbI BUANTE, UAEHTUDUKATOD
KoHTeliHepa 42382bf10d08 Takske MPUCYTCTBYET B MMEHU BUPTYasib-
HOJ mogayipekTopuu. [IpoBepuM, UTO B HACTOSIIIIMIT MOMEHT KOHTeli-
Hep «pa3moposkeH» (THAWED):

[root@centos7 ~]# docker unpause ubuntu
ubuntu
[root@centos7 ~]# cat /sys/fs/cgroup/freezer/system.slice/docker-42382bf10d08

b9160493a2b214ade®3ed01d7cda3c416f1107b79d8fe7a5¢c77a.scope/freezer.state
THAWED

Terepb IOCTaBUM KOHTEHEDP Ha Tay3y U yOeaMCsI, UTO 3TO pean-
30BaHO CPEeICTBAMM KOHTPOJIbHBIX TPYIIIT:

[root@centos7 ~]# docker ps

CONTAINER ID IMAGE COMMAND CREATED
STATUS PORTS NAMES

42382bf10d08 ubuntu "/bin/bash" 5 minutes ago
Up 5 minutes (Paused) ubuntu

[root@centos7 ~]# cat /sys/fs/cgroup/freezer/system.slice/docker-42382bf10d08
b9160493a2b214aded3ed01d7cda3c416f1107b79d8fe7a5c77a.scope/freezer.state
FROZEN

IMepesamyckaercs: (restarting) — KOHTeliHep Ilepe3alTyCKaeTcsl.
OcCTaHOBJIEHHBIVI KOHTEHEP MOKHO pecTapToBaTh. PecTapT 03Haua-
€T, UTO KOHTEHEeP 3aHOBO 3aMYyCTUTCS C TEM Ke UIEHTU(HUKATOPOM
¥ HACTPOIfKaMM CEeTH, UTO 6bUIM 40 OCTaHOBKK. OTHAKO 3TO OyIeT yKe
npyroii npoiecc ¢ npyrum PID.

«Ymep» (dead) - xoHTeliHep mepecTan QYHKIMOHUPOBATh BCIE -
cTBIE COOSI.
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Ha xocTe y npouecca Ha xocTe y npouecca
PID=AAAA PID=BBBB

:docker create -it -name ubuntul ubuntu /binfbash

Co3pfaH (created)

I docker start ubuntu
U

WcnonHaeTca (running)

:dccker pause ubuntu

MNaysa (paused)

: docker unpause test_ubuntu

VcnoaHaeTca (running)

I docker stop ubuntu
|
Y

(3aaepu.|w1 WCNOAHEHWE (exited))

:docker restart ubuntu

WcnonHaeTea (running)

: docker stop ubuntu

Y
(Saeepmmn WCMONHEHNE (sxited))

: docker rm ubuntu

Puc. 2.2 « lNpumep M3MeHeHUs COCTOSHUS KOHTelHepa

Ha puc. 2.2 npeacraBieH npuMep nepexoja KOHTeiHepa U3 COCTO-
sHUS B cocTosiHMe. O6paTuTe BHMMAaHMe, YTO Ha PUCYHKE ITOKA3aHO
TO, UTO TIOC/Ie pecTapTa KOHTeliHepa CO3[aeTcsl HOBbIN mporiecc. 13-
HauaJIbHBIN ITPOIIecC KOHTEIHepa 3aBepuIny paboTy Mocjie KOMaH/Ibl
docker stop.

[MocmemHsst KoMaHAa Ha pucyHKe — docker rm — BriepBbie BCTpeva-
eTcsl B KHUre. JTO KOMaHJa yaaneHus KoHTelHepa. [lowie ymanenus
CaMoro KOHTeifHepa MOKHO yIaJIUTh ¥ 00pa3, M3 KOTOPOTro OH ObLT 3a-
TylleH. 3amylleHHble KOHTeliHepbl yAaJIsSITh Helb3sl.

Ewi Heo6XoaMo MPOU3BECTM AeCTBUS Cpasy CO BCeMM KOHTei-
HepaMmu wiu o6pasamu, MOKHO B KomaHaax docker images u docker ps
MCITONIb30BATh OMIINIO -q. IIpy 3TOM GYAYT BhIBEAEHBI TOJMBKO UIOEHTH-
(bukaTOPHI KOHTEITHEPOB MM 06PA30B:
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$ docker ps -aq
9b0117ecb82d
00e5695fa62f
f568491c665C

$ docker images -q
0766572b4bac
104bec311bcd
594dc21de8de

,Hanee MOJKHO IIOACTaBMUTDb BbIBOM, 3TMX KOMaHI B KOMaHObl, MaH-
nmyanpyrmniye COOTBEeTCTBEHHO KOHTEﬁHepaMI/I "u 06p8.38.MI/I. B caeny-
IoIIeM IMpumepe yaoaasaiTCsa BCe KOHTEVIHEPBI, a 3aTeM BcCe O6pa3bl
Ha y3Jjie:
$ docker rm $(docker ps -aq)
9b0117ecb82d
00e5695fa62f
f568491c665¢
$ docker rmi $(docker images -q)

Untagged: docker.io/alpine:latest

Untagged: docker.io/alpine@
sha256:a4104316f43c73146f1c0af4747d88047a808e58238bcad6506a7fbbf3b30b90
Deleted:
sha256:0766572bdbacfaee9a8eb6bae79e6f6dbcdfac0805c7c6ec8b6c2cOef®9I7317a
Deleted:
sha256:7cbcbac42c44c6c38559e5df3a494144987333c8023a40fec48df2fcelfcid6b

OBMEH JAHHBIMU C KOHTEAHEPOM MO CETU

MbI HAYYMIUCh 3aITyCKaThb KOHTEHEP C JeMOHOM, PabOoTaloMIUM BHYT-
pu KoHTejiHepa. HO TOJMKYy OT TaKOro KOHTejfHepa HeMHOro. HyskHO
TaKKe YMeThb TOAK/IIoUaThCs K CTyk6e 13 BHellIHeit ceTy. OOuH 13 BO3-
MOXXHBIX CITOCOO0B — 9TO MCIIOIb30BaHMe MPOOpOca IMOPTOB U3 KOHTET-
HEpPOB Ha XOcCT. [laBaiiTe IOIKCIIEPUMMEHTMPYEM C 6Gojiee HaIISIHbIM
npuMepoM — Beb-cepBepoM Apache. CTpaHnuKa opuiMaaIbHOrO 06pasa
Ha Docker Hub pacnionoskeHna o afgpecy [2]. 13 onncaHmst MOXKHO y3HaTh,
YTO KOpHEBast IupeKTopus 151 Be6-cepBepa /ust/local/apache2/htdocs/.
3arpys3um o6pas U 3aIyCTM C HOBOJ IJIsl HAC OTIIMe -p:
[root@centos7 ~]# docker run -d -p 8888:80 --name my-httpd httpd

Unable to find image 'httpd:latest' locally
Trying to pull repository docker.io/library/httpd ...

Status: Downloaded newer image for docker.io/httpd:latest
9f7a39182f9f626a5fd0651d41f26d5d0a540a40d19c8d35970b4c1d3a687642
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IlaHHas oISl MO3BOJISIET ITepeHanpaBuTh tep-mopT 80 KOHTelTHepa
Ha 8888-it mopT xocTa. IaHHbIIT TPO6POC MOPTOB OYyIeT Takke 0TOO6pa-
SKaThCs B BbIBOZe KoMaH bl docker ps:

[root@centos7 ~]# docker ps

CONTAINER ID IMAGE COMMAND CREATED
STATUS PORTS NAMES
9f7a39182f9f httpd "httpd-foreground" About a minute

ago Up About a minute 0.0.0.0:8888->80/tcp my-httpd

OpraHmusyeTcst 9TO IPY TIOMOIIIM [TpaBMI OpaHaMayspa:

[root@centos7 ~]# iptables -L DOCKER -t nat
Chain DOCKER (2 references)

target prot opt source destination
RETURN all -- anywhere anywhere
DNAT tcp -- anywhere anywhere tcp dpt:8888

t0:172.17.0.2:80

B namem npumepe y koHTeliHepa IP-anpec 172.17.0.2. TIporectupy-
eM paboToCIIoCO6HOCTh BeO-cepBepa. O6paTumcs Ha TopT 8888 xocTa
60 1o ero IP-ampecy (B mpumepe 10.0.2.15), mu60 Ha localhost:

[user@centos7 ~]$ curl http://160.0.2.15:8888
<html><body><h1>It works!</h1></body></html>

OtnnuHo! KoHTeliHep IOCTyIeH 13 BHEIHero Myupa. ITorpobyem 3a-
MEHUTDb CTAaHJAPTHOE COOOIeHe CBOMM, M3MeHuB index.html:

[root@centos7 ~]# docker exec -it my-httpd bash

root@f7a39182f9f: /usr/local/apache2# echo "My Apache server" > [usr/local/
apache2/htdocs/index.html

root@f7a39182f9f: /usr/local/apache2# exit

exit

[root@centos7 ~]# curl http://10.0.2.15:8888

My Apache server

B kauecTBe aJbTepPHATUBBI MOKHO BO3JIOKUTh OTBETCTBEHHOCTD
Ha BbIOOp mopTa Ha cam Docker, otmaB komaHay docker run ¢ KIIrO4oM
-P:

[root@centos7 ~]# docker run -d -P --name my-httpd2 httpd
94193722e4f37a1c81562d02fe76e51444f179b96df3a114194c89643f4a474

B aToM ciiyuae y3HaTh IMOPT, KOTOPBI GbUT BbIEIEH KOHTETHEPY,
MOXKHO KoMaHmo¥ docker port:

[root@centos7 ~]# docker port my-httpd2
80/tcp -> 0.0.0.0:32768
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[root@centos7 ~]# curl http://10.0.2.15:32768
<html><body><h1>It works!</h1></body></html>

B maHHOM mpuMepe mopT 32768 6b11 BBIGpaH caMyUM ABMKKOM Dock-
er. ITo ymomuanmio Docker GepeT mopT u3 auamnasoHa «3(eMepHbIX
TIOPTOB», 3aaBaemMoro yepe3 napameTp simpa GNU/Linux:

[root@centos7 ~]# cat /proc/sys/net/ipv4/ip_local_port_range
32768 60999

ITopt 80 6bUT ompedeneH aBTOpoM o6pasa. Kak 3To 3amaeTcsi, Mbl
MU3yunMM, Korga OymeM pas3buparh ommicaHue o6pasoB IMpU IMOMOIIN
daiina Dockerfile.

MPOCMOTP MHOOPMALIMM O KOHTEMHEPE

[To3HAKOMMMCSI C TeM, KaK ITOIyInTb MHMOpMaILNIo 0 KoHTeliHepe. [To-
CMOTPUM Ha BbIBOJ KoMaHAbl docker inspect. BeiBon KomaH#b! B hop-
mate JSON oToOpaskeH HIKe:

[root@centos7 ~]# docker inspect my-httpd2 | nl

10

2 {

3 "Id":

"94193722e4f37a1c81562d02fe76e51444f179b96df3a114f194c89643F4a474",

4 "Created": "2019-01-01T10:24:10.264127822Z",

5 "Path": "httpd-foreground",

6 "Args": [],

7 "State": {

8 "Status": "running",

9 "Running": true,

10 "Paused": false,

11 "Restarting": false,
12 "00MKilled": false,
13 "Dead": false,
14 "pid": 4312,
15 "ExitCode": 0,
16 "Error": "",
17 "StartedAt": "2019-01-01T10:24:10.49016784Z",
18 "FinishedAt": "0001-01-01T00:00:00Z"
19 1,
20 "Image":

"sha256:ef1dc54703e2daec032eb84e78f88bec496090d098efdbac08f7406473af2bd1",

21 "ResolvConfPath": "/var/lib/docker/

containers/94193722e4f37a1c81562d02fe76e51444f179b96df3a114f194c89643f4a474/
resolv.conf",
22 "HostnamePath": "/var/lib/docker/
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containers/94193722e4f37a1c81562d02fe76e51444f179b96df3a114f194c89643f4a474/
hostname",

23 "HostsPath": "/var/lib/docker/
containers/94193722e4f37a1c81562d02fe76e51444f179b96df3a114f194c89643f4a474/
hosts",

24 "LogPath": "",

25 "Name": "/my-httpd2",

26 "RestartCount": 0,

27 "Driver": "overlay2",

28 "MountLabel": "system_u:object_r:svirt_sandbox_
file_t:s0:c12,c428",

29 "ProcessLabel": "system_u:system_r:svirt_lxc_
net_t:s0:c12,c428",

30 "AppArmorProfile": "",

31 "ExecIDs": null,

32 "HostConfig": {

33 "Binds": null,

34 "ContainerIDFile": "",

35 "LogConfig": {

36 "Type": "journald",

37 "Config": {}

38 1

39 "NetworkMode": "default",

40 "PortBindings": {3,

41 "RestartPolicy": {

42 "Name": "no",

43 "MaximumRetryCount": 0

44 }s

45 "AutoRemove": false,

46 "VolumeDriver": "",

47 "VolumesFrom": null,

48 "CapAdd": null,

49 "CapDrop": null,

50 "Dns": [],

51 "DnsOptions": [],

52 "DnsSearch": [1],

53 "ExtraHosts": null,

54 "GroupAdd": null,

55 "IpcMode": "",

56 "Cgroup": ""

57 "Links": null,

58 "OomScoreAdi": 0,

59 "PidMode": "",

60 "Privileged": false,

61 "PublishAllPorts": true,

62 "ReadonlyRootfs": false,

63 "SecurityOpt": null,

64 "UTSMode": "",
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65 "UsernsMode": "",

66 "ShmSize": 67108864,

67 "Runtime": "docker-runc",
68 "ConsoleSize": [

69 0,

70 0

71 1,

72 "Isolation": "",

73 "CpuShares": 0,

74 "Memory": @,

75 "NanoCpus": 0,

76 "CgroupParent": "",

77 "BlkioWeight": 0,

78 "BlkioWeightDevice": null,
79 "BlkioDeviceReadBps": null,
80 "BlkioDeviceWriteBps": null,
81 "BlkioDeviceReadIOps": null,
82 "BlkioDeviceWriteIOps": null,
83 "CpuPeriod": 0,

84 "CpuQuota": 0,

85 "CpuRealtimePeriod": 0,

86 "CpuRealtimeRuntime": 0,

87 "CpusetCpus": "",

88 "CpusetMems": ""

89 "Devices": [],

90 "DiskQuota": 0,

91 "KernelMemory": 0,

92 "MemoryReservation": 0,

93 "MemorySwap": 0,

94 "MemorySwappiness": -1,

95 "OomKillDisable": false,

96 "PidsLimit": 0O,

97 "Ulimits": null,

98 "CpuCount": 0,

99 "CpuPercent": 0,

100 "IOMaximumIOps": 0,

101 "IOMaximumBandwidth": 0
102 1,

103 "GraphDriver": {

104 "Name": "overlay2",

105 "Data": {

106 "LowerDir": "/var/lib/docker/

overlay2/e96c392484ac51f3bbafd8c06ed6caddle6a90655beadedc
bd2049b1288ba39b-init/diff:/var/lib/docker/overlay2/d75fe7
1f16c45e1a4c1906056a304c1541e2cadf8af1f271a5ec5177f9c60a77/
diff:/var/lib/docker/overlay2/
b2d65ab1b2528edffd9b361ab2c2e5a057257e03d54c646f8b5a52e76c1f7bab/
diff:/var/lib/ docker/
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overlay2/20e1bab4b8d2b14e6ee78e38ae96bf62390993271598fb05f749db752bc892dd/
diff:/var/lib/docker/overlay2/
db910d2c3124ce5421aa468218685868c15c201179b0ccadedfar2ebs
17d2906/diff:/var/lib/docker/
overlay2/3e21a9b9e887b93f7a7c1c2cc17947d65b12a72ef15c0bcd67d435588048cc12/
diff",

107 "MergedDir": "/var/lib/docker/overlay2/
€96c392484ac51f3bbafd8cO6ed6cadd1e6a90655beadedcbd2049b1288ba39b/merged”,

108 "UpperDir": "/var/lib/docker/overlay2/
€96c392484ac51f3bbafd8cO6ed6caddie6a90655beadedcbd2049b1288ba39b/diff",

109 "WorkDir": "/var/lib/docker/overlay2/
€96c392484ac51f3bbafd8cO6ed6cadd1e6a90655beadedcbd2049b1288ba39b/work”

110 1

111 1,

112 "Mounts": [],

113 "Config": {

114 "Hostname": "94193722e4f3",

115 "Domainname": ""

116 "User": "",

117 "AttachStdin": false,

118 "AttachStdout": false,

119 "AttachStderr": false,

120 "ExposedPorts": {

121 "80/tcp": {3

122 1,

123 "Tty": false,

124 "OpenStdin": false,

125 "StdinOnce": false,

126 "Env": [

127 "PATH=/usr/local/apache2/bin: /usr/local/sbin: /usr/
local/bin:/usr/sbin:/usr/bin:/sbin:/bin",

128 "HTTPD_PREFIX=/usr/local/apache2",

129 "HTTPD_VERSION=2.4.37",

130 "HTTPD_

SHA256=3498dc5c6772fac2eb7307dc7963122f fe243b5e806e0be4fb51974ff759d726",

131 "HTTPD_PATCHES=",

132 "APACHE_DIST_URLS=https://www.apache.org/dyn/closer.
cgi?action=download&filename= \thttps://www-us.apache.org/dist/ \thttps://
www.apache.org/dis t/ \thttps://archive.apache.org/dist/"

133 1,

134 "Cmd": [

135 "httpd-foreground"

136 1,

137 "ArgsEscaped": true,

138 "Image": "httpd",

139 "Volumes": null,

140 "WorkingDir": "/usr/local/apache2",

141 "Entrypoint": null,
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142
143
144
145
146
147

"OnBuild": null,
"Labels": {}

etworkSettings": {

"Bridge": "",
"SandboxID":

"£39ab69f3d0b37119acf17839b419b28dfcf5ca91b523767cc64a5¢c33ecOce9s"”,

148
149
150
151
152
153
154
155
156
157
158
159
160
161
162

"HairpinMode": false,
"LinkLocalIPv6Address": "",
"LinkLocalIPv6PrefixLen": 0,

"Ports": {
"80/tcp": [
{
"HostIp": "0.0.0.0",
"HostPort": "32768"
}
1
1

"SandboxKey": "/var/run/docker/netns/f39ab69f3dob",
"SecondaryIPAddresses": null,
"SecondaryIPv6Addresses": null,

"EndpointID":

"bbbbd3c0b03a9623286c6e181932ce8d0d562dc5cab5311cceab6500e48304c2",

163
164
165
166
167
168
169
170
mn
172
173
174
175

"Gateway": "172.17.0.1",
"GlobalIPv6Address": "",
"GlobalIPv6PrefixLen": 0,
"IPAddress": "172.17.0.3",
"IPPrefixLen": 16,
"IPv6Gateway": ""
"MacAddress": "02:42:ac:11:00:03",
"Networks": {

"bridge": {
"IPAMConfig": null,
"Links": null,
"Aliases": null,
"NetworkID":

"430d40a16e1bb040c722b4dec7667bb40eed68447edebcc64321e35fcac5207e",

176

"EndpointID":

"bbbbd3c0b03a9623286c6e181932ce8d0d562dc5cab5311cceab6500e48304c2",

177
178
179
180
181
182
183
184
185

"Gateway": "172.17.0.1",
"IPAddress": "172.17.0.3",
"IPPrefixLen": 16,

"IPv6Gateway": "",
"GlobalIPv6Address": "",
"GlobalIPv6PrefixLen": 0,
"MacAddress": "02:42:ac:11:00:03"
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186 }
187 }
188 ]

OnuiieMm bSO IIOJIYYEHHBIX ITapaMETPOB:

O crpoka 3 — uaeHTUHUKATOP KOHTEIHEPA;

CTpOKa 4 — BpeMsl U laTa CO3AaHNMSI KOHTeHepa;

cTpoku ¢ 7 1o 19 — nHdopmanms o cratyce KoHTeiiHepa. Teky-
it cratyc "running” v PID Ha xocTte — 4312;

crpoka 20 — xemr o anroputmy SHA256 obpasa, 13 KOTOPOTo
3aIylneH KoHTeiHep. Mcmonb3yiiTe komaHay docker images
--digests 111 ero BbIBOIIA;

cTpoku 21-23 — pacrionoxkeHue Ha (ailyIoBOil cucTeMe XOCTa
daiinos resolv.conf, hostname u hosts KoHTeliHepa;

crpoku 28-29 — meTka SELinux aitoBoit cucTeMbl i KOHTEKCT
Trpoliecca;

cTpoky 120-122 — 06bsIBIIEHHBIE JOCTYITHBIMM CHAPYKU ITOPTHI.
B maHHOM CJTyyae TOJIBKO OfuH — http;

CTpOKM 126—-133 — mepeMeHHbIE€ OKPY>KEHMS;

CcTpoku 134—-136 — orpenesieHye 3aTyCKaeMOi KOMaHIbl B KOH-
TeiiHepe;

cTtpoka 178 — IP-aapec KoHTeliHepa.

00

(@)

©c 00 O O ©0

,HJ'[?[ TOTO ‘ITO6]>I BbIBECTU TOJIBKO 4dCThb MH(i)OpMaLU/H/I, MO>XHO BOC-
TT0JIb30BaThCs MA0I0HOM s3bIKa Go, McIob3ys omiuio -f. Harpumep,
IIJISI TOTO YTOGBI MONMYUNTh IP-aipec KoOHTeliHepa, MOKHO BOCIIOIb30-
BaThCsI KOMaHIOM:

[root@centos7 ~]# docker inspect -f '{{ .NetworkSettings.IPAddress}}' my-

httpd2
172.17.0.3

MoaKNOYEHME K KOHTEAHEPY MOCTOSIHHOTO XPAHW/ULLA

MbI HAyYMAMUCh 3aTyCKaTh KOHTEHEePbI, OHAKO €CJIV BbI yOAJINTE KOH-
TeifHep, Bamm u3MeHeHus B index.html 6yayT rmotepsHbl. Ha cTpanuiie
¢ ommcanueM httpd Ha Dockrer Hub mpuBemeH mnpumep MCIOIb30Ba-
HMS KOHTeliHepa:

$ docker run -dit --name my-apache-app -v "$PWD":/usr/local/apache2/htdocs/
httpd:2.4
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V3 HOBOTO TYT OMIMSI -V. DTa OMIINS TO3BOJISIET CMOHTUPOBATH IV -
PEKTOPHIO XOCTa BHYTPY KOHTelHepa. IlesieBast AUpeKTOPHS B IpuMe-
pe - /usr/local/apache2/htdocs/, a MOHTUpyeMasi — TeKymuias pabodas,
IyTh KOTOPOJi COOEPKUTCS B MepeMeHHOi okpykeHus $PWD. Ecin
B KOMaHie OITyCTUTb IieJieBYyl0 AaupeKTopuio, To Docker cosmact ee
B /var/lib/docker/volumes/. Vicrionb3syeM TpeOsKeHHbI CMHTAKCUC,
co3paB index.html B crielnaabHO BhIAEIEHHON OUPEKTOPUN:

[root@centos7 ~]# mkdir mywww

[root@centos7 ~]# echo "My Apache server - 3" > mywww/index.html
[root@centos7 ~]# docker run -d -p 8889:80 -v /home/andrey/mywww:/usr/local/
apache2/htdocs/ --name my-httpd3 httpd
643010e49c8366751083fe4ca5998e3f31980634c8bba43240e82a25e12cd076
[root@centos7 ~]# curl http://10.0.2.15:8889

<!DOCTYPE HTML PUBLIC "-//IETF//DTD HTML 2.0//EN">

<html><head>

<title>403 Forbidden</title>

</head><body>

<h1>Forbidden</h1>

<p>You don't have permission to access /

on this server.<br />

</p>

</body></html>

IToxoske, UTO y HAcC mMpobaeMbl ¢ paspelieHUIMHU. [leslo B TOM, UTO
B CentOS, a Takke B psifie APYTUX TUCTPUOYTUBOB 110 YMOTUAHUIO UC-
MO/Ib3YyeTCs CUCTeMa MaHAaTHOro KoHTpons pocrymna SELinux. g
TOTO YTOOBbI KOHTeliHep WM BUPTyalbHas MallMHA MMOIy4YMsia IOC-
TYI K (HaitaoBoit cuTemMe XOCTa, HY>)KHO 3aJ1aTh MPaBWIbHbIN TUIT IJIsT
COOTBETCTBYIOIMX (DAliIoB U IUPEKTOPUIL:

[root@centos7 ~]# chcon -R -t container_file_t mywww/
[root@centos7 ~]# ls -1Z
drwxr-xr-x. root root unconfined_u:object_r:container_file_t:s0 mywww

[ToBTOpSIEM 3KCIIEPUMEHT:

[root@centos7 ~]# docker stop my-httpd3

my-httpd3

[root@centos7 ~]# docker rm my-httpd3

my-httpd3

[root@centos7 ~]# docker run -d -p 8889:80 -v /root/mywww:/usr/local/apache2/
htdocs/ --name my-httpd3 httpd
a3055552ab1b0003d2414450ec20dc7f7ef910185356b861e5a1c0948060cd28
[root@centos7 ~]# curl http://10.0.2.15:8889

My Apache server - 3
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Ha atoT pa3 Be6-cepBep ycIelHo oTo6paswi Hail daiin index.html.
Korpa nyipekTopust KOHTeliHepa, B KOTOPYI0 MOHTUPYETCS IUPEKTOPUST
XOCTa, CYIECTBYET, ee COlepPsKMMOe 3aMeHSIeTCs, HO He yIasseTcsl.

[Tone3HbIM MIPMEMOM MOXKET 0Ka3aThCsl MCIIOIb30BaHMEe BbIIEIEeH-
HbBIX KOHTETHEepOB TOJBbKO IO/, XpaHeHMe TaHHbIX. Vfes 3akmodyaeTcs
B TOM, UTO Yy Hac 6yIeT OCTaHOBJIEHHbIVI KOHTeiiHep, ToMa KOTOPOTo
OyIyT CMOHTMPOBAHBI B IPYyroii KoHTeliHep. [Ipu aToM paboTaromniuii
KOHTelHep C TMPUIOKEeHMEeM MOXHO YAAISITh M CO37JaBaTh 3aHOBO
CTOJTIBKO Pas, CKOJIbKO HeOOXO0AMO.

[Mpounntoctpupyem Ha npumepe. Co3manuM KOHTelHep IJisT Xpa-
HeHMS JaHHBIX TOJ MMeHeM my-data, CMOHTMPOBaB B IMPEKTOPUIO
KoHTeliHepa /usr/local/apache2/htdocs/ nupekTopuio xocta ¢ daityiom
index.html:

[root@centos7 ~]# docker run -v /root/mywww:/usr/local/apache2/htdocs/ --name
my-data httpd echo "Data container"

Data container

[root@centos7 ~]# docker ps -a

CONTAINER ID IMAGE COMMAND CREATED
STATUS PORTS NAMES

c7268bae0b3a httpd "echo 'Data contai..." 7 seconds
ago Exited (0) 6 seconds ago my-data

KouteitHep my-data ocraHoBieH. [Ipy moMoOIIM OMHIMUM --VOIl-
umes-from Bo BpeMms 3aITycka JPyroro KOHTeiiHepa MOKHO CMOHTU-
poBaTh TOMa 13 mepBoro. [IpoBepyuM 3TO IIPY IMTOMOIIY TeCTOBOTO KOH-
TeliHepa test:

[root@centos7 ~]# docker run --volumes-from my-data --name test httpd cat /
usr/local/apache2/htdocs/index.html
My Apache server - 3

Temepb TeCTOBBIII KOHTEIHEp HaM He HYXeH. YIaIiM ero " 3aIryc-
TUM KOHTelTHep C Be6G-cepBepoM, KOTOPBIN OyeT MCIONb30BaTh TOM
C KOHTelHepa my-data:

[root@centos7 ~]# docker rm test

test

[root@centos7 ~]# docker run -d -p 8899:80 --volumes-from my-data --name my-
httpd-new httpd
431e5018f550ad4d921ccbObdc26635ece43767c622fc36368d826d68ffb1607
[root@centos7 ~]# curl http://10.0.2.15:8899

My Apache server - 3

Hy u y6emgumcs ripu momoniyu docker inspect, 13 Kakoro KOHTeiiHepa
MCIIOTb3YIOTCSI TOMA'
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[root@centos7 ~]# docker inspect -f '{{ .HostConfig.VolumesFrom}}' my-httpd-
new
[my-data]

Eciu temeppb ymanuTh KOHTeliHep my-data, MCIIONb3yeMblii KOH-
teitHepoM my-httpd-new Tom c index.html ynanen He 6yzmeT. Ynanursb
TOMa BMeCTe C KOHTefHEePOM MOXKHO, MCIIOb3Ys OIMLMIO -V KOMaH/ bl
docker rm ¥ TOBKO €C/IM TOMAa He UCIHOAb3YIOTCS APYTMMU KOHTeliHe-
pamu.

Ilpu 3amycke KOHTeHepA MOXET OBbITh IMOJE3HONM OMUMST --Tm.
KoHTeiliHep, 3amylleHHbIN ¢ TaKOW OMIIMeln, yoauasieTcss cpady mocie
ocTaHOBKU. [TokaxkeM Ha IpuMepe KOHTeliHepa, peJHa3HaueHHOro
VICKJIIOUMUTENBHO JJ151 apXUBUPOBAHMS TaHHBIX.

Co3manum IUPeKTOPUIO AJIS pe3epPBHOI0 XpaHeHMST TaHHbIX:

[root@centos7 ~]# mkdir wwwbackup
[root@centos7 ~]# chcon -R -t container_file_t /root/wwwbackup

Teriepb 3arycTM KOHTelHEp, eAMHCTBEHHAs 11eJib KOTOPOTo — CO-
XpaHUTh JaHHble KOHTelHepa B AMPeKTOpUM XocTa. B Halem ciydae
nIaHHble — 9T0 ¢aiir index.html:

[root@centos7 ~]# docker run --rm --volumes-from my-httpd-new -v /root/
wwwbackup: /backup httpd cp /usr/local/apache2/htdocs/index.html /backup

[root@centos7 ~]# s wwwbackup/
index.html

Kaxk Mbl BUAMM, KOHTEHEp Cejall CBOe JeJo.

MyBsnnKAumMS 06PA30B B PEECTPE HA MPUMEPE DockEr HuB

B 9101 m1aBe MbI MOApPOOHEEe IMMOTOBOPMM IIpO paboTy ¢ obpasammu
u peectpaMu. PaHee MblI yske MO3HAKOMUIUCH C T€M, KaK 3arpykaTb
my6GIMYHO TOCTYITHbIEe 06pa3bl ¢ Docker Hub. Termeps MOroBopyuM 0 TOM,
Kak romeIiath 06passl B Docker Hub.

Ha momenT Hanmcanus KHuru Docker Hub, moMuMO BO3MOKHOCTHU
3arpy>kaThb B HEro Iy6GJIMYHO AOCTYITHbIe 00pasbl, 6eCIIATHO TPemo-
CTaBJISUI BO3MOKHOCTb CO3JJaHMsI OTHOTO 3aKPBITOT'O PEero3UTOPUSI.
g 3TOro HeOOXOAMMO 3apermMcTpupoBaThcs Ha caiite. Ha puc. 2.3
TIpMBelleH BHENIHMIT B MHTepdelica maHenu ymnpasieHus. [logpo6-
Hoe paccmoTtpene Docker Hub BbIXoauT 3a pamMKy paccMaTpuBaeMoTro
B KHUTe MaTepuana. Mbl TOJbKO MTO3HAKOMMMCSI C TeM, KaK 3arpy>kaTh
06pa3sblI B CBOi1 perto3uTopuii Ha Docker Hub, a B 1aBax, OCBSIIIIEHHBIX
Kubernetes, co3manuM cBoii COGCTBEHHbI PEIO3UTOPUIA.
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&> C o @ @ httpsy//cloud.docker.com/repository/list w +oINn @

Introducing the New Docker Hub: Combining the best of Docker Hub, Cloud and Store. Learn more

@ docker hub Explore Repositories  Organizations  GetHelp v  markelov ~ .

Repositories Using 1 of 1 private repositories. Get i

markelov - Q Filter by repository name. Create Repository +

& markelov/repo2 This repository does not have a description.

® markelov/ repo This repository does not have a description.

Puc. 2.3 « BHewHui Bua nHtepderica naHenu ynpasnenus Docker Hub

IaBaiiTe, IpeXXae YeM 3arpyskaTh 06pa3 B pero3uTOpuil, CO3maaum
9TOT 00pas. B manbHejileM Mbl HayuMMCSl CO3[IaBaThb 06pasbl «IIpa-
BWIbHO» TTpu oMoy Dockerfile, a ceituac Bocmomb3yeMcst GbICTPBIM
BapMaHTOM, 3a0JHO ITO3HAKOMMBIIMCh ¢ KomaHmamm docker diff
u docker commit.

CBoii 06pas MblI co3ganuM 13 obuiaabHoro oopasa Fedora 29, no-
6aBMB B HET'O VICK/TIOUUTEILHO MOJIe3HYI0 yTuinTy figlet, koTopas 1mo3s-
BOJISIET PMCOBATh B KOHCOJIM GaHHEPHI MPU IMOMOIIM IICeBAOTPapUKIA.
Eciu BbI 3HAKOMBI € yTUNTOM banner, To figlet — 3T0 ee poaBUHYTAas
Bepcusl.

3aryctum KoHTeliHep ¢ Fedora:

[root@centos7 ~]# docker run -it --name figlet fedora:29 bash
[root@79bb49a7863c /]#

3arem gob6aBum makert figlet mpyu moMouM MakKeTHOro MeHeIKepa
dnf, 3ameHMBIIIETO yum B IMoCIegHUX Bepcusx Fedora:

[root@79bb49a7863c /]# dnf -y install figlet

Tenepb MbI MOJXKeM pMCOBATh BaKHbI€ ITOC/IaHMA MTOTOMKaM :
[root@79bb49a7863c /]# figlet Docker was here $(date +%d.%m.%y)

[Tpumep oTpaboTKM KOMaHbI IpMUBeAEH Ha puc. 2.4.
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@ @79bb49%a7863c/ — O X

Running transaction

Puc. 2.4 < Pe3ynbtat pabotbl nonesHoi ytunutsl figlet

BrlitmeM 13 KOHTeliHepa, 3aBeplinB paboTy ¢ bash:
[root@79bb49a7863c /]# exit

exit

[root@centos7 ~]# docker ps -a

CONTAINER ID IMAGE COMMAND CREATED
STATUS PORTS NAMES

79bb49a7863c fedora:29 "bash" 3 minutes ago
Exited (130) 8 seconds ago figlet

Teneppb mo3HakoMuMcst ¢ KomaHmoii docker diff, KoTopast mokasbi-
BaeT M3MeHeHMs B (aitjoBOi cucTeMe KOHTEHepa I0 CPaBHEHUIO
C OPUTUHATBHBIM 00Pa30M:

[root@centos7 ~]# docker diff figlet
C Jetc

C /etc/ld.so.cache

C /root

A /root/.bash_history
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C /run

D /run/secrets

C /tmp

C Jusr

C /usr/bin

A Jusr/bin/chkfont
A /Jusr/bin/figlet

B BbIBOMIE KOMaH bl A 03HAYaeT, 4TO daita uau IupeKTopus Oblaa
nobasnieHa, C — u3aMeHeHa, a D o3HavaeT yaajieHHbI daitt uim qmu-
pekTopuio. Termepb cO34aaAuM HOBBI 06pa3 ¢ HAIIMMU M3MEHEeHUsI -
MU Ipu moMmoIny komauael docker commit:

[root@centos7 ~]# docker commit -a 'Andrey' -m 'figlet added' figlet
sha256:00a0ccaf@a61fe87f766acc2df266141f93583d30a38b260f9deb1fd7b4dechl

[TpoBepMM CITIMCOK 0OPa30B B JIOKAJBHOM Kellle U y6emayMCcs, UTO
co3maH HOBBIN. B mpuMepe ero uaentudukarop 00aOccaf0a61:

[root@centos7 ~]# docker images

REPOSITORY TAG IMAGE ID CREATED

SIZE

<none> <none> 00a0dccafOabl 26 seconds ago
478 MB

docker.io/fedora 29 25e6809f6fab 2 weeks ago
274 MB

[lepen TeM Kak OITyOGIMKOBATh 00pa3 B peecTp, eMy Heo6XOomuMOo
MIPUCBOUTD MMt U Ter. CUHTaKCHC KOMaH/IbI CI€TYIOIINIA:

# docker tag obpas[:Ter] [cepsep][uma nonb3oBaTenslumal:Ter]

MbI He GymeM yKa3biBaTh MMsI CEpBepa, MCIONb3Ys 10 YMOTUaHIIO
Docker Hub. Takske ecyiv 6bI MbI He YKa3aJIy TeT, TO ObLI ObI MCIIOIb30-
BaH Ter latest.

[root@centos7 ~]# docker tag 0Padccaf@a6l markelov/figlet:1.0

TTpoBepuM CHOBA CITMCOK 06PAa30B B Kellle:

[root@centos7 ~]# docker images

REPOSITORY TAG IMAGE ID CREATED

SIZE

markelov/figlet 1.0 00abccafOabl About a minute
ago 478 MB

docker.io/fedora 29 25e6809f6fab 2 weeks ago

274 MB
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Ocrasioch Ba AeiicTBus: TIpu oMoty komaHasl docker login BBec-
T UMS U maponib ¢ Docker Hub:

[root@centos7 ~]# docker login

Login with your Docker ID to push and pull images from Docker Hub. If you
don't have a Docker ID, head over to https://hub.docker.com to create one.
Username: markelov

Password: ****xkik

Login Succeeded

¥ Ipy rToMoIiy KomaHas! docker push omy6/MKoBaTh TECTOBBIN 06pa3:

[root@centos7 ~]# docker push markelov/figlet:1.0

The push refers to a repository [docker.io/markelov/figlet]

ec1264a072b1: Pushed

29395e075665: Mounted from library/fedora

1.0: digest:
sha256:9d8edd351e782d2d348cced4b9c230f4e883a7b36b1053db1fc49b51aa743c95 size:
742

Ténepb MOXHO JId UYMCTOTbI SKCIIEpMMEHTA YAa/IUThb KOHTeﬁHep
" BCe o6pa3b1 B JIOKQJIbHOM Kellle:

[root@centos7 ~]# docker rm figlet
figlet
[root@centos7 ~]# docker rmi $(docker images -q)

VM HakoHeIl, 3aITyCTMM KOHTeliHep, 3arpysmB Hain o6pas ¢ Docker
Hub:

[root@centos7 ~]# docker run -it --name figlet markelov/figlet:1.0 figlet
TEST!

Unable to find image 'markelov/figlet:1.0' locally

Trying to pull repository docker.io/markelov/figlet ...

1.0: Pulling from docker.io/markelov/figlet

cd6c8343b590: Pull complete

bb00d7787049: Pull complete

Digest:
sha256:9d8edd351e782d2d348cced4b9c230f4e883a7b36b1053db1fc49b51aa743c95
Status: Downloaded newer image for docker.io/markelov/figlet:1.0
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MMMNOPT 1 3KCNOPT OBPA30B KOHTEMHEPOB

XoTs nybnuKanyst 00pa3soB KOHTETHEPOB B PEECTP SIBISIETCS PEKOMEH-
IyeMbIM METOZOM pPacIpoCTpaHeHust 06pa3oB, pacCMOTPUM elile [1Be
aJIbTEePHATUBBI:

O a9KCIOpT KOHTeliHepa B tar-apxuB KoMmaH o docker export;
O coxpaHeHue ob6pa3a KOHTeliHepa B tar-apxuB KomaHmoi docker
save.

HauneMm c 3KCIIOpTa M MOTOM PAcCMOTPUM, UeM OTIMYAETCS CO-
XpaHeHue. DKCIePUMEHTHPOBATh OyaeM ¢ opuIMaIbHBIM 06pa3om
MySOQL ¢ Docker Hub. [Ty Havasa 3arpy3uM B JIOKaJIbHBIN Kelll 06pas,
KOTOPBI MOTSIHET 3a 060V pOAUTEIbCKIE:

[root@centos7 ~]# docker pull mysql

Using default tag: latest

Trying to pull repository docker.io/library/mysql ...
latest: Pulling from docker.io/library/mysql
177e7ef0df69: Pull complete

Digest:
sha256:196c04e1944c5e4ea3ab86ae5f78f697cf18ee43865f25e334a6ffbldbea8le6
Status: Downloaded newer image for docker.io/mysql:latest

[Tpu momo1M HOBO¥ AJist Hac KoMmaHabl docker history mocMoTpum
co3maHHble ciou (aityioBoii cucTeMbl 06pasa, a Takske KOMaHIbl CO3-
IaHust 00pasa, KOTOpbIe He BbI3bIBA/IM CO3IaHNSI HOBOIO YPOBHS. JTO,
KCTaTM, XOPOIINii ClT0co6 MO3HAKOMUTBCS C TEM, UTO BHYTPU 0Opasa,
He 3aIyckas ero mpu 3tom. [logpo6Hee 0 COmep>KMMOM, BbIBOAMMOM
docker history, MbI ITOTOBOPMM B IJIaBe, OCBSIIEHHOM CO3MaHNI0 06-
pasoB npu nomoiiyu Dockerfile. Cejfuac MbI IIPOCTO OTMETUM, UTO HaM
IOCTYITHA «MHOTOC/IOHAasI» (haiiioBas cucTeMa o6pasa i MeTagaHHbIe:

[root@centos7 ~]# docker history mysql

IMAGE CREATED CREATED BY

SIZE COMMENT

102816b1ee7d 4 days ago /bin/sh -c #(nop) CMD ["mysqld"]
0B

<missing> 4 days ago /bin/sh -c #(nop) EXPOSE 330633060
0B

<missing> 4 days ago /bin/sh -c #(nop) ENTRYPOINT
["docker-ent... 0B

<missing> 4 days ago /bin/sh -c ln -s usr/local/bin/

docker-entr... 34 B
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3amycTuM KOHTeliHep 13 06pasa, ToCKoIbKY KoMaHa docker export
paboraeT ¢ KoHTeiiHepoM. [Ipy 9TOM He Ba)kKHO, 3amyIlleH MM OCTa-
HOBJIEH KOHTEIfHep Ha MOMEHT 9KCIIOpTa:

[root@centos7 ~]# docker run -d --name mysql-db -e MYSQL_ROOT_PASSWORD=docker
mysql
42cb85f43f089549ee5f58f63d79c04050117920c586c10700a8327af427902¢

OKcropTUpyeM KOHTelHep B tar-apxms:

[root@centos7 ~]# docker export -o mysql-db.tar mysql-db
[root@centos7 ~]# 1s -1 mysql-db.tar
STW------- . 1 root root 484373504 Jan 207:23 mysql-db.tar

VM 3aHOBO MMIOPTUPYEM MOJYUYEHHBI/I 00pa3 Imoj MMeHeM mysql-
db-from-exp:1.0:

[root@centos7 ~]# docker import mysql-db.tar mysql-db-from-exp:1.0
sha256:b4beff9d8ecdf8c2fed69d6646763e710bd3b4d2f122a83cc62eb474206f077b

HpOBepI/IM, qTo 06[_)8.3 IIOABMJICA B JIOKAaJIbHOM Kellle:

[root@centos7 ~]# docker images

REPOSITORY TAG IMAGE ID CREATED
SIZE

mysql-db-from-exp 1.0 babeff9d8ecd 8 seconds
ago 479 MB

docker.io/markelov/figlet 1.0 8328e380fd5c About an
hour ago 478 MB

docker.io/mysql latest 102816blee7d 4 days ago
486 MB

W uTo MeTafilaHHbIE YTEPSIHBI:

[root@centos7 ~]# docker history mysql-db-from-exp:1.0

IMAGE CREATED CREATED BY SIZE
COMMENT
b4beff9d8ecd 55 seconds ago 479 MB

Imported from -

@aKTUYeCK! tar-apxuB IpeCcTaBiIseT coO0ii MOMHBIN CIeIoK darii-
JIOBOJ1 CMCTEeMbI KOHTEITHEepa, B YeM MOKHO YOeIUThCS :

[root@centos7 ~]# tar xvf mysql-db.tar

Bropoit BapMaHT, coxpaHeHKe 00pas3a, OTIMYAETCS Pe3yIbTaTOM.
CoxpaHuMm 06pas, yoanauM paboTarommuit KOHTeliHep ¥ 06pa3, KOTOPbIit
COXPaHMIIN:

[root@centos7 ~]# docker save -o mysql-db2.tar docker.io/mysql
[root@centos7 ~]# docker kill mysql-db
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mysql-db

[root@centos7 ~]# docker rm mysql-db

mysql-db

[root@centos7 ~]# docker rmi docker.io/mysql

Untagged: docker.io/mysql:latest

Untagged: docker.io/mysql@
sha256:196c04e1944c5edea3ab86ae5f78f697cf18ee43865f25e334a6ffbldbeadle6
Deleted:
sha256:102816blee7d6f5943c251647275f0d112f4617bb4ab3f7583206404b7834732

3arpysuM COXpaHeHHbI1 06pas u3 apxuBa mysql-db2.tar. 3ameTsb-
Te, HaM He HY)KHO YKa3bIBaTh MMs 06pasa Win Teru, BCst MHbOopMaIiyst
MIPUCYTCTBYET B CAMOM apXMBe:

[root@centos7 ~]# docker load -i mysql-db2.tar
7b4e562e58dc: Loading layer [
==>] 58.44 MB/58.44 MB
f01f1a2037eb: Loading layer [
==>] 338.4 kB/338.4 kB
b718c6b527ab: Loading layer [
==>] 10.44 MB/10.44 MB

Eciu Tenepb mpoBepTeTh HAMMUME CI0€B ¥ MeTaJaHHbIX KOMaHI 0
docker history, Mmbl yBUAMM, YTO BCe COXPAHEHO:

[root@centos7 ~]# docker history docker.io/mysql

IMAGE CREATED CREATED BY

SIZE COMMENT

102816blee7d 4 days ago /bin/sh -c #(nop) CMD ["mysqld"]

0B

<missing> 4 days ago /bin/sh -c #(nop) EXPOSE 3306 33060
0B

<missing> 4 days ago /bin/sh -c #(nop) ENTRYPOINT ["docker-
ent... 0B

<missing> 4 days ago /bin/sh -c 1n -s usr/local/bin/docker-
entr... 348

<missing> 4 days ago /bin/sh -c #(nop) COPY
file:1667e4be6bef31... 6.53 kB

PackpbIB apXuB, MOXKHO YOEIUTHCS, YTO JAHHbIE U CJIOM COXPAHEHbI
OTHENbHO:

[root@centos7 ~]# tar xvf mysql-db2.tar
0237d6c035f0c19e46c85b13363cb4655989289ed3a9b9803f0d836a99a0778d/
0237d6c035f0c19e46c85b13363cb4655989289ed3a9b9803f0d836a99a0778d/VERSION
0237d6c035f0c19e46c85b13363cb4655989289ed3a9b9803f0d836a99a0778d/json
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0237d6c035f0c19e46c85b13363cb4655989289ed3a9b9803f0d836a99a0778d/layer. tar
102816b1lee7d615943c251647275f0d112f4617bb4ab3f7583206404b7834732. json

3ANYCK KOHTEMHEPOB MPY NMOMOLLY DOCKER U SYSTEMD

B KOHIle JaHHOI I71aBbl MBIl PaCCMOTPUM 3aJavy CTapTa KOHTeliHepa
6e3 ucmnonb3oBanus cepsruca Docker Hampsimyto. [TOCKONIBKY B Omepa-
uMOoHHOI cucteMe CentOS M Tak MPUCYTCTBYET IEeMOH, YIIPaBJISIOMINIA
3aITyCKOM ITPOI€CCOB B HYKHO IMOC/IeOBATEIbHOCTY — systemd, maH-
HYI0 paboTy MOXKHO BO3JIOKUTD Ha HETO.

Iyig Hauaja 3alyCTUM KOHTeliHep ¢ HeOOXOAMMBbIMM TapaMeTpa-
mu. JI1s1 Tecta ucrionbsyem MySQL, a ums KoHTeitHepa mysql-db-sysd
B TaJIbHENIIeM IpUMeHsieM B KOHPUTrypanyoHHoM daiiie systemd:

[root@centos7 ~]# docker run -d --name mysql-db-sysd -p 3306:3306 -e MYSQL_
ROOT_PASSWORD=docker mysql
38ebb48567edcc711037c0f52731aa1f3e7ba965febadb4486190c7bb373abic

s Toro 4tob6bl AeMOH systemd MOT M3MEHSITb KOHQUIYpaInio
cgroups /i1 KOHTefHEepPOB, HEOOXOAMMO M3MEHUTh IepPeK/IvaTelb
nonutuku SELinux:

[root@centos7 ~]# setsebool -P container_manage_cgroup on

Hanee co3maaum IMpocCTeiiinii KOHOUTypalMoHHbI ¢aiin systemd
IIJIST 3aITyCKa KOHTeliHepa:

[root@centos7 ~]# cat /etc/systemd/system/mysql-db-sysd.service

[Unit]
Description=MySQL container
After=docker.service

[Service]

Restart=always

ExecStart=/usr/bin/docker start -a mysql-db-sysd
ExecStop=/usr/bin/docker stop -t 2 mysql-db-sysd

[Install]
WantedBy=1ocal.target

KoudurypaumoHHbIil ¢Gaii JIErko YNTAeTCsT M COOEePIKUT UHCTPYK-
IIMY, KaK CTapTOBAaTh ¥ OCTAaHABIMBATh KOHTEITHED, a TaKKe 3aBUCU-
MOCTb OT cepBuca docker.service. CTapTyeM ¥ BK/IIOUaeM HOBBIIT cep-
BIC:
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[root@centos7 ~]# systemctl start mysql-db-sysd.service

[root@centos7 ~]# systemctl enable mysql-db-sysd.service

Created symlink from /etc/systemd/system/local.target.wants/mysql-db-sysd.
service to /etc/systemd/system/mysql-db-sysd.service.

Hy, 1 Hamoc/iaemoK MPOBepUM, UYTO CePBMUC PabOTaeT CTaHAAPTHBIM
s systemd crioco6oM:

[root@centos7 ~]# systemctl status mysql-db-sysd.service
e mysql-db-sysd.service - MySQL container

Loaded: loaded (/etc/systemd/system/mysql-db-sysd.service; enabled; vendor
preset: disabled)

Active: active (running) since Wed 2019-01-0210:31:08 EST; 2s ago
Main PID: 5653 (docker-current)

Tasks: 4

Memory: OB

CGroup: /system.slice/mysql-db-sysd.service

L5653 /usr/bin/docker-current start -a mysql-db-sysd

Jan 0210:31:09 centos7.test.local docker[5653]: 2019-01-02T15:31:09.067032Z
0 [Warning] [MY-010315] [Server] 'user' entry 'mysql.session@localhost'
ignored in --skip-name-resolve mode.

Jan 0210:31:09 centos7.test.local docker[5653]: 2019-01-02T15:31:09.067049Z
0 [Warning] [MY-010315] [Server] 'user' entry 'mysql.sys@localhost' ignored
in --skip-name-resolve mode.

Jan 0210:31:09 centos7.test.local docker[5653]: 2019-01-02T15:31:09.067065Z
0 [Warning] [MY-010315] [Server] 'user' entry 'root@localhost' ignored in
--skip-name-resolve mode.

Ha 5TOM MbI 3aKOHUYMM 3HaKOMCTBO C 6a30BbIMM KomaHzamu dock-
er, a B CJIeAyIoIlel IlaBe HayuMMCsI CO3[IaBaTh KOHTEfHePbI IIPY ITOMO-
iy mHeTpykumit Dockerfile n komanast docker build.
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Bonpocbl Ang CAMONPOBEPKM

Sow>r

SOow>N

NOw» =

»

A.
B.

Kak HaiitTu o6pa3s Ha Docker Hub?
docker search <ums>

docker find <umsa>

docker retrieve <ums>

docker <umsa>

Kak ymanutb 06pa3 KOHTeliHepa 13 JIOKAJIbHOI0 Kelia?
docker image delete <ums>

docker rmi <ums>

docker kill <umsa>

docker delete <ums>

Kakue yTBepKIeHUsI BePHBI JJIsI Tera o0pa3a (YKakuTe Bce
IpaBUJIbHbIE OTBETHI)?

Henb3s 3agaTh 601ee 0JHOTO Tera Jjisl oopasa

Ter MOXKET COCTOSITh M3 HECKOJIbKMX YacTeli

Kak MMHMMYM J0JIKEH ObITh OIMH TET Y TI000T0 06pasa

IMpu momonn komauabl docker exec -it <umsa> bash moskHO
OTKPBITh MHTEPAKTUBHBII ceaHC paboThI ¢ bash s 11060-
ro 3amyleHHOoro oopasa.

BepHo

He BepHO

Cnmcok ccbok

1.
2.

https://alpinelinux.org/
https://hub.docker.com/ /httpd/


https://alpinelinux.org/
https://hub.docker.com/_/httpd/

naea 3.

CO30AHUE KOHTEMHEPOB
MNP NOMOLLU DOCKERFILE

B GO/NBIIMHCTBE CITyyaeB, €CAM BbI 3aITyCKaeTe CTAHAAPTHOE IPO-
rpaMMHoOe obecrieueHre Hamogo6me MySQL, BamM He HY)KHO CO3/1aBaTh
o6pa3. OmHaKO [IJIs1 YITAKOBKY CBOMX «CaMOITMCHBIX» IIPOTPaMM BaM,
CKOpee BCero, 3TO MOHamo6uUTCs. B mpenpiayIiei riiaBe Mbl HAYIMIACh
Co37aBaTh 06PAa3bl 13 3aIMyIIEHHBIX KOHTEITHEPOB, UCITOIb3Yys KOMaHIy
docker commit. B 9T0i1 r1aBe Mbl MTO3HAKOMUMCS C (aiiyioM MHCTPYK-
1M1 0y1st cOopKu KoHTeliHepoB Dockerfile.

BA30oBbIit cMHTAKCUC DOCKERFILE

Dockerfile — 10 TekcToBbIii (aitj, B KOTOPOM IMOC/IEI0BATEIbHO
3aImcaHbl KOMaHIbI 10 CO3IaHNI0 06pasa KoHTeltHepa. Kak rpasuio,
OJIHA CTPOKA — 9TO OJHA KOMAaH/a C COOTBETCTBYIOIIMMM apTyMeHTa-
Mu. JIOMyCKarOTCS MyCThie CTPOKM U CTPOKM € KoMMeHTapueM. Kom-
MEHTApUM HAUMHAIOTCS C CUMBOJIA «pemeTkn» — #. IIopsmok umeer
3HauUeHMe, U KOMaHAbI OYIyT VCIIONHITHCS MTOOUEepPeIHO OT IepBoit
K nmowtenHeit. IIpu aToM Kaxkmast MHCTPYKIust B Dockerfile BoimosnHs-
eTCsI He3aBUCUMO.

[TepBoii 3HaumMmoii MHCTpyKuMeii B Dockerfile gomkHa ObITH MH-
crpykiyss FROM, Koropast yKasbIBaeT, M3 Kakoro 6a3oBoro obpasa
cosmaeTcst Bail o6pa3s. Mbl He GygeM pacCMaTpUBAaTh CO3maHMe 6a30-
BBIX 00pa30B «C HYJIsI». [IJIsT ITOIABJISIOIIEro G0/bIIMHCTBA 33034 ITPe-
MOYTHTE/IbHEE VICIIOIb30BaTh TOTOBbIe Oa30Bbie 06pa3bl. OOHAKO MbI
pPacCMOTPUM CHelMalbHble MHCTPYKIVH, KOTOPbIe HYKHBI, KOTAA HaI
006pas, CO3IaHHbIN 13 6a30BOT0, MCIIOIb3YIOT B KAUeCTBEe 6a30BOIO JIJIsk
«JouepHero» obpasa.

Cosgamum TectoBbiii Dockerfile, mpy momoIny KOTOpoOro cobepem
o6pas c figlet Ha ocHOBe Fedora 29, aHaJIOrMYHBI CO3JaHHOMY B Ipe-
IBIOYyIIeN miaBe KHury mpy momouiy docker commit. [Ijist Havaia HaM
HeoOxomyMa paboyast JMPeKTOPUSI:
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[root@centos7 ~]# mkdir figlet && cd figlet

Cosgamum mpocteiimmii  Dockerfile, KoTopsiii 6OymeT COCTOSTH
13 TPeX CTPOK:

[root@centos7 figlet]# cat <<EOF > Dockerfile
FROM fedora:29

RUN dnf -y install figlet

RUN figlet TEST!

EOF

v

vV VvV Vv

Wuctpykuyst FROM 3amaet 6a30BbIit 06pas, a mHcTpykimy RUN 3a-
MyCKalOT KOMaHAy Ha MCIIOJIHEHMe BO BpeMsl co3maHus obpasa. [lanee
MOSKHO BOCIT0JIb30BaThCsl KomaHmoit docker build. O6muit cuHTakCcuc
CIeqYIOLINIA:

# docker build -t wma:Ter gupekTopus

3amyckaeM KOMaHIy B paboueit nyupekTopun, roe co3gad Dockerfile:

[root@centos7 figlet]# docker build -t markelov/figlet:2.0 .
Sending build context to Docker daemon 2.048 kB
Step 1/3 : FROM fedora:29
Trying to pull repository docker.io/library/fedora ...
29: Pulling from docker.io/library/fedora
cd6c8343b590: Already exists
Digest:
sha256:50dfa96dd7002374d0ad590cef2de46f68730a8d65d5ea6fb72ff8716630c89f
Status: Downloaded newer image for docker.io/fedora:29
---> 25e6809f6fab
Step 2/3 : RUN dnf -y install figlet
---> Running in 5daled3163ae

Complete!

---> fc10ce94bfea
Removing intermediate container 5daled3163ae
Step 3/3 : RUN figlet TEST!

---> Running in 4bb07887b3e9

- /I Il
]| RN
LT I
] | Il O
---> a%ba301b28c9

Removing intermediate container 4bb07887b3e9
Successfully built a9ba301b28c9
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Terepb Mbl MOKEM 3aITyCKaTh KOHTEIHED ¥ BbIBOAUTH COOOIIEHMS
CIeyIoNMM 06pa3om:

[root@centos7 ~]# docker run markelov/figlet:2.0 figlet test

IlBa 3ameuaHus 1O TOBOAY Haiiero mepsoro daiina Dockerfile.
Bo-nepBbIx, Kakaasi CTpOKa T06aBIIsIeT HOBBI €107t 06pasy, i I03TOMY
KoMaHabl RUN Jjyuiiie 00beIMHUTD B ONHY:

RUN dnf -y install figlet && figlet Docker was here $(date +%d.%m.%y)

Bo-BTOpBIX, OT BTOPOI KOMaH/Ibl HET HUKAKOJ MOIb3bI, TOCKOIBbKY
COO00IIIeHNe BBIBOAUTCS TOJBKO BO BpeMsI CO3/TaHMsT KOHTeTHepa.

Ho 4TO, esim MBI XOTMM BBIBOOMTH Tpu momornu figlet cTpoky
MO0 YMOMYaHUIO, KOrJa He yKa3aHa KOMaHAa IJs UCMOomHeHwus1? s
9TOr0 HaM MoHamo6uTcs uHCTpyKiuss ENTRYPOINT, y KOTOpOii ecTb
IIBa BapuaHTa 3amucu:

ENTRYPOINT ["komaHaa", "napameTpl", "napametp2"]

"

ENTRYPOINT komaHaa napameTtpl napameTtp2

[TepBbIii BAapuaHT — MpeAIIOUTUTENbHbIN. Mogudbumypyem Docker-
file u mpoTecTupyem:

[root@centos7 figlet]# cat Dockerfile
FROM fedora:29
RUN dnf -y install figlet
ENTRYPOINT ["figlet", "TEST!"]
[root@centos7 figlet]# docker build -t markelov/figlet:2.1 .
Sending build context to Docker daemon 2.048 kB
Step 1/3 : FROM fedora:29
---> 25e6809f6fab
Step 2/3 : RUN dnf -y install figlet
---> Using cache
---> fc10ce94bfea
Step 3/3 : ENTRYPOINT figlet TEST!
---> Running in 2dc9676eb6b9
---> 784adfe0f6a8
Removing intermediate container 2dc9676eb6b9
Successfully built 784adfe0f6a8
[root@centos7 figlet]# docker run markelov/figlet:2.1

(FUR Y AU
(I I VO W B I O
I I PR B B I
(I P Py A N I O
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@a’iin MoXeT comepXarb TONbKO ofHYy MHCTPYKLMI0O ENTRYPOINT. Cy-
1IecTByeT Tarke MHCTpykuys CMD, koTopas nepefaeT apryMeHThI B MH-
crpykimio ENTRYPOINT. Eciiu B (haiiie 6omee ogHoit MHCTpyKiMy CMD,
TO MPUMEHSIETCSI TOIbKO MOC/IeHsIs. Takke MOXKHO 060¥THCh U 6e3 EN-
TRYPOINT, Tonbko ucnonb3ys CMD, nockonbky 3HaueHre ENTRYPOINT
110 ymomuaHuio — 310 /bin/sh -c. Cuntakcuc CMD B ABYX BapuaHTax:

CMD ["komaHaa", "nmapameTpl", "napameTp2"]
u

CMD komaHaa napameTpl napameTp2

Ins Bapuanta ¢ ENTRYPOINT no ymonuanuio:
CMD ["napameTpl", "napameTp2"]

[Tpumep 3arrycka Be6-cepBepa Kak IeMOHa B KOHTelHepe:
CMD ["httpd", "-D", "FOREGROUND"]

MU3YYAEM MHCTPYKLUMM DOCKERFILE HA MPUMEPAX

Pasbepem uyTh 6os1ee ciioskHbI Tpumep Dockerfile niyist o6pasa centos/
httpd ¢ Docker Hub 1 Ha ero nmpumepe mo3HaKOMUMCSI C HOBBIMM MH-
crpykiyssvu. CkormpyeMm pernosutopuii CentOS-Dockerfiles, comep-
skamumii gaiiibl Dockerfile myist CentOS, Ha JIOKaJIbHBIN IUCK:

[root@centos7 ~]# git clone https://github.com/Cent0S/Cent0S-Dockerfiles.git
Cloning into 'Cent0S-Dockerfiles'...

IMocmoTpum Ha daitn CentOS-Dockerfiles/httpd/centos7/Dockerfile
1 pazbepeM ero IOCTPOYHO:

1 FROM centos:7
MAINTAINER The Cent0S Project <cloud-ops@centos.org>
LABEL Vendor="Cent0S" \
License=GPLv2 \
Version=2.4.6-40
RUN yum -y --setopt=tsflags=nodocs update && \
yum -y --setopt=tsflags=nodocs install httpd && \
yum clean all
9 EXPOSE 80
10 # Simple startup script to avoid some issues observed with container
restart
11 ADD run-httpd.sh /run-httpd.sh
12 RUN chmod -v +x /run-httpd.sh
13 CMD ["/run-httpd.sh"]

o ~NOYUT B~ WN
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[MepBas cTpoka — 3TO yke u3BecTHast Ham MHCTpyKkiust FROM. B nan-
HOM C/Ty4yae B KauecTBe 6a3oBoro o6pasa B3saT CentOS Bepcunu 7. Co BTO-
PO IO MISITYI0 CTPOKY MPUBeeHbl MeTaZaHHbIe. BTopasi CTpoKa ComepykKuT
mHcTpykuyio MAINTAINER, B KOTOpOJ yKa3bIBaeTCsl MMSI M SII€KTPOH-
HBI ampec cosmaTesist 06pasa. TpeThst, YeTBepTast U MsITast CTPOKM IIPe/I-
CTaBJISTIOT CO0071 omHy MHCTPyKLMIO LABEL, B KOTOPOIt yKa3aHbl BEHAOD,
muieHsust u Bepcus. O6paTuTe BHUMAaHMe, 4yTo cosmartenu Dockerfile
CJIeyI0T peKOMEeH/J0BAaHHO MTpakTuke. BMmecTo Tpex nHcTpykinii LABEL
MICTIOTb30BAHAa OJHA JIJIs1 YMEHbIIEeHMS Umcia cioeB o6pasa. MeTKu rpu
9TOM pa3HeCeHbI IO CTPOKAM MPU MOMOIIY CUMBOJIA «\».

[To ananoruu BMecTo Tpex MHCTpykuuii RUN B cTpokax C 1iecToi
II0 BOCBMYIO MMPUBEAEHbI KOMaH/Ibl OGHOBIEHMS BCEX YCTAHOBJIEHHbIX
MaKeToB, YyCTAHOBKM TakeTa httpd u oumcTku Kemra yum. IToctenHsist
KOMaHza Heo6xomyMa JjIsl YMeHbIlleHus pasMepa obpasa. s Tex ke
nesneit ucnonb3yetcs: duiar tsflags=nodocs. IIpu ykaszaHuu AAHHOTO
(nara yum He ycTaHaBAMBAeT MMaKeThl C JOKyMeHTaluel. [laHHas pe-
KOMeHaIMs, Kak ¥ MHOTMe IPyTHe 0 co3maHuio 06pas3os mjis CentOS,
NpuBeJeHa B JOKyMeHTe [1].

B nmeBsaroii crpoke nipuBeneHa mHcTpykuuss EXPOSE, kotopas yka-
3bIBAET, YTO HAIll CEPBUC MCIONb3yeT MopT 80. O6paTuTe BHUMAaHMKE,
YTO 9Ta MHCTPYKIMS HA cCaMOM Jiejie He JieJlaeT JaHHbI MOPT JOCTYII-
HBIM XOCTY. IHCTPYKIIMs 3a[jaeT MeTaJaHHble 00pasa, yKas3bIBalollue,
KaKo¥i TOpPT CTylliaeT KOHTelHep.

Crpoxka gecsiTb — KOMMeHTapuii. B oquHHaA11aTO CTpOKe NpuBee-
Ha MHCTPYKIMs ADD, KoTopas mo3BoJsieT 106aBUTb (Haill Uan OupeK-
TOpuio B 06pas. To, uTo MbI J06GAB/ISIEM, JODKHO HAaXOAUTHCS B TOI Ke
nupexkTopun, uto u caMm Dockerfile. Bel MmoxkeTe oTKpbITH (haita CentOS-
Dockerfiles/httpd/centos7/run-httpd.sh u mocMmoTpeTh comepskalyecs
B HEM KOMAaH/IbI:

#!/bin/bash

# Make sure we're not confused by old, incompletely-shutdown httpd

# context after restarting the container. httpd won't start correctly
# if i1t thinks it is already running.

rm -rf /run/httpd/* /tmp/httpd*

exec [usr/sbin/apachectl -DFOREGROUND

Ianee naHHbIV CKPUIIT GYAET MCITOJb30BATHCS [JIs 3aITycKa Be6-cep-
Bepa. Hy)kHO 3aMeTuTh, YTO B KaueCcTBe UCTOUHMKA MHCTPYKUuM ADD
moxkHO yKa3aTb URL. Hanipumep:

ADD http://myserver/file.txt
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CymiectByeT Takke ycrapesiasi komaHaa COPY, ananoruunas ADD,
Ho He npuHuMaromas URL B kauecTBe MCTOYHMKA.

Crpoka ABeHaJIaTh YCTAHABIMBAET UCIIOJIHUMbIN OUT Ha Ho6aB-
JleHHbI daiil, 1, HAaKOHeLl, B TPMHAJLIATO CTPOKe yKa3aH apryMeHT
g ENTRYPOINT. ITockonbky ENTRYPOINT y Hac OTCYTCTBYET, TO IIpU
cTapre KOHTeliHepa 13 o6pa3a GymeT BbITIOTHEeHAa KOMaH/1a:

/bin/sh -c /run-httpd.sh
Co3magym o6pas:

[root@centos7 ~]# cd Cent0S-Dockerfiles/httpd/centos7/
[root@centos7 centos7]# docker build -t centos/httpd .
Sending build context to Docker daemon 24.58 kB

Step 1/8 : FROM centos:7

Step 8/8 : CMD /run-httpd.sh

---> Running in 30a0b85e9964

---> 9b1602982b9c
Removing intermediate container 30a0b85e9964
Successfully built 9b1602982b9c

TMocsie yero 3amycTUM KOHTEHEp U IPOBEepUMM ero paboTocrocoo-
HOCTb:

[root@centos7 centos7]# docker run --name test-httpd -d -p 18888:80
centos/httpd
598c0e821106024d0751c5da5f5c477fccefcd6f8a931424206aca53bd2acesde

[root@centos7 centos7]# docker ps

CONTAINER ID IMAGE COMMAND CREATED
STATUS PORTS NAMES
598c0e821106 centos/httpd "/run-httpd.sh" About a minute

ago Up About a minute 0.0.0.0:18888->80/tcp test-httpd

[root@centos7 centos7]# curl localhost:18888

<IDOCTYPE html PUBLIC "-//W3C//DTD XHTML 1.1//EN" "http://www.w3.org/TR/

xhtml11/DTD/xhtml11.dtd"><html><head>

<meta http-equiv="content-type" content="text/html; charset=UTF-8">
<title>Apache HTTP Server Test Page powered by CentOS</title>

Paccmotpum erie oguu npumep CentOS-Dockerfiles/mariadb/cent-
os7/Dockerfile:

FROM centos:centos?

MAINTAINER The CentOS Project <cloud-ops@centos.org>
LABEL Vendor="Cent0S"

LABEL License=GPLv2

A wWN -
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5 LABEL Version=5.5.41

6 LABEL Build docker build --rm --tag centos/mariadb55 .

7 RUN yum -y install --setopt=tsflags=nodocs epel-release && \

8 yum -y install --setopt=tsflags=nodocs mariadb-server bind-utils
pwgen psmisc hostname && \

9 yum -y erase vim-minimal && \

10 yum -y update && yum clean all

11 # Fix permissions to allow for running on openshift

12 COPY fix-permissions.sh ./

13 RUN ./fix-permissions.sh /var/lib/mysql/ && \

14 ./fix-permissions.sh /var/log/mariadb/ && \

15 ./fix-permissions.sh /var/run/

16 COPY docker-entrypoint.sh /

17 ENTRYPOINT ["/docker-entrypoint.sh"]

18 # Place VOLUME statement below all changes to /var/lib/mysql

19 VOLUME /var/lib/mysql

20 # By default will run as random user on openshift and the mysql user
(27)

21 # everywhere else

22 USER 27

23 EXPOSE 3306

24 CMD ["mysqld_safe"]

B maHHOM npyuMepe HaM 3HaKOMbI BCe MHCTPYKIMM, 38 UCKITIOUEHN -
eMm nHCTpyKumit VOLUME (19 ctpoxka) n USER (22 cTpoka).

[lpuBeneHHass B OeBITHaAlATOi CTpoke MHCTpyKuusi VOLUME
0OBSIB/IIET TOYKY MOHTMPOBAaHMUS B KOHTeitHepe. Kak MCIIomb30BaTh
TOYKY MOHTMPOBAHMS, Mbl ykKe 00Cymmuiu B pasmene «IlogkioueHne
K KOHTelHepy IMOCTOSIHHOTO XPaHWINIIA» MPeAbIAYIIe I1aBbl.

Nuctpykumst USER B cTpoKe ABanaliaTh ABa 3amaeT MMS I10Jb30Ba-
Tesist vuii ero UID, KoTopblii OYAeT MUCIIOIb30BaThCSl BO BpeMsI 3aITycka
KOHTeHepa IJis TTOCAeAYIOIMX MHCTPYKINUIA.

Takke HY>KHO OTMETUTD ellle He TOSBSIBIIYIOCS B MpUMepax MH-
crpykiyio WORKDIR, koTopast 3afaeT TeKyIIyio pabodyio IUpPeKTO-
puio.

Moaunonunpyem DOCKERFILE

Ianee MbI TO3HAKOMMMCS C TIepeMeHHbIMY CpeIbl Ha IIpuMepe pabo-
Thl ¢ MySQL/MariaDB. Co6epem o6pa3 MariaDB u13 Dockerfile perosu-
topust CentOS-Dockerfiles:

[root@centos7 ~]# cd /root/Cent0S-Dockerfiles/mariadb/centos7

[root@centos7 centos7]# docker build -t centos/mariadb .
Sending build context to Docker daemon 28.67 kB
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Step 1/15 : FROM centos:centos7

Successfully built c6ald93c36fa

3amycTuM KOHTeliHep 6e3 mapamMeTpoB 1 yOeaMMcsl, UTO OH 3aBep-
mraeT paboTy 10 MPUUYMHE TOTO, YTO MbI He TTepeai MMHUMAJIbHO He-
06XomyMble TapaMeTpbl uepe3 rmepeMeHHble OKPY>KeHMST KOHTeiHepa:
[root@centos7 centos7]# docker run --name test-mariadb -d centos/mariadb

599c1437a779892491e371875e32fb26b1c995e1fe36123a0390019b5551551f
[root@centos7 centos7]# docker ps -a

CONTAINER ID IMAGE COMMAND CREATED
STATUS PORTS NAMES

599c1437a779 centos/mariadb "/docker-entrypoin..." 11 seconds
ago Exited (1) 10 seconds ago test-mariadb
598c0e821106 centos/httpd "/run-httpd.sh" 21 minutes
ago Up 21 minutes 0.0.0.0:18888->80/tcp  test-httpd

O,HHOSHa‘IHO KaKyl0 IIepeMeHHYIO Mbl He YKa3aJiu, C006H.[8.T JIOTU
KOHTelHepa:
[root@centos7 centos7]# docker logs test-mariadb

error: database is uninitialized and MYSQL_ROOT_PASSWORD not set
Did you forget to add -e MYSQL_ROOT_PASSWORD=... ?

IIJ1s1 TOrO 4TOOBI KOHTEHED 3aIlyCTMIICS, KaK Mbl 3HAE€M U3 IIPeIbl-
IyIeit TIaBbl, HY’KHO YKa3aTh IIepeMeHHYI0 Yepes OTIINIO -€:

[root@centos7 ~]# docker run --name test-mariadb -e MYSQL_ROOT_
PASSWORD=docker -d mariadb

Yrto, ecmM Mbl XOTUM JJIsI TeCTUPOBAHMSI 3aJaTh IepeMeHHYIO
IT0 YMOJIYAHUIO BO BpeMs Co3ImaHms KoHTeitHepa? HeoOGxommMmMo oTpe-
nmakTupoBaTh Dockerfile 1 ;o6aBUTH CIIEOYIONIYIO CTPOKY:

ENV MYSQL_ROOT_PASSWORD=changeme

Nucrpykunsg ENV niossonsiet onpenennTsb iepeMeHHble OKPY>KeHUS.
YuTuTe, YTO AAHHBI TIpUMeEp C MapoJieM, «3alNUTBIM» B KOHTeIiHep,
MIpMBENIeH TOJMbKO B YUEOHBIX IIENISIX, M €r0 He CIelyeT UCII0Ib30BaTh
B «60eBOiI» cpeme. Takke IepeMeHHbIe, ONpeeeHHbIe TTPY MTOMOIIN
ENV, MOXKHO MCITOBb30BaTh BO MHOTUX OPYTUX MHCTPYKIUSIX, HATIPU-
mep ADD, EXPOSE, FROM, LABEL, USER, VOLUME.

IMepecobepem KOHTeIiHep:

[root@centos7 centos7]# docker build -t centos/mariadb .

W 3anyctum ero:
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[root@centos7 centos7]# docker run --name test-mariadb2 -d centos/mariadb
[root@centos7 centos7]# docker ps -a

CONTAINER ID IMAGE COMMAND CREATED
STATUS PORTS NAMES

5fc2fd978def centos/mariadb "/docker-entrypoin..." 16 seconds
ago Up 15 seconds 3306/tcp test-mariadb2
599c1437a779 c6a1d93c36fa "/docker-entrypoin..." 6 minutes
ago Exited (1) 6 minutes ago test-mariadb
598c0e821106 centos/httpd "/run-httpd.sh" 27 minutes
ago Up 27 minutes 0.0.0.0:18888->80/tcp  test-httpd

Ha sTOM MBI 3aKaHUMBaeM 3HAKOMCTBO C OCHOBAMMU CO3IaHus ¢aii-
soB mHCTpyKumit Dockerfile. ITo cchiike [2] AOCTYITHO CITIpaBOYHOE PY-
KoBozcTBO 110 Dockerfile Ha cajite Docker.

Bonpocbl g CAMONPOBEPKM

1. Yrto Takoe 6a30BbIii 06pa3?

A. O6pa3 muctTpubyTHBa C yCTAaHOBIEHHBIMY 6a30BbIMU OUOIMOTE-
KaMu

B. O6pas, 13 KOTOPOro CO3AAeTCs HOBBI 06pa3

C. OO6pas, B KOTOPOM OTCYTCTBYIOT KOH(MUTYpalyOHHbIe (aiiyibl

MPOrpaMMHOTO 06eCcrieueHNUs

O6pas 6a3bl JAaHHBIX

O

Kaxkoe yTBepxeHue BepHoe?

B Dockerfile o6s13atenpHO Hamnume MHCTPYKIyY ENTRYPOINT
3uHauenme ENTRYPOINT mno ymomuanuio /bin/bash -c

B Dockerfile MmokeT 6bITh HECKOITBKO MHCTPYKIMit CMD

SR

=

Nuctpykuuss EXPOSE aBTOMaTHM4ecKu JejiaeT JOCTYITHBIM
yKa3aHHBIN MOPT KOHTEeliHepa MO CeTN.

BepHo

He BepHO

= >

Cnmcok ccbiioK

1. http://docs.projectatomic.io/container-best-practices/
2. https://docs.docker.com/engine/reference/builder


http://docs.projectatomic.io/container-best-practices/
https://docs.docker.com/engine/reference/builder

maea 4.

PABOTA C KOHTEMHEPAMU DOCKER
BE3 ABUXXKA DOCKER

B npeppioymiux rmaBax Mbl pacCMOTpeny, Kak MOXXHO MCIIONb30BaTh
«IBYDKOK» paboThl ¢ KoHTejiHepamu Docker. B 9Toii m1aBe MbI IO-
3HAKOMMMCSI C MHCTPYMEHTaMM, M3HaYa/IbHO Pa3paboTaHHBIMM IS
albTepHATMBHON cpenibl UcIonHeHMs KoHTeliHepoB CRI-O [1]: pod-
man, buildah u skopeo. Bce Tpu yTwinTbl He TPeOYIOT HATMUMS 3aITy-
IIeHHOT'0 leMOHa ¥ He3aBUCUMBI OT Docker.

BBEOEHME B PODMAN, BUILDAH U SKOPEO

IMpoext CRI-O 6bUT MHMLMMUPOBAH [JISI CO3MAHMSI aTbTE€PHATUBHONM
Docker «061er4yeHHOV» Cpeabl MCIIOJTHEHMS KOHTETHEPOB JIJIsl CUCTe-
MbI opkectpaiuyu Kubernetes. Mb1 6ymem o6cykmaTh Kubernetes mos-
Ke, HO ceifuac, IJIs TOTO UTOObI Tepe6pOCUTh «MOCT» OT CPeJIbl 3aITyCcKa
KOHTETHEPOB K OPKECTPATOPY U ONpPEeAeIUTh POJIb PACCMaTPUBAEMBIX
YTWINT, HEOOXOAMMO KPATKO KOCHYTbCS TAKOTO MOHSITHS, KAK MHTEp-
deiic cpenpl ucroaHeHMs KOHTeIHEpPOB — Container Runtime Interface
(CRI).

Vi3HauaJbHO eOMHCTBEHHOW cpemoii B KoHTekcTe Kubernetes
saBnsuicss Docker. 3atem K Hemy mpubaBwmics rkt ot mpoekra Core-
OS. IMapamtenbHo KommaHus Microsoft Havasa paboraTh Haj CBO-
eif cpemoii UCIHOMHEeHMsI KOHTeliHepoB B Windows. [Ijist yHubUKaImum
B3aMMOAENCTBUSI MEXIY OPKECTPATOPOM KOHTEIHEPOB U Cpemoit UcC-
TIOJTHEHMST I HeoOXonuM cTaHgapTHbI uHTepdeiic (CRI). CRI-O pac-
mmmdpossiBaeTcs: kak OCI-compliant Container Runtime Interface
(coBmectumbliit ¢ CRI). PaccmaTtprBaemble YTUINTBI IpeaHA3HAUYEHbBI
3aMeHUTb MHTepdeiic KoMmaHaHo cTpoku docker mpu pa6ote ¢ CRI-0O,
HO TaK’Ke MOTYT MCITOIb30BaThCS U 6€3 CpeIbl MCITONTHeHUS KOHTeTHe-
poB. [lepeuncinm ux.

Vrunura podman Io3BOJISIET 3ayCKaTh KOHTEMHEPBI U YIIPAB/ISITh
obpasaMy KoHTeiiHepoB. OHa MOAAEpKMBAET OOJBIIMHCTBO OIIMIA
KomaHbl docker. [TaBHOe OTIMUKMe B TOM, UTO podman He Tpebyer
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nmemoHa docker MM Kakoii-mmMO0 MHOI 3aMlyIeHHOM Cpebl BhITOJTHE-
HUST KOHTeliHepoB. Takke JaHHAs YTUINTA COBMECTMMA T10 CTPYKType
kaTasioroB ¢ CRI-O 1 mo3BoJisieT paboTaTh HE TOITBKO C OTHEIbHBIMU
KOHTeifHepaMu, HO 1 ¢ pod-MOAy/IIMM (CBSI3aHHBIMU HabopamMu KOH-
TeliHepOB).

Yrunuta skopeo npegHasHaueHa Ijis1 paboTsl ¢ peecTpaMyt 06pasoB
U caMMMM 06pasaMIit.

Yrunura buildah mommepskuBaetr cunTakcuc Dockerfile n mpep-
cTaBjIsieT co6oit anbrepHaTUBY KOoMaHabl docker build. OnsiTh ke, oHa
He Tpe6yeT cpebl MCIIOTHEHNST KOHTEITHEPOB.

3ANYCK KOHTEMHEPOB MPYU NOMOLLY PODMAN

Vrunura podman (Pod Manager) KomupyeT GOJBIIMHCTBO KOMAaH]I
docker. KomaH/ipl, He peanu3oBaHHbIe B podman, OTHOCSITCS K CUCTe-
Me OpKecTpaimyuy KoHTeliHepoB Docker Swarm, u 3Ta Tema BbIXOOUT
3a Mpe/esbl PACCMATPUBAEMbIX B KHUTE.

Podman n3HavasbHO BXoaua B IIpoekT CRI-O, HO 3aTeM ObLJT BbIHE-
ceH B mpoekT libpod [3]. HertocpencrBeHHO pyHKIIMOHAM 06ecIieunBa-
eT 6ubnmorexka, a podman — 310 MHTEpdEiCc KOMaHIHOM CTPOKU. [IJist
yropoleHus rnepexoga ¢ komanabl docker B paMKax MpoeKkTa BemeTcs
IOKYMEHT CO CpaBHEHMEM M 3KBMBAJIEHTOM KOMaH[, [3].

Kaxk 6b1710 cKa3aHO BbIllle, podman He MCIIOIb3YyeT IeMOH, HO ST 3a-
IyCKa KOHTeHePOB BbI3BIBAET runc [4]. runc — 3T0 yTUINTA IJIS 3aITyC-
Ka KOHTeHepOB B COOTBETCTBUMU O crienyduranmeii OCI.

VYcraHOBUTH podman MOXKHO KOMaH/I0ii

[root@centos7 ~]# yum -y install podman

BBIMIOMHSMTE MPEObIAYIIYI0 KOMaHAy M IMOCIeqyIoliyie KOMaHIbI
IIAaHHOJ I7IaBbl Ha cucTeMe 6e3 yCTaHOBJIEHHOro ABIbKKaA Docker. Kak
BbI YBU[IMTE, TIAKET runc GyIeT yCTaHOBJIEH 10 3aBUCUMOCTSM. [laiee
MOSKHO ITOIPOO0BATh 3aITyCTUTH YKe 3HaKomble 1o docker KomMaH bl
" yoeauThCs, YTO paboTa C HUMM COBEPIIEHHO aHAJIOTUYHA:

[root@centos7 ~]# podman pull haproxy
Trying to pull docker.io/haproxy:latest...Getting image source signatures

15dd50e93fe0d1332f4d4e8035b09b945a720f61a2311e80b71b83e038cfa97b
[root@centos7 ~]# podman images

REPOSITORY TAG IMAGE ID CREATED SIZE
docker.io/library/haproxy latest 15dd50e93fe@ 40 hours ago 75.3 MB
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[root@centos7 ~]# podman run -it fedora
Trying to pull docker.io/fedora:latest...Getting image source signatures

[root@95fc8becc952 /]#

dakTUYeCKU, ecau Bbl yMmeeTe paborath ¢ docker, BbI ymeeTe pa-
6orath ¢ podman. Bel MOXXeTe YCTaHOBUTb CPeICTBAMM KOMaHIHOM
000JIOUKY ICEBIOHMM I1JisI podman ¥ BOBCe 3a0bITh, UTO BbI paboTaere
He ¢ docker:

[root@centos7 ~]# alias docker=podman
[root@centos7 ~]# docker ps -a

CONTAINER ID IMAGE COMMAND CREATED

STATUS PORTS NAMES

95fc8becc952 docker.io/library/fedora:latest /bin/bash 23 minutes ago
Exited (127) 13 minutes ago tender_gates

3ANYCK POD-MOAY/EMA NMPU NMOMOLLY PODMAN

Konuernuust pod-mozysneii BriepBble 6blia BBeAeHa mpoekTomM Kuber-
netes, 1 pod-monynu B podman oueHb Ha HUX MOX0XH. Pod-mMopysib —
3TO TPYIIA, COCTOSINAsI U3 OIHOIO WK 6ojiee KOHTEITHEPOB, KOTOPbIE
MCIIOTb3YIOT 00IIee MPOCTPAHCTBO MMEH, CceTh 1 ToMa. Pod-momyib
MOYKHO pacCMaTpUBaTh KaK «JIOTUYECKUIL CEPBEP».

WMHdpacTpyKTypHbIi

4 KoHTeliHep KoHTenHep
KOHTEUHEP

(runc) (runc)

Pod-moaynb
(obuime ipc, net, namespaces, cgroups)

Puc. 4.1 < Pod-mMopnynb B apxuTtekType podman

Kaxk BbI BuAuTE B IIpMMepe Ha puc. 4.1, y HaC MMeeTCsl TpU KOHTe -
Hepa. [IBa U3 HUX MpefHa3HAYeHbI JJ15 [10JIe3HOM Harpy3Ku, TPETU,
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MIPUCYTCTBYIONIMIA B KaXkIoM pod-Mopysie, — 3TO KOHTeiftHep obecre-
yeHMs: MHGPACTPYKTYPBI, Wiy uHdpa-KoHTeliHep. [JaHHbI KOHTeTHep
HaXOJIUTCSI B COCTOSTHUY TTay3bl, M €ro 3ajiaua — «Jaep>kaTb» MPOCTPaH-
CTBO MMeH pod-moysisi. DTO TI03BOJISIET OCTaHABIMBATD U Mepe3aryc-
KaTb KOHTETHePbI, IPU 3TOM pod-MOoIy/b 6yIeT 3amyuieHHbIM. DakTu -
YyeCKy 60JIbIIMHCTBO [TapaMeTPOB, ONIPeaeSonyX pod-Momy/ib, TAKUX
KaK IIPOCTPaHCTBO MMEH SIZIpa, COMOCTaB/IeH e TIOPTOB M KOHTPOJIbHbIE
TPYMIIbI, MPUBSI3aHO MMEHHO K MH(pa-KoHTeliHepy. OTcioma cienyeT
Takke TOT (aKT, UTO Bbl HE MOXKETe TTIOMEHSITh 3TU MapaMeTpbl Iocye
3amycka pod-mopyins 6e3 ero ymaneHus. Hampumep, BbI HE CMOXKETe
I00aBUTh HOBOE COTIOCTABJIEHNE IOPTOB IS CepBUCa.

Kaskzplii KoHTeliHep Ha puc. 4.1 mpuBsSI3aH K MOHUTOPY KOHTeliHe-
poB (conmon). ITO He6ObIIIAs TPOrpaMma, Ubst GYHKIMS 3aK/ITI0UaeT-
Cs1 B MOHUTOPMHTE IJIaBHOTO Ipoliecca B KOHTeliHepe. Takke conmon
OTBeuaeT 3a IIPUBSI3KY TepMMUHaJa tty K KOHTeltHepy.

Iy paboThl ¢ pod-MOmyISIMM HEOOXOAVIMO MCITOb30BaTh KOMAaH-
ny pod yrunuTsl podman. KitoueBbie c1oBa KOMaH bl pod MpuBeaeHbl
B Tabm. 4.1.

Kniouesoe cnoso HasHaueHnue

create Co3naTb HOBbIN MycToM pod-Moaynb

inspect Mokazatb KoHdurypaumo pod-moayns

kill OTnpaBuTb yKa3aHHbIM curHan KoHTelHepam. Mo ymonyaHuio SIGKILL
pause MocTaBuTb 0AMH Mnu 6onee pod-mMoaynei Ha naysy

ps, s, list BbiBectn cnucok pod-moayneit

restart Mepe3sanyctutb oauH nnu 6onee pod-mopynei

m Yoanutb oomH unm 6onee pod-mopynen

start 3anyctuTtb oAMH unu 6onee pod-mopynein

stats BbIBECTM CTATUCTMKY MO MCNONb30OBAHMIO PECYPCOB KOHTEHEpPaMM
stop OcTaHoBKTb OAMH Mnn 6onee pod-mopyneit

top MokasaTb npouecchl KoHTeliHepoB B pod-mMoayne

unpause CHATb € may3bl 0AMH unu bonee pod-moaynen

Tabnuua 4.1 « Cnuncok KYeBbIX CNOB KOMaHabl podman pod

Cospmamum «mycToi» pod-mMonyb, 6e3 MoaesHoi HarPy3Ku:

[root@centos7 ~]# podman pod create --name podil
8923a66aa6d2e42453edfcf5ae567bfce8cOed986f57af289ae39fbe0122d0d0O

[TpoBepuM crmicok pod-mopysneit. JJomKeH MIPUCYTCTBOBATh TOTBKO
OIIMH MOZYJTb, COMePsKAIINii ONVH MHMPACTPYKTYPHBIV KOHTEIHED:
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[root@centos7 ~]# podman pod list

POD ID NAME  STATUS CREATED # OF CONTAINERS  INFRA ID
8923a66aa6d2 podl Running 11 seconds ago 1
5cl66acaab5e

[TpoBepuM 06ILIMIT CLIMCOK KOHTEIIHEPOB B cucTeMe. [To yMomTuaHmio
71t MTHQPaCTPYKTYPHOTO KOHTeliHepa MCIonb3yeTcs oopas k8s.gcer.io/
pause:

[root@centos7 ~]# podman ps -a

CONTAINER ID IMAGE COMMAND  CREATED STATUS

PORTS NAMES

5cl66acaab5e k8s.gcr.io/pause:3.1 20 seconds ago Up 19 seconds
ago 8923a66aa6d2-infra

Ecmu B KoMaHAy 106aBUTH KITHOY «--pod», TO B BBIBOZ, JOOABUTCS
naeHTUGUKATOP pod-MOaYsl, KOTOPOMY IIPMHAJIEKUT KOHTeHep:

[root@centos7 ~]# podman ps -a --pod

CONTAINER ID IMAGE COMMAND  CREATED STATUS

PORTS NAMES POD

Scl66acaab5e k8s.gcr.io/pause:3.1 46 seconds ago Up 45 seconds
ago 8923a66aa6d2-infra 8923a66aa6d2

HobaBMM B KOHTeliHep pod-MOmy/ab IIPM MMOMOIIY KOMAaHABI run
U KJTI0Ya «--pod»:

[root@centos7 ~]# podman run --pod podl -d --name my-httpd httpd
41574d9b8fad66ccafc8752a7dd711ccfef2f91b65859fabf6c2bb76ea2e1826

Vﬁe,EU/IMCH, YTO 4MCJio KOHTGVIHGDOB BbIPOC/IO OO OBYX:

[root@centos7 ~]# podman pod list

POD ID NAME  STATUS CREATED # OF CONTAINERS  INFRA ID
8923a66aa6d2 podl Running 4 minutes ago 2
Scl66acaab5e

TMomyuuM CIIMCOK KOHTEHEPOB U IIPOBEPUM, UTO 06a IIPUHAIIEKAT
omHOMY pod-MomyITio:

[root@centos7 ~]# podman ps -a --pod

CONTAINER ID IMAGE COMMAND CREATED
STATUS PORTS NAMES POD

41574d9b8fa4 docker.io/library/httpd:latest httpd-foreground 32 seconds
ago Up 32 seconds ago my-httpd 8923a66aa6d?2

5cl66acaab5e k8s.gcr.io/pause:3.1 4 minutes ago
Up 4 minutes ago 8923a66aa6d2-infra 8923a66aa6d2

Tenepb MO>XHO OCTaHOBUTD IMOAMOOYJIb U YOAJIUTD €T0:
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[root@centos7 ~]# podman pod stop podi
8923a66aa6d2e42453edfcf5ae567bfce8c0ed986f57af289ae39fbe0122d0d0
[root@centos7 ~]# podman pod rm podl

failed to delete pod
8923a66aa6d2e42453edfcf5ae567bfce8c0ed986f57af289ae39fbe0122d0d0: pod
8923a66aa6d2e42453edf cf5ae567bfce8c0ed986f57af289ae39fbe0122d0d0 contains
containers and cannot be removed: container already exists

OpmHako, Kak BUIUTe, BTOpasi KOMaHaa He cpabotana. [Tocie ocra-
HOBKM KOHTeiiHepa C paboueil Harpyskoil ymajeHue pod-momysis
MIPOJieT YCHEeIIHO:

[root@centos7 ~]# podman rm 41574d9b8fa4
41574d9b8fad66ccafc8752a7dd711ccfef2f91b65859fabf6c2bb76ea2e1826

[root@centos7 ~]# podman pod rm podi
8923a66aa6d2e42453edfcf5ae567bfce8c0ed986f57af289ae39fbe0122d0d0

3ANYCK KOHTEMHEPOB
nPu NOMoOLLUKY PODMAN U SYSTEMD

B KOHI1le BTOpOJi I71aBbl Mbl PACCMOTPEIM 3aJady CTapTa KOHTeliHepa
¢ momoIubio systemd u Docker. [Ipu momouu podman ganHast 3ajaua
peliaeTcs MpakTUUeCKU aHaJIOTUYHO. [I110cOM TaHHOTO BapuaHTa SIB-
JITeTcst oTcyTcTBME memoHa docker.

Kak u B IIpoIIbIit pas, 3amycTUM KOHTeHep ¢ HeOOXOIMMbIMU ITa-
pameTtpamu. s tecra ucrnonbsyeM MySQL B KoHTeliHepe ¢ MMeHeM
mysql-db-sysd:

[root@centos7 ~]# podman run -d --name mysql-db-sysd -p 3306:3306 -e MYSQL_
ROOT_PASSWORD=docker mysql

Ianee co3maaum IMpoCTeiinii KOHOUTYypaIMOHHbINM ¢aiin systemd
IJIST 3aIyCcKa KOHTelHepa, aHAJIOTUUHbBIN MPUBENEeHHOMY BO BTOPO
r7aBe:

[root@centos7 ~]# cat /etc/systemd/system/mysql-db-sysd.service

[Unit]
Description=MySQL container
After=network.target

[Service]

Restart=always

ExecStart=/usr/bin/podman start -a mysql-db-sysd
ExecStop=/usr/bin/podman stop -t 2 mysql-db-sysd
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[Install]
WantedBy=1ocal.target

OCHOBHOE OT/IMYME JAHHOTO KOH(UTypaluoHHOTO ¢aiila — 3TOo
MCII0Tb30BaHKe KOMaHAbl podman, a Takke 3aBUCUMOCTb OT CEpBIUCa
network.service. CrapTyem ¥ BKJIIOUMM HOBBII CEPBUC:

[root@centos7 ~]# systemctl start mysql-db-sysd.service
[root@centos7 ~]# systemctl enable mysql-db-sysd.service
Created symlink from /etc/systemd/system/local.target.wants/mysql-db-sysd.
service to /etc/systemd/system/mysql-db-sysd.service.

IIpoBepuM, UTO cepBuUC paboTaeT:
[root@centos7 ~]# systemctl status mysql-db-sysd.service
* mysql-db-sysd.service - MySQL container

Loaded: loaded (/etc/systemd/system/mysql-db-sysd.service; enabled; vendor
preset: disabled)

Active: active (running) since Sat 2019-01-2619:10:58 CET; 27s ago
Main PID: 3024 (podman)

CGroup: /system.slice/mysql-db-sysd.service

L3924 /usr/bin/podman start -a mysql-db-sysd

Jan 2619:10:58 centos7.test.local systemd[1]: Started MySQL container.
Jan 2619:10:58 centos7.test.local systemd[1]: Starting MySQL container...

Mcnonb30BAHME YTUNUTBI BUILDAH
ON9 CO30AHMUS OBPA30B KOHTEMHEPOB

KpaTko paccMOTpMM ellie OHY YTUIIUTY, B JTaHHOM CJTydae ITpeIHa3Ha -
yeHHYI0 it cosmanus OCI-coBMeCcTUMBIX 06pa30B KOHTeiHepOoB 6e3
ucrnonb3oBauust Docker. Yrunura buildah [5] MmoskeT 3aMeHUTh KOMaH-
oy docker build, a Takske MCIIOIb30BATHCSI MHTEPAKTUBHO, 6€3 IpuMe-
Henus Dockerfile mpy momoniy mHTepdeiica KoOMaHAHO CTpoKu. Kpo-
Me Toro, buildah He Bk/II04aeT B 06pa3 yTUINTBI, MCIIOJIb30BaHHbIE IJISI
MTOCTpOEeHMS 06pasa, UTO CHISKAET ero pasMep.
YCTaHOBUTD YTUJINTY MOKHO KOMaHI 0

[root@centos7 centos7]# yum -y install buildah

[TockonbKky buildah mcrnonp3yer Ty ske CTPYKTYpy KaTajoros (/var/
lib/containers, ompenensiercs B KOHGUTypalMOHHOM ¢aiisie /etc/con-
tainers/storage.conf 6ubnmorexku containers/storage), yTo 1 podman
u CRI-0, xomaHga buildah images mokaskeT 06pasbl, ¢ KOTOPIMM BbI
yKe paboTayiu paHee:
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[root@centos7 centos7]# buildah images

IMAGE ID IMAGE NAME CREATED AT
SIZE

da86e6babcal k8s.gcr.io/pause:3.1 Dec 20, 2017
22:30 747 KB

e40405f80704 docker.io/library/httpd:latest Jan 23, 2019
00:15 137 MB

71b5c7e10f9b docker.io/library/mysql:latest Jan 23, 2019

05:23 482 MB

KnoueBble citoBa buildah mpuBenensr B Tabm. 4.2. INonpobyem ca-
MYIO OUEBUAHYIO KOMaHIy, [TO3BOJISIIONIYI0 COOpaTh 06pa3 mpy MoMO-
iy Dockerfile. Vicrionb3yeM yyke 3HAKOMBIi IPUMeEDP U3 PEIIO3UTOPHS
CentOS-Dockerfiles:

[root@centos7 centos7]# git clone https://github.com/Cent0S/Cent0S-
Dockerfiles.git

[root@centos7 ~]# cd /root/Cent0S-Dockerfiles/mariadb/centos7
[root@centos7 ~]# buildah bud -t centos/mariadb .

[Mocnemusiss kKoMaHAa Iy ITOMOIIM KiTloueBoro ¢iosa bud (build-us-
ing-dockerfile) cosgaet o6pa3s. [IpoBepuM, UTO OH ITPUCYTCTBYET Ha JIO-
KaJIbHOM JIMCKE:

[root@centos7 centos7]# buildah images

IMAGE ID IMAGE NAME CREATED AT
SIZE

le1148e4cc2c docker.io/1library/centos:centos7 Dec 6, 2018
01:21 210 MB

6ee6ff5d242a localhost/centos/mariadb:latest Jan 26, 2019

19:47 433 MB

KntoueBoe cnoso HasHaueHnue

add [ob6aBuTb Gainbl B 06pa3

build-using-dockerfile, bud Co3natb 06pa3 npu nomowm Dockerfile

commit Co3paTb 06pa3 M3 3anyLeHHOro KoHTelHepa

config O6HOBWTb HacTpoWiku obpasa

containers BbIBECTM CNMCOK 3anyLLEHHbIX KOHTEHEPOB U UX 6a30-
BbIX 06pa3os

copy CkonupoBaTb B KOHTeWHep

from Co3paTtb KOHTEMHep Ha ocHoBe 6a3oBoro obpasa

images Cnuncok 06pa3oB Ha NIOKaNbHOM AMCKe

inspect MokasaTtb KOHDUrypaLmio KOHTelHepa nnm obpasa

mount MofKNYNUTL KOPHEBY CUCTEMY 3aMyLLEHHOIO KOHTEN-
Hepa
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pull 3arpysuTb 06pas

push OTnpasuTb 06pa3

rename [epenMeHOBaTb KOHTEMHEP

rm, delete Ynanutb oouH unm 6onee KOHTENHEPOB

rmi Yoanutb oiMH unm 6onee 06pasoB C OKANbHOIO AUCKA

run 3anycTuTb KOMaHAY B KOHTelHepe

tag 3afaTb AOMONHUTENbHOE UMS AN TOKaNbHOTO 06pas3a

umount, unmount OTKNOUMTL KOPHEBYH (DaNoBY CUCTEMY KOHTEMHEpA

unshare 3anyck KoMaHapl B MOAU(ULMPOBAHHOM MPOCTPAHCTBE
nosb30BaTens

version MokasaTtb Bepcuto Buildah

Tabnuua 4.2 < Cnncok KNyeBbiX C10B KoMaHabl buildah

[Toripo6yeM co3maTh 006pa3 MHTEPAKTUMBHO. 3allyCTUM KOHTEIHep,
MCITONb3Ys B KauecTBe 6a3oBoro o6pasa CentOS 7:

[root@centos7 ~]# container=$(buildah from centos)

Getting image source signatures

Skipping fetch of repeat blob
sha256:a02a4930cb5d36f3290eb84f4bfa30668ef2e9fe3alfb73ec015fc58b9958b17
Copying config
sha256:1e1148e4cc2c148c6890a18e3b2d2dde41a6745cebde5fe94a923d811bf82ddb
2.13 KiB / 2.13 KiB [
] 0s

Writing manifest to image destination
Storing signatures

MBbI 1CTIOTb30BAIY ITEPEMEHHYIO container, s TOro YTOObI B 1ajTb-
HejileM 06paIaThes K KOHTeHepy 1o uMmeHu. [To ymomuanmio buildah
co3maeT uMs, mo6aBIIsIs K MMeHM 6a30Boro o6pasa «-working-contain-
er»:

[root@centos7 ~]# echo Scontainer
centos-working-container

ITpoBepuMm, uTo 6a30BbIit 06pa3 MPUCYTCTBYET Ha JIOKATLHOM JUCKe:

[root@centos7 ~]# buildah images

IMAGE ID IMAGE NAME CREATED AT
SIZE

le1148e4cc2c docker.io/library/centos:latest Dec 6, 2018
01:21 210 MB

W uTto Hal pabounii KOHTeHep 3anyIeH:
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[root@centos7 ~]# buildah containers

CONTAINER ID BUILDER IMAGE ID IMAGE NAME

CONTAINER NAME

d4340ef9f232 * le1148e4cc2c docker.io/library/centos:latest centos-
working-container

ITpy MOMOIIM KIIOUEeBOro CJIOBa inspect MOKHO MOTYYUTh MHGOP-
MaluIo O KOHTelHepe Win obpase:

[root@centos7 ~]# buildah inspect $container
{

"Type": "buildah 0.0.1",

"FromImage": "docker.io/library/centos:latest",

"FromImageID":
"1e1148e4cc2c148c6890a18e3b2d2dde41a6745cebde5fe94a923d811bf82ddb",

"Config": "{\"architecture\":\"amd64\",\"config\":

"Manifest": "{\n \"schemaVersion\": 2,\n \"mediaType\":
\"application...
"Contailner": "centos-working-container",...

"ContainerID":
"d4340ef9f2324160005b1f8a1671bd0f66cc45afbaf830e82a8cdf4021b4e698",

"MountPoint": ""

"ProcessLabel": "system_u:system_r:svirt_lxc_net_t:s0:c68,c866",

"MountLabel": "system_u:object_r:svirt_sandbox_file_t:s0:c68,c866",

"ImageAnnotations": null,

"ImageCreatedBy": "",

"0CIv1": {

"created": "2018-12-06T00:21:07.135655444Z2",
"architecture": "amdé64",

Co3maayM UCTIOTHMMBIN (aiil, KOTOPBIN AO/KEH 3aIyCKATbCS TIPU
cTapTe KOHTeliHepa. EquHCcTBeHHAs paboTa, KOTOPYIO OH OYIeT BITION-
HSITb, — 9TO BBIBOJ, co001eHMst «TEST»:

[root@centos7 ~]# echo 'echo TEST!!!' > test.sh
[root@centos7 ~]# chmod 755 test.sh

CronupyeM daiis B pabounii KOHTeHep:

[root@centos7 ~]# buildah copy Scontainer test.sh /usr/local/bin
d2045e6052749afc9c734fd762be3297739b8d063da7e533011ba84fbc7ae76¢

3amanyuM BbIMIOJIHEHMe KoMaHAbl test.sh kak KomaHAbl MO yMOI-
YaHMIO IIpM CcTapTe KoHTeliHepa (aHanor MHCTpyKuum ENTRYPOINT
B Dockerfile):

[root@centos7 ~]# buildah config --entrypoint "/bin/sh -c /usr/local/bin/
test.sh" Scontainer
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W HakoHelI, co3haauM o6pa3s 13 pabouero KOHTeliHepa:

[root@centos7 ~]# buildah commit $container containers-storage:testcontainer
Getting image source signatures
Skipping fetch of repeat blob
sha256:071d8bd765171080d01682844524be57ac9883e53079b6ac66707e192€a25956
Copying blob
sha256:df5e53c489a096664b303b60c23ba3011a6570a135a520e145b74124e0517ba9
198 B / 198 B [
] 6s
Copying config
sha256:9fdbbc71d57a9779358c92bef00f84a9f131cd639327fe4507cfca2be8e8070a
1.23 KiB / 1.23 KiB [
] 0s
Writing manifest to image destination
Storing signatures
9fdbbc71d57a9779358c92bef00f84a9f131cd639327fe4507cfca2be8e8070a

HpOBEpI/IM, 4uTo 06[)8.3 IIPUCYTCTBYET Ha JIOKAJIbHOM IMCKe:

[root@centos7 ~]# buildah images

IMAGE ID IMAGE NAME CREATED AT
SIZE

9fdbbc71d57a docker.ilo/library/testcontainer:latest Feb 9, 2019
15:50 210 MB

U mipoBepuM ero paboTOCIIOCOOHOCTD, 3aITyCTUB HOBBI KOHTEITHED
MIpY TOMOIIM KOMaHAbI podman run:

[root@centos7 ~]# podman run testcontainer
TEST!!!

PABOTA C OBPA3AMM MPY NOMOLUY SKOPEO

PaccMoTpuM moc/iefHIO0 B 9TO¥ rnaBe yTuanty skopeo [6]. JanHas
YTWINTA B TIEPBYIO Ouepeb MpegHa3HavueHa JIjsl paboTsl ¢ obpazamu
u peectpamu 06pa3oB (registry). OTamunTenbHbIe 0CO6EHHOCTU sko-
peo:

MO3BOJISIET PaboTaTh MPOCTHIM II0JIb30BaTeIeM M He Tpebyer
MIPUBUJIETUI TOOt;

JaeT BO3MOKHOCTb KOITMPOBATh 06pa3sl MEXKIY IBYMS peecTpa-
MM W PEECTPOM U JIOKAJbHBIM IMCKOM, MUHYSI JIOKQJIbHBII;
Mo Iep>KUBAET yaaseHne 06pa3oB 13 peecTpoB;

noaaepkuBaeT popmat Open Container Initiative (OCI);

MO Iep>KMBAET MOAMCAHHbIE 00pasbl.

00 0O O
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YCTaHOBUTD YTUJIINTY MOXXHO KOMaH,HOf/i

[root@centos7 ~]# yum -y install skopeo

IMpuBemeM HECKOJIbKO MPUMEPOB UCITONb30BaHusT skopeo. [Tpn 1mo-
MOIIY KOMaHIbl MOKHO TIOCMOTPeTDb MH(pOopMaIinio 06 obpase 6e3 ero
3arpy3ku. COGCTBEHHO, 9TO ObUT MEPBbIi QYHKIIMOHAJ, KOTOPBIii oS-
BUWJICSI B YTUJIUATE:

[root@centos7 ~]# skopeo inspect docker://docker.io/library/mysql
{
"Name": "docker.io/library/mysql",
"Digest":
"sha256:a571337738c9205427c80748e165eca88edc5a1157f8b8d545fa127fc3e29269",
"RepoTags": [
"5.5.40",

|l8l| s
"latest"
]J
"Created": "2019-02-06T07:06:04.8989198677",
"DockerVersion": "18.06.1-ce",
"Labels": null,
"Architecture": "amd64",
"0s": "linux",
"Layers": [
"sha256:6ae821421a7debccb4151f7a50dc8ec0317674429bec0f275402d697047a8e96",

]

BTopoit mpumep mokasbiBaeT, KAK MOKHO CKOIMPOBATh BCE YPOBHU
3aJJaHHOTO KOHTejiHepa BMecTe ¢ MaHM(eCTOM B JIOKAJIbHYIO AMPEK-
TOPUIO:

[root@centos7 ~]# skopeo copy docker://docker.io/library/mysql dir:/tmp/test
Getting image source signatures

Copying config
sha256:81f094a7e4ccc963fde3762e86625af76b6339924bf13f1b7bd3c51dbcfdagss
6.86 KB / 6.86 KB [
] 0s

Writing manifest to image destination
Storing signatures

IIpoBepuM COIEPKUMOE TUPEKTOPINA:
[root@centos7 ~]# ls /tmp/test
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a9e976e3aa6d5d9153f006b807cf8b626371b1e3bd541d806a7e27cb1c40666d manifest.

json

b60db6d282cd49a5625cc1b572c236758758bbf9b262567eb6c58b05fc99626b version
b8e2d50f1513ed58fc5b32041fd2640e9d5¢c76db416d6164fff9dbcc703dd186

Ha sToM MbI 3aKaHYMBaeM 3HAKOMCTBO C YTMIMTAMM, ITpeAHA3Ha-
YeHHBIMMU 711 PabOThI C KOHTEITHEpAMM Ha OIHOM Yy3JIe, ¥ ITePeXOAM
K CYICTeMe OPKeCTpalnyuiu KOHTEHePOB.

Bonpocbl g CAMONPOBEPKM

1.

oSow>

i

oSow>

Kakue U3 yTUIUT He TPeGYIOT MPUBUIErnii root (YKakKuTe
BCe MpaBWIbHbIE OTBETHI)?

podman

docker

buildah

skopeo

Kakue 13 yTMJINT MOJKHO MCIIO/Ib30BaTh JJISI CO3TaHUSA 00-
pasa us Dockerfile (ykaskuTe Bce mpaBUIbHbIE OTBETHI)?
podman

docker

buildah

skopeo

Cnmcok ccbiioK

AR N

https://cri-o.io/

https://github.com/containers/libpod
https://github.com/containers/libpod/blob/master/transfer.md
https://github.com/opencontainers/runc
https://github.com/containers/buildah
https://github.com/containers/skopeo
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https://github.com/containers/libpod
https://github.com/containers/libpod/blob/master/transfer.md
https://github.com/opencontainers/runc
https://github.com/containers/buildah
https://github.com/containers/skopeo

naea 5.

BBEOAEHWE B KUBERNETES
U YCTAHOBKA KJTIACTEPA

B maHHOJI IJ1aBe Mbl II0O3HAKOMMMCS C aPXUTEKTYPOii CCTEMbI OPKeCT-
panuu KoHteiinepoB Kubernetes u co3magum KaacTep, COCTOSIIMIL
U3 TPEeX y3JI0B, /IS TIOCTEeAYIONMX SKCIIEPUMEHTOB B Mpoiiecce o6yye-
HUSIL.

3HAKOMCTBO ¢ KUBERNETES

HaumHasi ¢ 3TOI mIaBbl Mbl MEPEXOAMM K PaCCMOTPEHMIO CUCTe-
MbI OpKecTpauyy KoHTeliHepoB Kubernetes. Kubernetes (ot rpeu.
KUBePVNTNG, UTO B TEpPeBO/ie O3HAYAET KOPMUMIi) 1O OIpeneneHnIo
C cajiTa IMPOEKTAa SIBJISIETCS «IIPOrPaMMHbBIM 06ecrieueHeM JIJist aBTo-
MaTUYECKOTO BHepPEHMsI, MaCIITAOMPOBAHMS U YIIPABIE€HNST KOHTe -
HepU3UPOBAHHBIMM IIPUIOKEHUSIMI». TaKsKe Bbl MOKETE BCTPETUTHCS
C COKpallleHHbIM HanucaHueM Ha3BaHus — K8S. OTiinmunTenbHOM 0CO-
6eHHOCTBIO Kubernetes sIBJiseTCsT TO, YTO B OCHOBE pa3pabOTKM MOJI0-
SKeH 6ojiee UyeM ISITHaAIATWIETHU onbIT Komianuy Google. B Hac-
Tosillee BpeMs pa3paboTKa YIpaBisSeTCs CIenyMaJlbHO CO3AAHHBIM
dougom Cloud Native Computing Foundation (CNCF) [1].

Kubernetes sBjsieTcsI OCHOBOJ KPYITHEMIIMX OO0JAuHbIX MHpa-
CTPYKTYp. [Jagum ormpeeneHe 06JaYHbIM TEXHOMOTUSIM U MecTy Ku-
bernetes B HuX. YCTOSBIIMMCSI B MHIYCTPUM OTIpeHeIeHNeM SIBJISTETCS
onpenenenne, nanHoe National Institute of Standards and Technology
(NIST):

ObnauHble BbIMUCIEHUS — IMO MOOelb NpedocmasneHus WUpoKo-
docmynHozo, y0o6H020 docmyna no cemu K o0wemy nyjay Hacmpauede-
MbIX 8bIUUCTIUMENbHBIX PECYPco8 nNo mpebosaHuro (K makum Kaxk cemu,
cepaepul, CUCMeMbl XPAHEHUS. OAHHbBIX, NPUNONCEHUS. U Cepeucsl). dmu
pecypcol onepamueHo 8bl0esIIMmcst U 0C8000x#0armcst Npu MUHUMAb-
HbIX YCUNUSIX, 3AMPadu8aeMslx 3aKa3uUKoM Ha 0p2aHU3ayuro ynpasaeHus
u Ha 83aumodeticmeue ¢ NOCMABUUKOM YCTye.
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DToit MopmeNnu MPUCYLIU TISITh OCHOBHBIX XapaKTePUCTUK, TPU Cep-
BMCHbIE MOZEIN ¥ YeThipe MOIeIu BHeIpeHMs. B umcio xapakrepu-
CTUK BXOISIT: CAaMOOOCTYKMBaHMe, YHUBEPCATbHBIN AOCTYII IO CETH,
OOGIIMIT TTYJT PECYpPCOB, MACTUUYHOCTD U YUET MOTPEOIeHN .

CepBuCHBIE MOZIENIM PA3/IMYAIOTCS TI0 TPaHMIle KOHTPOJIS MOTpebu-
TeJIeM YCIYyT IIPeIoCTaB/sieMoit MHGPACTPYKTYPhI 1 BKIIOYAIOT B Cebs:

O wuHpacTpyKTypy Kak cepBuc ([aaS). B jaHHOM CJTydae Mojib30Ba-
TeJIb MOTyYaeT KOHTPOJIb 32 BCEMY YPOBHSIMM CTeKA ITPOTrPaMM-
HOro obecrieyeHusl, JeKallyMy BbIllle OOJaUHON IIJIaT(OPMBI,
a MMEHHO: BUPTYJIbHBIMM MAaIllMHAMM, CETSIMU, BbIIeIeHHbIM
TIOJIb30BATEMI0 00BEMOM MPOCTPAHCTBA HA CUCTEME XpaHEeHMS
maHHbix (CXI). Torma monb3oBaTesnb BBICTYMAET aJMUHUCTpPA-
TOPOM OTIePAIMOHHOM CUCTEMBI U BCETO, UTO PabOTaeT MOBEPX,
BIUIOTh IO MPWIOXKEHMI. B KauecTBe mpumepoB IuaTdopm,
obecrieunBarOMMX MOJOOHYI0 MOJenb, MOXKHO HasBaThb Open-
Stack, Apache CloudStack, Eucalyptus u OpenNebula;

O mporpaMMHOe obecrieueHre Kak cepBuc (SaaS) — B aTOM cry4yae
TPaHMIIA KOHTPOJIS MTOJIb30BATEIST — CAaMO MpuitoskeHue. [1omb30-
BaTesb MOXKET AaKe He 3HATh, YTO TAKOe BMPTyaTbHas MalIHa
VU OTlepaliiOHHast CUCTeMa, OH IIPOCTO PaboTaeT C MpIIoKe-
HueM. [Ipumepsl TakuX 06/1auHbIX TPOIYKTOB: Google Docs, Of-
fice 365 wnu, HarpuMep, IHAEKC-TIoUTa;

O mratdopmy Kak cepsuc (PaaS) — 06/1ak0, IOCTPOEHHOE M0 TaKOi
MOZIEJTI, BITOJIHE MOYKET PACIIoIaraTbCsl «<BHYTPM» 06IaKka Moze-
sivt [aaS. B aTOM cimydae rpaHuiia KOHTPOJIS IOJIb30BaTeIS JIESKUT
Ha ypoBHe IIaTGOpPMbI OCTPOEHUS TPUIIOKEHMII, HaTIpuMep
cepBepa NMpWIOKeHMs, 6UOIMOTEK, Cpeibl pa3spaboTKY 1K 6a3bl
IaHHBIX. [lob30BaTeb He KOHTPOMMPYET M HE aJIMUHUCT-
pUpYyeT BUPTyaJbHble MAIIMHBI M OIEpPalVIOHHbIE CUCTEMBI,
ycraHoByeHHbIe HA HUX, CX] u cetu. Kubernetes siBnsercs oc-
HOBOJ1 KPYITHeNIMX 06/1auHbIX MHGpacTpyKTyp Tuna PaaS.

YeTblpe MOIEIM BHeApPEeHMs 00/auHOl IIaTGOPMBI BKIIOUAIOT
B cebs:

O uacTHOe 06/71aK0 — BCSI MHGPACTPYKTYypa pa3sBepHyTa B IIeHTpe
06paboTky gaHHbIX (LIOM) U CIy>kKUT mompasmeieHneM OIHO
KOMMOAHUN WIN TPYTIThl KOMIIAHUIA;
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O nybnuuHOe 06/1aKO — 3aKa3YMKOM OOGIAUHBIX YCJIYT MOXKET BbI-
CTYIaTh J100ast KOMITAHMS WIIM Iayke YaCTHOE JIKIIO. DTO MOJe/ b
BHEJIpeHMsI, Ha KOTOPOJi 3apabaThIBaIOT IIPOBaiiZephl 06/IauHbIX
yenyr;

QO o061ako coobIecTBa, Ui obIecTBeHHoe 061aK0. Mofenb, pu
KOTOPOJi IOTpebuTeieM SIBJISIETCS COOOINEeCTBO IOTpebuTesei
M3 OpraHmsaiyii, MMelomux o6iuue 3amaun (Hampyumep, MIC-
cuu, TpeboBaHMIT 6e30IaCHOCTY, MOJIUTUKM U COOTBETCTBUS
pasIMYHbIM TPE6OBAHMSIM);

O rubpugHOoe 06/1aK0 — 3TO KOMOMHALMS M3 IBYX WM TPEX BbILIe-
OIVCaHHbBIX 00JIAKOB, IIe pa3Hast Harpy3Ka MOKeT pacIio/iaraTh-
81, KaK B YaCTHOM, ITyGJIMYHOM MM 061eCcTBeHHOM obtake. Kak
[IPaBIJIO, TMOPUHOE 06/IaK0 — 9TO 60JIbIlE, YEM IIPOCTO CYMMa
06J1aKOB, ITOCKOJIbKY €My TPeBYIOTCSI MeXaHM3Mbl ¥ MHCTPYMEH-
ThI LIEHTPAIN30BAHHOIO YIIPaBIeHMsI, PaclIpeee s M MUTPa-
LM HATPY3KM MEXKIY 06IauHbIMIM MHPPACTPYKTYPAMIM.

B ocHOBy apxuTekTypbl Kubernetes 6buti IMoMOsKeHbI pa3paboTKMU
npoekta Borg — mpompuerapHoit cucrembl Google st yripaBieHUs
Pa3IMUYHBIMM OOJIAYHBIMM MIPUIOKEHUSIMM, TakKuMu Kak Google Docs
u Gmail. Bnepsbie o Borg 6su10 pacckazano B 2015 rogy. U B utorne
2015 roma 6buTa BbINyIIeHa mepBasi Bepcus Kubernetes. B Hacrosi-
MY MOMEHT pa3paboTYMKY MPUAEPKUBAIOTCS TPEXMECSYHOTO IIMUK-
na paspabortku. Kog Kubernetes Hamcan Ha OTHOCUTETLHO MOJIOAOM
sI3bIKe TIporpamMmMupoBaHus Go, KOTOPbIii ITpefcTaBiseT cob0ii HeKuii
rMOpUI, U3 CaMbIX PaCIpOCTPAHEHHBIX S3bIKOB: Java, Python u C++.
KpynHerimmmy KoMIaHUSIMK-pa3paboTunkamy B mpoekTe Kubernetes
B HacTosIee BpeMs aBysttorcst Google n Red Hat. Kubernetes He emmna-
CTBEHHOE pellleHye JIJIs YIIpaBJIeHNsT KOHTEeTHEePU3MPOBAHHBIMU TIPU-
JIOXKeHUSIMM (MOKHO Takke Ha3BaTh Docker Swarm, Nomad, Rancher),
HO, BUJIVIMO, CAMO€ YCITeIITHOE ¥ PacrpoCTpaHeHHOe.

Kubernetes meHsIeT TpaAUIIMOHHBIN TOAXO[ B HATTMCAHUY U pa3Bep-
TBHIBAHUY TIPUJIOKEHMI C MOHOJIMTHOM Ha MUKPOCEPBUCHYIO apXUTEK-
Typy. [Ipy TakoM TTOAXOze MPUIOKEHME COCTOUT M3 OTHEIbHBIX OTHO-
CUTETbHO HEOONMbIINX ¥ CAMOCTOSITEIbHO pa3pabaThiBaeMbIX YaCTeld,
BO3MOJXKHO, JTaske HalMMCAHHBIX HAa PA3HBIX SI3bIKAX ITPOrPAaMMMPOBA-
HusL. Y KaskKI0ro KOMIIOHEHTa MOKET ObITh CBOVA SKM3HEHHbIN LIVKJI pas-
paboTKu U OOHOBIEHM. KOMIIOHEHTBI TIPU 5TOM B3aMMOIEICTBYIOT
IPYT C IPYTOM ITOCPEICTBOM KOHIIETIIIMY CEPBYUCOB U BbI30BOB API. [yist
03HAKOMJIEHMS C TIPUHLMIIAMY ITOCTPOEHMS BHICOKOMACIITaOMPyeMBbIX
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06JIAYHBIX TIPUJIOKEHU T, KOTOPbIE MIeATbHO JIOKATCS Ha MHPPACTPYK-
Typy Kubernetes, BbI MOXKeTe U3yUUTh MPUHIUIIBI «IBEeHAALATH Pak-
TopoB» [2]. Cam npoeKT Kubernetes Taxke ciiefyeT STUM IPUHIIUIIAM.

PaccmoTpuMm apxuTekTypy M kKommoHeHTbl Kubernetes, mpencras-
JeHHbIE Ha puc. 5.1. 3To ynpouieHHas! yarpamMma 6e3 yueTta peanm-
3alM¥ BBICOKOJ JOCTYITHOCTM KOMIIOHEHTOB. Kinactep cocTouT 13 Kak
MWHMMYM OJTHOTO YIIPABJISIIOIIETO y3/Ia M OT OJHOTO U 6ojiee BbIUMC-
JIUTENbHBIX (MY PabouMx) y3/I0B, Ha KOTOPBIX HEITOCPEICTBEHHO 3a-
ITyCKAIOTCSI KOHTETHepbl. YIIPaBJISIOUIIT Y31 MOKeT ObITh COBMeEIeH
C BBIUMCIUTENIBHBIM, M B CAMOM [IPOCTOM C/Tyyae BCe KOMIIOHEHThI MO-
ryT paboTaTh B OJHOM BUPTYaIIbHOI MAallMHE UM HA OJHOM-eIMHCT-
BEHHOM cepBepe. B kauecTBe nmpumMepa MOXHO IIPUBECTU MHCTPYMEHT
Minikube, KOTOpPBIii TO3BOJSIET CO3aTh TAKYI0 BUPTYaJIbHYIO MaLIUHY
B VirtualBox. Bo3M0OsKHbI BapuaHTbI Takke ¢ HECKOIbKUMM YIIPaBIISI-
IOIIMMY y3/1aMU [1J1s1 06ecTieueHysT BBICOKOI JOCTYITHOCTU U C €OUHOMI
6a30ii etcd, a Takke ¢ HECKOJIBKMMM YIIPaBISIIOIMMM Y37IaMy U pac-
npesieJleHHbIM KJIacTepoM etcd.

'™ kube- \ { r cloud- /",:“ ObnayHas ) ‘
| controller- controller- [&— ( MHOPACTPYKTYPa § il
‘ manager / A manager ) s < —
e manaeer —
¥ _— ﬂ‘-., kubelet
—»  kube-apiserver k +(__ kube-proxy )
e - | BbluMCMTENBHBII y3en
4 (Minion)
( ) \ ( kubelet
4 <1 kube-
scheduler ] “——»( kubeproxy )
BbIuMC/IMTENBHBIW Y3en
Ynpasnawiumii yzen (Master) (Minion)

Puc. 5.1 « YnpouweHHas apxutektypa Kubernetes

Taxoke obpaTuTe BHMMAaHMe, YTO MbI Jajee GyoeM paccMaTpUBaTh
YCTAHOBKY YIIPaBJISIONIMX Y3/I0B IIpy momoiny kubeadm, rme cepBiuchb
Kubernetes camu pa6oTaoT B KOHTEITHEPaX, OAHAKO BIOJTHE BO3MOXKEH
BapMaHT, KOTa OHY paboTaloT Kak 06bruHbie meMoHbl GNU/Linux mof
yIpaBjieHleM, Harmpumep, systemd.
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PaccMoTpuM cepBUCHI YITPABSIOINIETO y3/1a.

kube-apiserver — 3T0 11eHTpabHbBIi KOMIIOHEHT KiacTtepa Kuber-
netes. OH SIBJISIETCS CBSI3bIBAIOIIMM KOMITOHEHTOM JIJISI BCEX OCTAIbHBIX
CepBMCOB. Bce B3auMoeiicTBMe KaK CaMyX KOMITOHEHTOB, Tak 1 06pa-
IeHNe U3BHe K KacTepy mpoxoaut uepes kube-apiserver 1 Banuanpy-
€TCsT UM. DTO eOMHCTBEHHBI KOMITOHEHT KjlacTepa, KOTOPbIif 061aeT-
cs1 ¢ 6a30ii TaHHbBIX etcd, rie XpaHUTCS COCTOSIHME KIacTepa.

etcd - pacipefiesieHHOe XpaHWINIIIE TUTIA «KJTI0U-3HaueHne». He sB-
jsteTcst «6a30i1 JaHHBIX» B Kiaccumyeckom noHmManum CYB/I. M3Ha-
YyaJbHO Pa3BMUBAIOCh KaK COCTaBHAas vyacTb mpoekrta CoreOS. Knactep
Kubernetes xpanut B etcd Bcio MH(OpPMaIIO O COCTOSIHUM KJIacTepa,
cepBucax, CeT U T. 1. [IoCTyn K JaHHBIM OCyIiecTB/seTcst uepe3 REST
API. IIpu M3MeHeHUsIX 3aIlCelt BMeCTO IMOMCKA ¥ M3MEHEHMS CTapoii
KOIMM OHAa IMOMeYaeTcsl KaK yCTapeBIias, a HOBble 3HaUeHMSI TOMMCHI-
BalOTCSI B KOHell. [To3ke cTapble 3HAUEHUS YIAISIOTCS CelaabHbIM
MPOIeCCOM.

kube-scheduler — KOMITOHEHT, OTBeUaIONINii 32 BbIOOP BBIUMCIIN-
TEJIbHOTO y3J1a, Ha KOTOPOM OYIYT 3amycKaThCss KOHTelHephl (Ha ca-
MOM Jiesie pod-MOZY/IM, HO Mbl PaCCMOTPUM, UTO 3TO Takoe, MO3XKe).
CyIecTBYIOT MeXaHM3Mbl, KOTOPbIe TIO3BOJISIIOT BMeIIaThCsI B 3TOT aji-
TOPUTM U, HalpuMep, MPUBSI3aTh KOHTEeTHEPbI K KOHKPETHOMY Y3IIy.
Taxoke Ha 3aIlyCK U pasmellleHMe KOHTeHepOB BIAUSIIOT CYIeCTBYIO-
I11e KBOTbI Ha PeCypChl.

kube-controller-manager — KOMIOHEHT, OTBEYAIOIIMI1 3a 3aIMyCK
TaK Ha3bIBaeMbIX KOHTDPOJIJIEPOB, KOTOPbIe OMNPENesioT TeKyliee Co-
CTOSTHME cucTeMbl. Jlajiee Mbl PacCMOTPUM IpPUMepPbl KOHTPOJIe-
pOB, Takux Kak, Hampumep, Deployment. ®aktuuecku kube-control-
ler-manager cjiequT, YTOOBI KJIACTEP U €r0 Pecypchbl COOTBETCTBOBAJIA
3aJaHHOMY COCTOSIHUIO.

cloud-controller-manager — HaunHasi ¢ Bepcuu Kubernetes 1.6
9TOT KOMIIOHEHT OTBeYaeT 3a B3aMMOIeiiCcTBMe C 06JaUHBIMU ITPO-
Balimepamu u abcTparupyet crienyduuyeckuit Ajisi KOHKPEeTHOTO 00-
Jlaka koj. PaHee 3a 3TOT QpyHKIMOHA oTBeuas kube-controller-man-
ager.

[lepeiimeM K cepByCaM BbIUMCIUTENbHBIX (YIIPAB/ISEMbIX) Y3/10B.

kubelet - nanHbIN cepBuUC yIpaBseT pod-MoAyIsIMU, OCHOBBIBASICh
Ha ux crneundukamnuu. Ceppuc B3aumopeiictpyeT ¢ kube-apiserver.
DTO IJIaBHBIN CEPBUC JIJIS BBIUMCIUTENIbHBIX Y3JI0B.

kubeproxy - oTBeuaeT 3a ceTeBoe B3auMOeliCTBUe pod-Monyeit,
yIpasJisis paBwiamy iptables (Tabnuiia nat).
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Cpena UCIIOJTHEHU S KOHTeﬁHepOB — B HalleM OeMOHCTpalMOH-
HOM CTeHe MbI 6y,ZLEM UCII0/Ib30BaTh Docker.

YCTAHOBKA TOKANIbHOTO KJIACTEPA

Ha MomeHT HamucaHusl 3TOM KHUTM TTociemHeli Bepcueii Kubernetes
6b1a 1.13. ITocKoMbKY 3Ta KHMUTA SIBJsIeTcsl BBemeHuem B Kuberne-
tes, pasauMumsa MeXAY pean3aMy ¢ TOUKM 3PeHUS M3YUYeHUS] CUCTEMbI
OpKeCTpanyy OO/KHBI ObITh HE OUeHb 60/bIIMMY. B KHUTe paccMOTpe-
Ha yCTAHOBKA ¥ HACTpoiika 6a3oBoro Kinacrepa Kubernetes ¢ mcmomnb-
3oBaHMeM auctpuoyTua GNU/Linux CentOS 7 u yrunutsl kubeadm.
Hawnboiee cBexkye MHCTPYKIINMM T10 MCITIOJIb30BaHMI0 kubeadm 10/IKHBI
OBITb TOCTYITHBI Ha caiiTe Kubernetes [3].

Ham rmoHamo6mTcst HeCKOIbKO BUPTYaJIbHBIX MAIIVH C OTIEPATUBHO
rmamsiTbio ot 2 I'6. ABTOp B IpuMepax MCIIOIb3YET KIACTeP, COCTOSIIINAI
13 Tpex y3/10B. COOTBETCTBEHHO, [IJIST BBITIOMHEHMS YIIPAKHEHMIT BaM
OyIeT IOCTaTOYHO ITepPCOHAIbHOTO KOMITbIoTepa ¢ 8—16 I'6 onepaTus-
Holt mamsaTu. [Ipu kemaHum, 6e3yCIOBHO, MOKHO MCITONb30BATh ITy0-
JIMYHOEe 0071aK0, pa3BepHYB B HEM BUPTyaJbHble MAIIVHBI, ¥ TOUYHO
TaKMM 3Ke CIT0COO0M YCTAaHOBUTH TaM cepBuchl Kubernetes BpyuHyio.
CymecTByeT JHOCTATOUHO M3BeCTHBIN MpoekT «Kubernetes The Hard
Way»[4], KOTOPBIN COmEPXKUT MHCTPYKUMM, KaK 3TO caenaTb. Kpome
TOr0, MOXKHO MCIIOJb30BaTh PSJI APYIMX MHCTPYMeHTOB: Minikube,
kubespray, hyperkube, kops u ap. B KauecTBe aJbTepHATUBBI MOKHO
paccMOTpeTh KjacTep, OOCTYyKMBAeMblii CaMMM OOGJaYHbIM ITPOBaii-
nepom. [lajee MbI PacCMOTPUM IIpuMep ycTaHOBKYM Azure Kubernetes
Service (AKS) B rmy6imuHoM ob6sake Microsoft.

IVCKM BCEX TECTOBBIX BUPTYAJTbHBIX MAIIVH PEKOMEHAYETCS Cle-
JIaTh «TOHKMMM». B 3TOM C/Tyyae pasmep peajbHO 3aHSTOTO MeCTa
Ha (aiiJIoBOi cucTeMe IJ1s1 KaKI0V BUPTYaJbHOI MallMHbI OyIeT OT 3
o 6 I6.

MNMoarotoBKa onepaunMoOHHON CUCTEMDI

[ToATOTOBKA OTIEPAI[MOHHO CUCTEMbI M HACTPOIKA PETIO3UTOPUEB JIJIsST
BCEX BUPTYaJIbHbIX MAIIVH C OAMHAKOBBIM AUCTpUOyTHBOM GNU/Linux
GYIyT BBITTOMHSITHCSI OMMHAKOBO.

V6enuTech, UYTO OTKJIIOUEH SWap-pasfes OTNepalMoOHHON CUCTEMBI,
MHave BO BpeMs 3arrycka kubeadm BbI ITosryunTe coobImeHme 06 ommo-
K€ — 0 TOM, UTO paboTa co swap He MO AePXKUBAETCS:
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[ERROR Swap]: running with swap on is not supported. Please disable swap

VCTaHOBUTE [Jis5 BCEX BUPTya/lbHbIX MAIIMH CTaTUMYECKNUe amape-
ca. B koHburypamoHHbIX Qaiiiax ceTeBbIX amanrtepos ifcfg-* B mu-
pektopuu /etc/sysconfig/network-scripts/ Heo6XOmMMO HOIPaBUTh
napameTtpsl BOOTPTOTO, IPADDRO, PREFIX0 1 GATEWAYO. IIpumep
(aiina rmocse pegakTMPOBAHMS:

TYPE="Ethernet"
BOOTPROTO="none"
DEFROUTE="yes"
IPV6INIT="no"
NAME="etho"
ONBOOT="yes"
IPADDRO="10.0.3.4"
PREFIX0="24"
GATEWAY0="10.0.3.1"
DNS1="8.8.8.8"
DOMAIN="test.local"

[P-agpecaiinio Bbl MOXeTe M3MEHUTh IO CBOEMY YCMOTPEHMIO,
He OpMEHTUPYSICh Ha BhIOOP aBTOpa. [IpuBedeHHbIe aJipeca BhIOpaHbI
JIUIIb B KauecTBe IpuMepa. Takke yoemuTech, UTO BCe B3aMMOIeli-
CTBYIOILIME BUPTyajbHble MalllMHbI MOTYT paspemiatb DNS-umMeHa
apyr apyra. Mo>XHO TOAHSITH JioKa/ibHbI DNS-cepBep uiau, 4to Ha-
MHOTO MpoIlle, MPOMKCAaTh Ha BCeX y3/1aX MMeHa B3auMMO/IeliCTBYIOIINX
C HUMM JTabOpaTOPHBIX MaliyH B daiin /etc/hosts. [Ipumep [j1st y3710B,
UCTI0JIb3YEeMbIX B CTIeAYIONIMX T/IaBaX:

127.0.0.1  Tlocalhost localhost.localdomain localhost4 localhost4.
localdomain4

i1 localhost localhost.localdomain localhost6 localhosté6.
localdomainé

10.0.3.4 master master.test.local

10.0.3.5 nodel nodel.test.local

10.0.3.6 node2 node2.test.local

[Tpoiiecc MOATOTOBKM M YCTAaHOBKM KiacTepa Kubernetes Ha Cent-
OS 7 HeCUJIBHO OT/IMYAETCSI OT COOTBETCTBYIOIIUX AECTBUI IJISI ApY-
rux nponsBoaHbIx Red Hat Enterprise Linux.

ITepBoe, YTO HEOOXOOMMO, — YCTAHOBUTH CaMy OIEePaIMOHHYIO CUC-
Temy. [Ipenmnonaraercs, YTO 3TO He OOMKHO BbI3BaTh 3aTPyAHEHUI
y unTaTesNs. B KauecTBe BapMaHTa YCTaHOBKM MOXKHO BbIOpaTh Minimal
mu Server with GUIL.
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TMocse yCTaHOBKM OTEepaIMOHHO CUCTEMbI OOHOBUTE YCTAHOBJIEH-
Hble MaKeThl U Mepe3arpys3uTe OMepalMoOHHYI0 CUCTeMYy Ha BCeX Tpex
y3/1ax KOMaH/I0i1

# yum -y update && reboot

Hanee st YIPOUIEHUST OTIAAKM MbI OTKITIOUMM CepBUC GpaHIMa-
yapa firewalld. Eciu BBl He IuTaHMpyeTe OTKIIOUATh GpaHaMaysp, TO
CITIMICOK MCIIOMb3yeMbIX Bxoasimux TCP-TopToB MpuBeneH B Tabmuile
Hmke. Haumnas ¢ CentOS 7 mo ymomnuanuio BMecTo iptables ymcmnomnb-
3yercs firewalld:

# systemctl stop firewalld.service
# systemctl disable firewalld.service

BaskHO OTMETUTh, UTO TaKast KOHGUIYpaLMs He TOIXOANUT IJIs TIPO-
MBIIIJIEHHOTO puMeHeHus. Ha «60eBbIx» y3/1ax OpaHaMaysp JOKeH
OBITh 00513aTE/IbHO BK/IIOUEH.

Tun ysna TCP-nopTbi HasHaueHue

Macrtep 6443 Cepsep APl Kubernetes no ymonuanuto
Macrep 2379-2380 API xpaHunuwa etcd

Mactep u BblumncanTenbHbIn y3en | 10250 Kubelet API

Macrep 10251 kube-scheduler

Mactep u BblumcauTenbHbli ysen | 10252 kube-controller-manager

Mactep v BbluncanTenbHbii ysen | 10255 Cepsep API Kubelet (Tonbko yteHue)
Pabounit yzen 30000-32767 | MopTbl no ymonyauuio NodePort

Tabnuua 5.1 < Cnucok Bxoaawmx TCP-noptos knactepa Kubernetes

Bo BpeMst HamcaHusI KHUTU cepBUC kubelet ere He mopmep>kuBa
paboTy Ha cucTeMax C BKIIOUEHHBIM MEXaHM3MOM MaHIATHOI'O KOH-
Tpons mocryna SELinux. [Ijis BeikioueHus SELinux Heo6XogumMo OT-
pemakTupoBaTh daiin /etc/sysconfig/selinux, 3ameHuB

SELINUX=enforcing
Ha

SELINUX=disabled

Ianee HEOOGXOAMMO IIPOCTO TIePE3arpy3nTh CUCTEMY.
Ellle 0HO M3 MIpeABapUTENbHBbIX YCIOBUI: HEOOXOOMMO YOeIMUThb-
Cs, YTO MAKeThl, IPOXOAsIIe uepe3 ceTeBble MOCTHI linux bridge,
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obpabateiBatoTcs iptables. [Ijs1 5TOro HeO6XOOMMO YCTAHOBUTH Iepe-
MeHHYI0 s1pa net.bridge.bridge-nf-call-iptables B 1:

# cat <<EOF > /etc/sysctl.d/k8s.conf
> net.bridge.bridge-nf-call-iptables = 1
> EOF

# sysctl --system

Applying /etc/sysctl.d/k8s.conf ...
* Applying /etc/sysctl.conf ...

* .

YcraHaBauBaeM Ha BCex TpeX y3Jiax Docker u 3alTyCKaeM CepBUC:

# yum -y install docker
systemctl start docker.service
# systemctl enable docker.service

=+

Cremymoliee — 3To Job6aBIeHNe permo3uTopueB ¢ maketamu kubeadm,
kubelet u kubectl. Kubeadm - 3T0 yTuauta, mpu noMouiu KOTOPOit Mbl
6ymeM pasBepThbIBaTh Kiactep. Kubelet — aTo cepBuc, 3amycKaeMblit
Ha BCeX y3/1axX ¥ OTBeYalolui1 3a cTapT pod-Momysieit M KOHTEHEPOB.
Bce cmyk6b61 Kubernetes mpu ycraHoBKe ¢ Tomolnbio kubeadm 6ymyT
3aITyCKaThCs B pod-MOAYIISIX, a He HEITOCPEeACTBEHHO Ha YITPaBIISIONNX
y3nax. Hakonerlr, kubectl — aTo yrunura ynpasnenus Kubernetes.

Co3gaeM Ha Bcex y3jax ¢aiit perosutopus /etc/yum.repos.d/kuber-
netes.repo cjaemyoIero comepsKaHms:

[root@master ~]# cat /etc/yum.repos.d/kubernetes.repo

[kubernetes]

name=Kubernetes
baseurl=https://packages.cloud.google.com/yum/repos/kubernetes-el7-x86_64
enabled=1

gpgcheck=1

repo_gpgcheck=1
gpgkey=https://packages.cloud.google.com/yum/doc/yum-key.gpg https://
packages.cloud.google.com/yum/doc/rpm-package-key.gpg

YcTaHOBKa ynpaensiowWwero ysna

Cne,uy}oume ﬂeﬁCTBMH BBITIOJIHAEM TOJIbKO Ha YIIpaB/IAIOLIIEM Y3JIE.
YcraHaBMBaeM IaKeThl:

[root@master ~]# yum -y install kubelet kubeadm kubectl
Bxitouaem u 3amyckaem crysk6y kubelet:

[root@master ~]# systemctl enable kubelet.service
[root@master ~]# systemctl start kubelet.service
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Terepb kubelet GymeT pecTapToBaTh KakOble HECKOTbKO CEKYH]I,
OKMIast MHCTPYKLMit oT kubeadm:

[root@master ~]# systemctl status kubelet.service
o kubelet.service - kubelet: The Kubernetes Node Agent

Loaded: loaded (/etc/systemd/system/kubelet.service; enabled; vendor
preset: disabled)

Drop-In: /etc/systemd/system/kubelet.service.d

L-10-kubeadm. conf

Active: activating (auto-restart) (Result: exit-code) since Sun 2019-01-

0616:18:51 CET; 7s ago
Docs: https://kubernetes.io/docs/

Process: 12203 ExecStart=/usr/bin/kubelet SKUBELET_KUBECONFIG_ARGS
SKUBELET_CONFIG_ARGS SKUBELET_KUBEADM_ARGS $KUBELET_EXTRA_ARGS (code=exited,
status=255)

Main PID: 12203 (code=exited, status=255)

Jan 0616:18:51 master.test.local systemd[1]: kubelet.service: main process
exited, code=exited, status=255/n/a

Jan 0616:18:51 master.test.local systemd[1]: Unit kubelet.service entered
failed state.
Jan 0616:18:51 master.test.local systemd[1]: kubelet.service failed.

Tem BpeMeHeM HAM HEOOXOIMMO PENIUTb, KAKMM CETEBbIM ITOAKITIO-
yaeMbIM Mogay/ieM uepes uHTepdeiic Container Networking Interface
(CNI) MbI 6ymeM ITOJIb30BAThCS [IJISI OpraHM3alMy CeTU B KjacTepe.
B HacTosmuit MOMEHT MOXKET ObITh TOJMBKO OfHA pod-CeTh Ha KiIacTep.
B pamkax mpoekrta CNI-Genie [5] BemeTcst paboTa 110 0JHOBPEMEHHO-
MY MCITOJIb30BAHMIO HECKOJIbKMX MOAKIIOUaeMbIX Momy/eit. s Ha-
1Ieji TeCTOBOI cpedbl Mbl BbioepeM Flannel, pa3BuBaeMblii IPOEKTOM
CoreOS (B HacTOsSIM/A MOMEHT KOMITaHMSI, CTOSIIAsl 3a ITPOEKTOM,
npuobpeteHa Kommnanueii Red Hat).

Ckauaem yml-daiis, oTBeuaromuii 3a HacTpoiiky Flannel (ipu Heo6-
XOAVIMOCTY YCTAHOBUTE YTWINTY wget):

[root@master ~]# wget https://raw.githubusercontent.com/coreos/flannel/
master/Documentation/kube-flannel.yml

V3 aroro ¢aiiia HaM HeOOXOAMMO ITOTYUUTD CeTh, KOTOpylo Flannel
Co3[laeT MO yMOJIYaHMIO JJIsT B3aMMOZENCTBUS pod-momysieit. Agpec
cetu B popmate CIDR Ham moTpebyeTcsl BO BpeMsl MHUIIMATU3ALUN
KjIacTepa:

[root@master ~]# grep -1 network kube-flannel.yml

"Network": "10.244.0.0/16",
hostNetwork: true
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BaHYCKaeM VMHNOMaIn3anmnilo YyIpaB/adlOmero ysjga C YKd3aHUMEM
HaﬁHEHHOFO agpeca pOd-CETI/I K/macTepa 110 YMO/JIUaHMIO:
[root@master ~]# kubeadm init --pod-network-cidr 10.244.0.0/16

[init] Using Kubernetes version: v1.13.1
[preflight] Running pre-flight checks

Your Kubernetes master has initialized successfully!
To start using your cluster, you need to run the following as a regular user:

mkdir -p SHOME/.kube
sudo cp -1 /etc/kubernetes/admin.conf SHOME/.kube/config
sudo chown $(id -u):$(id -g) $HOME/.kube/config

You should now deploy a pod network to the cluster.
Run "kubectl apply -f [podnetwork].yaml" with one of the options listed at:
https://kubernetes.io/docs/concepts/cluster-administration/addons/

You can now join any number of machines by running the following on each node
as root:

kubeadm join 10.0.3.4:6443 --token 96gi3c.
ax1pp27h13olebig --discovery-token-ca-cert-hash
sha256:0d30b4386fd3609ae7a98e00cc249f05d20a22196623dcc5b0707e829ef35a3b

MDaKTUYECKM TIPU YCIIEIIHOM BbBITTOJHEHMM KOMAHIbl Mbl YBUIUM
co0GIIIeHNe 0 TIOCIEAYIONMX IIaraX B HaCTPOiiKe Kiacrepa. [lepekiio-
yaeMcst TIOf, YYETHYIO 3aICh HEMPUBUIETMPOBAHHOIO IT0/Ib30BATEIST
(Ip¥ HEOOGXOIMMOCTM CO3JAliTe ero) ¥ KOmMpyeM KOH(DUTypamyoH-
HbIi ¢aiin /etc/kubernetes/admin.conf B JoMaIlIHIOI0 JMPEKTOPUIO TTOF,
umeHneM .kube/config:

[root@master ~]# su - user

[user@master ~]$ mkdir .kube

[user@master ~]$ sudo cp -1 /etc/kubernetes/admin.conf .kube/config
[user@master ~]$ sudo chown user.user .kube/config

Ternepsb NPy MOMOIIY KOHGUTYpaIMOHHOTO daiiia Mbl MOKEM IOJ-
K/TIOUAThCS M BBITTOJHSTD AEMCTBYS KaK aMMUHMUCTPATOP Kiacrepa. [la-
Jiee HAaM HaJl0 IPUMEHUTb KoHurypanuio Flannel:

[user@master ~]$ sudo cp /root/kube-flannel.yml .
[user@master ~]$ kubectl apply -f kube-flannel.yml
clusterrole.rbac.authorization.k8s.10/flannel created
clusterrolebinding.rbac.authorization.k8s.10/flannel created
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serviceaccount/flannel created
configmap/kube-flannel-cfg created
daemonset.extensions/kube-flannel-ds-amd64 created

[TpoBepsiem, uTO co3Aajcs HOBbI MHTepdertic flannel.1:

[user@master ~]$ ip a s dev flannel.1
4: flannel.1: <BROADCAST,MULTICAST,UP,LOWER_UP> mtu 1450 gqdisc noqueue state
UNKNOWN group default
link/ether 42:b9:92:71:56:0e brd ff:ff:ff:ff.ff:ff
inet 10.244.0.0/32 scope global flannel.1
valid_lft forever preferred_lft forever
inet6 fe80::40b9:92ff:fe71:560e/64 scope link
valid_lft forever preferred_lft forever

BbIBeeM CITMCOK Y3JI0B B KacTepe:

[user@master ~]$ kubectl get node
NAME STATUS  ROLES AGE  VERSION
master.test.local Ready master 12m v1.13.1

OpnuH y3en B coctosiHum Ready. MosKHO ITOCMOTpPETh MOAPOOHYIO MH-
dbopmarnuio 06 ysie:

[user@master ~]$ kubectl describe node master.test.local

Name: master.test.local
Roles: master
Labels: beta.kubernetes.io/arch=amd64

beta.kubernetes.io/os=11inux
kubernetes.io/hostname=master.test.local
node-role.kubernetes.io/master=
Annotations: flannel.alpha.coreos.com/backend-data:
{"VtepMAC":"42:b9:92:71:56:0e"}
flannel.alpha.coreos.com/backend-type: vxlan
flannel.alpha.coreos.com/kube-subnet-manager: true
flannel.alpha.coreos.com/public-ip: 10.0.3.4
kubeadm.alpha.kubernetes.io/cri-socket: /var/run/
dockershim.sock
node.alpha.kubernetes.io/ttl: 0
volumes.kubernetes.io/controller-managed-attach-detach:

true
CreationTimestamp: Sun, 06 Jan 201916:31:50 +0100
Taints: node-role.kubernetes.io/master:NoSchedule

O6paTuTe BHMMaHMe Ha CTpouky Taints. B Heit ykasaHo, YTO Ha Ha-
ImeM Yy3je IO0Jib30BaTeNbCKkyue pod-mMonynu He OymyT 3aIycKaTbCsl.
JTO IOBeJeHNMe 110 YMOTYaHUIO [IJIS1 YIIPaBIISIoLLero y3ia. B rectoBom
OKPY>KeHUU MbI MOKeM CHSITb ¢uiar taint:
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[user@master ~]$ kubectl taint nodes --all node-role.kubernetes.io/master-
node/master.test.local untainted

Taxkum 06pa3om, Mbl TOTYUMIN QYHKIIMOHMUPYIOUINIT KIacTep, COC-
TOSIIMIT U3 OMHOTO y37a. [Ipexxme uem TMpOmO/KUTh, PEKOMEHTYETCS
yCTaHOBUTH MakeT bash-completion 1 BKIIOUNTH BO3MOXKHOCTH aBTO-
MaTUYECKOTO HOTIOTHEeHMSI KOMAHIHOM CTPOKM IIPU MUCIIOTb30BaHUM
kubectl. Kubectl camocTosITeTbHO MOKET CO3/IaTh CKPUIIT aBTO/IOIION-
HeHMs1. HaM ocTaeTcs TOIbKO MCIIOJHUTD ero 1 Jo0aBuUTh B .bashrc:
[user@master ~]$ sudo yum -y install bash-completion

[user@master ~]$ source <(kubectl completion bash)
[user@master ~]$ echo "source <(kubectl completion bash)" >> ~/.bashrc

HaxkoHelr, MpoBepbTe, UTO BCE CAYKeOHbIe pod-MOIY/IM 3aITyIIeHbI:

[user@master ~]$ kubectl get pods --all-namespaces

NAMESPACE NAME READY  STATUS
RESTARTS  AGE

kube-system  coredns-86c58d9df4-qscdh 1/1 Running
0 19m

kube-system  coredns-86c58d9df4-w8fx5 1/1 Running
0 19m

kube-system etcd-master.test.local 1/1 Running
0 18m

kube-system  kube-apiserver-master.test.local 1/1 Running
0 18m

kube-system  kube-controller-manager-master.test.local 1/1 Running
0 18m

kube-system  kube-flannel-ds-amd64-7vng2 1/1 Running 0
9m56s

kube-system  kube-proxy-g557g 1/1 Running
0 19m

kube-system  kube-scheduler-master.test.local 1/1 Running
0 18m

YcTaHOBKa paboumx y3nos

Cnenylomiye neiiCTBUSI MbI IIPOM3BOAMM Ha 00eMX BUPTYaJlbHBIX Ma-
mmHax: nodel u node2. TouHO Tak ke, Kak ¥ Ha YIIPaBISIIOLIEM y3Jie,
ycTaHOBUTe TakeThbl cepBrcoB Kubernetes 1 Bkimtounte kubelet:

[root@nodel ~]# yum -y install kubelet kubeadm kubectl
[root@nodel ~]# systemctl enable kubelet.service

Ha ympaBisionieM y3jie HeoOX0auMO HaWTy 3HAUeHNe TOKeHa, KO-
TOPBII TOHAIOOMTCS 17151 HOOGaBIeHMSI HOBOTO y3JIa B KJIacTep:
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[user@master ~]$ kubeadm token list

TOKEN TTL EXPIRES USAGES
DESCRIPTION EXTRA GROUPS
96gi3c.ax1pp27hi3olebig 23h 2019-01-07T16:31:53+01:00
authentication,signing The default bootstrap token generated by 'kubeadm
init'. system:bootstrappers:kubeadm:default-node-token

TokeH IO YMOJYaHMIO IECTBYeT OBAAIaTh 4YeThIpe uaca. Eciam
€ro CpPOK JeJiCTBUSI MCTEK, HOBBI/I TOKEH MOXKHO CO3JaTh KOMAaHIO
kubeadm token create. HaunHasi ¢ Bepcun 1.9 B LeisixX MOBBIIIEHUS
6€30ITaCHOCTY TP TTOAK/ITIOUEHUM HOBBIX Y3JI0B BaM TaKKe MOHAI0-
outcs xerr ceprudmkara (Discovery Token CA Cert Hash). ITomyunTb
ero MOKHO OTISITh K€ Ha yIpaBJIsSiolieM y3jie, Ha KOTOPOM XPaHUTCS
ceprudukar B daiine /etc/kubernetes/pki/ca.crt:

[user@master ~]$ openssl x509 -pubkey -in /etc/kubernetes/pki/ca.crt |
openssl rsa -pubin -outform der 2>/dev/null | openssl dgst -sha256 -hex | sed
s/ ]!

0d30b4386fd3609ae7a98e00cc249f05d20a22196623dcc5b0707e829ef35a3b

Hanee 3amyckaem komaHay kubeadm join Ha 060MX BBIYMCIUTETb-
HBIX y371aX, yka3as [P-agpec yrpaBsioniero y3ia, TOKEH U Xell:

[root@nodel ~]# kubeadm join --token 96gi3c.

ax1pp27hi3olebig 10.0.3.4:6443 --discovery-token-ca-cert-hash
sha256:0d30b4386fd3609ae7a98e00cc249f05d20a22196623dcc5b0707e829ef35a3b
[preflight] Running pre-flight checks

[discovery] Trying to connect to API Server "10.0.3.4:6443"

[discovery] Created cluster-info discovery client, requesting info from
"https://10.0.3.4:6443"

[discovery] Requesting info from "https://10.0.3.4:6443" again to validate
TLS against the pinned public key

This node has joined the cluster:

* Certificate signing request was sent to apiserver and a response was
received.

* The Kubelet was informed of the new secure connection details.

Run 'kubectl get nodes' on the master to see this node join the cluster.

[TpoBepsieM, 4TOOBI 062 y3J1a 6BV JOOABIEHBI B KIacTep:

[user@master ~]$ kubectl get node

NAME STATUS  ROLES AGE VERSION
master.test.local Ready master  42m vi.13.1
nodel.test.local Ready <none> 2mls v1.13.1
node2.test.local Ready <none>  50s vi.13.1
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Ecii BaM He06X0AVIMO TIOAKTIOUATHCS K KJIACTEPY C Y3713, OTIMYHOTO
OT YIIPaBJISIOIIETo, CKOMMPYiiTe KOHDUTYpaIMOHHBIN Gdaiii:

[user@nodel ~]$ scp root@master:/etc/kubernetes/admin.conf .
[user@nodel ~]$ kubectl --kubeconfig ./admin.conf get nodes

YcraHoBKa Be6-KoHconu Kubernetes

Insa ymobcTBa yrpaBiaeHMsI KIacTepoM MOXKHO YCTAaHOBUTH BeO-KOH-
conb Kubernetes. Ee BHeltHMit BUA npuBeneH Ha puc. 5.2. YcraHoBKa
JIocTaTouyHO npoctasi. [[pumeHsieM yaml-daiin:

[user@master ~]$ kubectl create -f https://raw.githubusercontent.com/
kubernetes/dashboard/master/aio/deploy/recommended/kubernetes-dashboard.yaml
secret/kubernetes-dashboard-certs created

secret/kubernetes-dashboard-csrf created

serviceaccount/kubernetes-dashboard created
role.rbac.authorization.k8s.10/kubernetes-dashboard-minimal created
rolebinding.rbac.authorization.k8s.1o/kubernetes-dashboard-minimal created
deployment.apps/kubernetes-dashboard created

service/kubernetes-dashboard created

» c e @ & httpsy/localhost:8001/#Y/node?namespace=default -9 % n@o =

kubernetes Q  search toreaE | @

= Cluster > Nodes

Cluster

Nodes =
Namespaces
CPU request Memory requests  Memory limi
Nodes Name & Labels Ready e CPUlimits (cores) ooy (SMEStS MEMOYIMILS  pge &
(cores) (bytes) Gytes
Pesislent Volumes beta kuberetes jo/arch:

Roles @ nodeztestlocal beta kubemetes.io/os:li. True 0.1(5.00%) 0.1(5.00%) 50 Mi (1.32%) 50 Mi (1.32%) amonth
Storage Classes kubernetes.jo/hostname.
= beta kuberetesjo/arch:
amespace
@ rodet testlocal et i True 01 (5.00% 041 (5.00% 50Mi(1.32%) 50Mi(1.32%) amonth
default ~
kuberetes.jo/hostname.
overvew beta kubernetesjo/arch:.
] local impisbepenslobet . 085 (42.50%) 01 (5.00%) 190MI(501%)  390Mi(10.29%) h
mastertestloca rue X i i amont
LLERIEED kubemetes.io/hostname.
Gron Jobs node-ole kubemetes o/

Daemon Sets
Deployments

Jobs

Pods

Replica Sets
Replication Controllers

Stateful Sets v

Puc. 5.2 « BHewHuit Bua Beb-koHconm Kubernetes

IIpoBepuM, UTO 3arMyiieH COOTBETCTBYIOIINIT pod-MOmyIib:

[user@master ~]$ kubectl get pods --all-namespaces

NAMESPACE NAME READY  STATUS
RESTARTS  AGE
kube-system  coredns-86c58d9df4-qscdh 1/1 Running

8 55d
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kube-system  coredns-86c58d9df4-w8fx5 1/1 Running
8 55d
kube-system  kubernetes-dashboard-57df4db6b-x669z 1/1 Running
0 60s

Beb6-KOHCOMb TOAIePsKMBAET aBTOPM3ALMIO ITPYU ITOMOIIM TOKEHOB
(Bearer Token) u ¢aiina Kubeconfig. [Inst ;eMOHCTpaIlMOHHBIX 1IeJeii
MbI CO3aAMM CEPBUCHYIO YUeTHYIO 3amuch (Service Account) ¢ ume-
HeM admin-user:

[user@master ~]$ cat << EOF > ServiceAccount.yaml
apiVersion: vi1
kind: ServiceAccount
metadata:
name: admin-user
namespace: kube-system
EOF
[user@master ~]$ kubectl create -f ServiceAccount.yaml

Hanee HeO6XOOAMMO TMPUCBOUTH CO3JTAHHONM YUETHOI 3aICU POJib
cluster-admin:

[user@master ~]$ cat << EOF > ClusterRoleBinding.yaml
apiVersion: rbac.authorization.k8s.i0/v1
kind: ClusterRoleBinding
metadata:
name: admin-user
roleRef:
apiGroup: rbac.authorization.k8s.1io
kind: ClusterRole
name: cluster-admin
subjects:
- kind: ServiceAccount
name: admin-user
namespace: kube-system
EOF
[user@master ~]$ kubectl create -f ClusterRoleBinding.yaml

YT0ObI IMMOJIYYUTb TOKE€H, BbITIOJIHMM KOMaHOY:

[user@master ~]$ kubectl -n kube-system describe secret $(kubectl -n kube-
system get secret | grep admin-user | awk '{print $1}")

Name: admin-user-token-f9j68
Namespace: kube-system
Labels: <none>

Annotations: kubernetes.io/service-account.name: admin-user
kubernetes.io/service-account.uid: 53eda26c-3d9b-11e9-aalb-
0800279bf286
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Type: kubernetes.io/service-account-token

Data

ca.crt: 1025 bytes

namespace: 11 bytes

token: eyJhbGc101ISUzIINiIsImtpZCI6I1I9. ..

KormmpyeMm cTpouky rocie «token:». Terepb 3aycTMM HPOKCH MEK-
Iy JIOKaJIbHBIM y3JIOM U cepBepom Kubernetes API:

[user@master ~]$ kubectl proxy
Starting to serve on 127.0.0.1:8001

TMocste 3TOro MOKHO 3aiiTy 6pay3epoM Ha afpec http://localhost:8001/
api/vl/namespaces/kube-system/services/https:kubernetes-dashboard:/
proxy/. Be6-maHesnb GymeT MOCTYITHA TOJMILKO Ha y3Jj1e, Ha KOTOPOM 3aITy-
meHa komaHzaa kubectl proxy.

YCTAHOBKA KNACTEPA
B MYB/IMYHOM OBJIAKE MICROSOFT AZURE

PaccmoTpuM elie ofMH BapMaHT YCTAHOBKM M MCHOAb30BaHus Ku-
bernetes: Ha 3TOT pa3s B Iy6aMuHOM o6aKe. B KauecTBe mpumMepa uc-
nonb3yeM cepBuc Azure Kubernetes Service (AKS) [6], paboTatomiyii
B o6nake Microsoft Azure. OTIMUNTENIBHOI 0COOGEHHOCTHIO TAKOTO MC-
nmosib30BaHust Kubernetes sIByisieTCsI TO, UTO BbI ITOJTyYaeTe KaacTep Kak
cepBUC. 3a MPOIEeTYPY YCTAHOBKY 1 OOCTY>KMBAHMS KJIaCTEPOB OTBEYA-
eT Microsoft. IT1rocoM /i Bac SIBJISIETCS TO, YTO BbI HE IUIATUTE 3@ CaM
cepBuc AKS, a TobKO 3a mOTpebssieMble BbIUMUCIUTEIbHBIE PECYPChI.
MpbI He 6y1eM KacaThCsl OCHOB paboThI ¢ AZure, TOCKObKY 3TO BHIXOAUT
3a paMKM JaHHOJ KHurK. [Ipemonaraercs, uTo Bbl 06/1afaeTe y4eTHOM
3aImchlo B o6make Microsoft Azure, 3HaeTe, Kak paboTaTh C IIOPTAJIOM,
UT. O,

[MogK/IIOUMBIINCH K MMOPTay Azure, HaKMMaem B JIEBOM BepXHEM
yrry «Create a resource» — «Containers» — «Kubernetes Service»
(puc. 5.3).
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Home > New
Create a resource New O X
All services .

FAVORITES ‘ Search the Marketplace |

R Azure Marketplace sezall  Featured Seeall

2 All resources

Gatstarad Kubernetes Service
"¢/ Resource groups Quickstart tutorial

ﬁ App Services

Recently created

Compute Container Instances

¥ Function Apps . Quickstart tutorial
- Networking
s SQL databases

! Storage Container Registt
& Azure Cosmos DB g Y
Web Quickstart tutorial

B virtual machines

Mobile . )
& Load balancers T - Service Fabric Cluster
| Containers ] Quickstart tutoria
= Storage accounts Lo 4
Databases
Virtual networks P Web App for Containers
nalytics 5
Quickstart tutorial
0 Azure Active Directory
Al + Machine Learning
@ wonitor Internet of Things Docker on Ubuntu Server
@ Advisor Leamn more
Integration :
S T .
' Security Center Security

Puc. 5.3 < Hauano cospaHus knactepa AKS Ha noprtane Azure

B nosiBuBIIEMCST OKHE BbIOMpaeM IMOMIMMICKY, B KOTOPOii 6yaeT co3-
naH knactep (AKSTest), CcyleCTBYIOLIYIO PECYPCHYIO IPYIITY UM UMSI
HOBOI1 (B ipuMepe Takke AKSTest), ums kinacrepa (akstest01), pernon
Azure (West Europe), Bepcuio Kubernetes (1.11.2) u DNS-mpedwuxkc, Ko-
TOPBIi OyzeT mo6aBaeH K MOMHOCThI0 KBATMGULMPOBAHHOMY MMEHMU
X0CTa, [0 KoTopomy Oyaet mocryreH API kinacrepa. Hakonerr, BeiGupa-
eM pasmep (Standard DS2 v2) 1 UKMCIO BHIUMCIUTENBHBIX Y3JI0B KJIac-
Tepa (3). [IpuMep sKpaHa MpuUBeEH Ha puC. 5.4.
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_ P Search resources, services, and docs

Home > New > Create Kubernetes cluster

Create Kubernetes cluster

Basics  Authentication Networking Monitoring Tags Review + create

Azure Kubernetes Service (AKS) manages your hosted Kubernetes environment, making it quick and easy to deploy and manage
containerized applications without container orchestration expertise. It also eliminates the burden of ongoing operations and
maintenance by provisioning, upgrading, and scaling resources on demand, without taking your applications offline. Learn more about
Azure Kubernetes Se

vice

PROJECT DETAILS

Select a subscription to manage deployed resources and costs. Use resource groups like folders to organize and manage all your
resources.

* Subscription @ ‘ AKSTest v ‘

\— * Resource group @

I
Create new () Use existing

[ AksTest v]
CLUSTER DETAILS
# Kubernetes cluster name @ [ akstesto1 /]
* Kegion @ ‘ West Europe ~ ‘
* Kubernetes version @ |71}12 e o v ‘
* DNS name prefix @ | akstestOl ‘/‘
SCALE

The number and size of nodes in your cluster. For production workloads, at least 3 nodes are recommended for resiliency. For
development or test workloads, only one node is required. You will not be able to change the node size after cluster creation, but you will
be able to change the number of nodes in your cluster after creation. Learn more about scaling in Azure Kubernetes Service

* Node size @ Standard DS2 v2
2 vepus, 7 GB memory
Change size

* Node count @ O

Previous Next : Authentication >

Puc. 5.4 < 3apaHune oCHOBHbIX NapameTpoB knactepa AKS

Hanee Haxkumaem kHOMKY Next: Authentication, rme MoXXHO c03-
IaTh HOBYIO CYObeKT-CIYKOY MIM BBECTH TIapaMeTphl CYIIeCTBYIOLIEIA.
Taxoke MOXXHO BbIOpaTh, BKIIOUEH MIM HeT MexaHusm RBAC (pone-
BOTO moctyma) B kinacrepe Kubernetes. Ha aTom Bce o6si3aTesibHbIE
rapaMeTpsl BBeJeHbI, M MOXHO IIPOITYCTUTb OCTaJIbHbIe I1aru, IpoCTo
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HaxkaB Review+create. Bosiee moapo6HO PO TOMIOTHUTENbHbIE TIapa-
MeTpPbI IPU CO3TaHUM KJIacTepa MOXKHO ITpouecTh Ha caiiTe Microsoft
[7]. CiiycTst Kakoe-TO BpeMsI BbI ITOJTYYMTe COOBIeHNe O TOM, UYTO KJIac-
Tep co3gaH. ITocie 3TOro MOKHO TIOJKITIOUUTHCSI K HEMY U paboTaTh,
KaK C JIOKaJIbHBIM. [1JI51 TOTO YTOOBI 3TO CAEATH, HEOOXOAVIMO HECKOJIb-
KO JOTIOTHUTEbHBIX IIaroB.

B cucreme, ¢ KOTOPOIi BbI TVIaHKPYETEe paboTaTh C KJIACTEPOM, HEOO-
XOIMMO TIOJTYUMTDb PEKBU3UTHI TMTOIKIIOUEHMS K KJIacTepy, KOTOpbIe OY-
IYT COXpaHEeHbI B JIOKAJTbHBIN KOHPUTYpalMOHHBIN daiir. [TonpobHee
0 KoH(purypauumoHHoMm aiiie Mbl TIOTOBOPUM B CJeAyIOlIeil TiaBe,
a ceifuac BaM HeOGXOIMMO TMOIKIIOUUTHCSI K CBOEI YUeTHON 3armmcu
nipu nomoiuy Azure CLI [8].

IMopkrouyaeMcst K TOAMMCKe Azure TIpy MOMOIIY KOMaHbI az login:
[aksuser@centos7 ~]$ az login
To sign in, use a web browser to open the

page https://microsoft.com/devicelogin
and enter the code A7VTOJMH3 to authenticate.

[
{

"cloudName": "AzureCloud",

"id": "Ob481e...",

"isDefault": true,

"name": "AKSTest",

"state": "Enabled",

"tenantId": "3dd3f8...",

"user": {
"name": "amarkelov@yandex.ru",
"type": "user"

}

Ianee ckaurBaeM KOHPUTYpaIMOHHBII Gaii ¢ peKBU3UTAMM Kiac-
Tepa Ipu MoMOIIM KoMaHAb! az aks get-credentials, B KOTOpOIT yKa3bI-
BaeM PecypCHYIO IPYIITY M MM KIacTepa:

[aksuser@centos7 ~]$ az aks get-credentials --resource-group AKSTest --name
akstest01
Merged "akstest01" as current context in /home/aksuser/.kube/config

TIpoBepsieM IOCTYIMHOCTb KIacTepa:
[aksuser@centos7 ~]$ kubectl get nodes

NAME STATUS ROLES AGE VERSION
aks-agentpool-20512754-0  Ready agent 11im vi.11.2
aks-agentpool-20512754-1  Ready agent 10m v1.11.2

aks-agentpool-20512754-2  Ready agent 11m v1.11.2
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Temnepsb y HaC BCe FOTOBO, [JIsI TOrO YTO6bI HAUaTh paboTaTh C KJIacTe-
POM B C/IeIyIOlei [IaBe.

Bonpocbl ons CAMONPOBEPKMU

1.

N

0w

OSOowx>

Kaxkoii U3 mepeuncieHHbIX KOMIOHeHTOB Kubernetes orm-
IIMMIOHAJIbHBIN?

kube-scheduler

etcd

cloud-controller-manager

kube-scheduler

I'me xpaHATCS HACTPOIVKM AOCTYIIA K KJIacTepy MO ymoI4a-
HUIO?

k8s/conf

kube/configuration

kube/config

Cnmcok ccbiiok

https://www.cncf.io/

https://12factor.net/ru/
https://kubernetes.io/docs/setup/independent/create-clus-
ter-kubeadm/
https://github.com/kelseyhightower/kubernetes-the-hard-way
https://github.com/Huawei-PaaS/CNI-Genie
https://azure.microsoft.com/en-us/services/kubernetes-service/
https://docs.microsoft.com/en-us/azure/aks/kubernetes-walk-
through-portal
https://docs.microsoft.com/en-us/cli/azure/?view=azure-cli-latest
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https://12factor.net/ru/
https://kubernetes.io/docs/setup/independent/create-cluster-kubeadm/
https://kubernetes.io/docs/setup/independent/create-cluster-kubeadm/
https://github.com/kelseyhightower/kubernetes-the-hard-way
https://github.com/Huawei-PaaS/CNI-Genie
https://azure.microsoft.com/en-us/services/kubernetes-service/
https://docs.microsoft.com/en-us/azure/aks/kubernetes-walkthrough-portal
https://docs.microsoft.com/en-us/azure/aks/kubernetes-walkthrough-portal
https://docs.microsoft.com/en-us/cli/azure/?view=azure-cli-latest

lhaBa 6.
OCHOBbI PABOTbl C KUBERNETES

OcHOBHbIE O5bEKTbI KUBERNETES

[Ipeskme uem IMepexonuTh K IMpakTHUecKOMY BBemeHMI0O B Kuberne-
tes, MMO3HAKOMMMCSI C OCHOBHBIMY 0OBEKTaMU CUCTEMBI. Bce 0ObEKThI
MO>XKHO CO31aTh KaK 13 KOMaHIHOM CTPOKM, TaK U M3 OMMCAHUS COXPa-
HeHHoOro B (daitine dopmata YAML mmm JSON.

IIpocTparcTBO MMeH (namespace, ns) — 006J1aCTb BUIMMOCTHU IJIsSI
pecypcoB 1 00beKTOB B Kiactepe. He ciegyeT myTaTh MPOCTPAHCTBO
nmeH Kubernetes c mpoctpanctBom nmeH GNU/Linux. HekoTopsie pe-
CYPCBI SIBJISIIOTCSI pecypcamy YPOBHSI KiacTepa, ¥ K HUM IPOCTPaHCTBA
MMeH He MpuMeHMUMbI. [IpuMepsl Takux pecypcoB: Node, Persistent-
Volume nnu ClusterRole. MoskHO paccMaTpuBaTh IPOCTPAHCTBO MMEH
KaK aHaJIor TeHaHTa wiu rmpoekTta B OpenStack.

Pod-moznynb (pod, po) — 9TO IpyIIma, COCTOSINAsI M3 OIHOTO Wi 60-
Jilee KOHTEefHepPOB, KOTOPbIe MCHOIL3YIOT 001Iee POCTPAHCTBO MeH
GNU/Linux UTS, Network u IPC u Toma. B mociegHux Bepcusix OHU
Takke MOTYT MCII0JIb30BaTh 001ee mpocTpaHcTBO PID. Pod-momynb
MOSKHO PacCMaTPUBATDh KaK «JIOTMUYECKUiT cepBep». ITO 6Ga30BbIi THUIT
Harpy3ku B Kubernetes. Bce KoHTeltHepbl MOYJIS 3aITyCKAIOTCSI HA O -
HOM Yy3i1e. Bce pod-Mopynu 06beaMHSIIOTCS OTHOI TIOCKOI CeThIo 6e3
NAT.

Mertka (label) — mapa kio4/3HaueHne, KOTOpPas MOXKET ObITb TPU-
cBOeHa Jiobomy pecypcy. CenekTop (selector) McIonb3yeT MeTKU ST
bunbTpalum pecypcoB U APYTUX oreparuii.

AHHOTanuu (annotations) — 1o3BOJSIIOT aCCOLIMUPOBATD C pecyp-
camMM MPOU3BOJbHBIE MeTaJaHHble, MEHSTb CBOVCTBA WIM TIOBeJe-
H1e 06bekTOB Kubernetes, a Takke HaCcTpauBaTh UX B3aMMOJIECTBIE
¢ opyrumu cepBucamu Kubernetes. AHHOTaIMM, HalipuMep, UCIIO/b3Y-
forcs B OpenShift miist pacupenust gyHkimonana Kubernetes.

Kourpomiep (controller) — sTo mpoiiecc B Kubernetes, KOoTopbiii
CJIeIUT 3a COCTOSTHMEM PeCcypCcoB U, B CTydae eCu COCTOSIHME OT/INYa-
eTCs OT 38JaHHOTO, TPUBOAUT PECypPChI K 3aJaHHOMY.
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KouTtpomiep perukanuu (replication controller, rc) — 6a30BbIit
TUIT KOHTposisiepa. OrmpefensieT, Kak pod-MOAYIU PperuIUIIUpPyIOTCs
T0 y3/71aM KJiacTepa.

Ha6op pemnuk (replica set, rs) — 60/1ee coBpeMeHHas peaansains
KOHTpOJJIepa, UMEIOIIero Ty ke 3a7auy, UTO M KOHTPOJIJIep perinkKa-
1y, OCHOBHOe OT/InuMe — 6osiee rMOKIMe MIpaBuja CeJIeKTOPOB. Jlanee
MbI [TO3HAKOMMMCSI ¥ C APYTUMM TUIIAMM KOHTPOJLJIEPOB.

CepBuc (service, svc) — komOuHanus [P-agpeca u mopra, mpemo-
CTaBJIAIONIAST NOCTYI K Habopy pod-mMomyieii. [To yMOIUaHUIO CepPBUC
MOAK/TIOYaeT KJIMEHTOB K pod-MOIy/asIM 10 odyepeay (IMO-aHIIUIACKNA
JIaHHBIN TepMUH 3By4uT round-robin).

CnoBaps koHpurypaumum ConfigMap (ConfigMap, cm) — Habop
KJIIOUeli ¥ 3HauYeHMIi, KOTOPbIi MOXeT MUCMHOAb30BAThCS IPYTUMU pe-
cypcamu. Kak mpasmio, ConfigMap mcmonb3yeTcs [Ijist XpaHeHus 1 Tie-
penauy nmapaMeTpoB KOHPUTYpaLUu.

Cekper (secret) — aHasormyeH ConfigMap, HO COmEPsKUT 3aKo-
IVpOBaHHbIe 3HAUeHMsI TIpU TMoMolM anroputma Base64. CekpeTsl
10 yMOJTYaHuIo He mudpyoTcs B etcd, HO eCTh BO3MOXHOCTb HACTPO-
UTH M@ poBaHye TIPU YCTAHOBKe KjacTepa.

IMocTostHHBI TOM (persistent volume, pv) — MOCTOSIHHBIN TOM
(XpaHWINIle JaHHbIX), KOTOPbI/ MOKHO MOAKIIOUUTbh K pod-MOmyIiio
MOCPeAICTBOM 3alpoca Ha IOCTOSIHHBIN TOM (persistent volume
claim, pvc).

Ilanee MbI pacCMOTPMM M HEKOTOpble pyrue pecypchl. [lonyunts
CIMMCOK TOCTYITHBIX PECYpPCOB U UX COKpAIleHUs MOKHO MPY MOMOIIN
KOMaH/IbI:

[user@master ~]$ kubectl api-resources

NAME SHORTNAMES APIGROUP NAMESPACED KIND

bindings true Binding
componentstatuses cs false ComponentStatus
configmaps cm true ConfigMap
endpoints ep true Endpoints
events ev true Event
limitranges limits true LimitRange
namespaces ns false Namespace

nodes no false Node
persistentvolumeclaims pvc true

PersistentVolumeClaim

persistentvolumes pv false PersistentVolume

pods po true Pod
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B Kubernetes Bepcun 1.13 KomaH/1a BbIBEJET CIMCOK U3 53 pecyp-
COB.

Co30AEM MNEPBbIA POD-MOAY/b

Hamomuum, 4To pod-mMoOmynb — 3TO TPYIIA, COCTOSINAS M3 OFHOTO
MM 60JIee KOHTEITHEPOB, KOTOPbIE MUCITONb3YIOT 00IIee MPOCTPAHCTBO
MMeH U ToMa. pod-Moy/ib — 6a30BbIi TUIl Harpy3ku B Kubernetes. Bce
KOHTEHEePbl MOIYJISI 3aITyCKAIOTCS HA OAHOM y3Jie ¥ UMeIOT onyH IP-
agpec. PaccmoTrpum puc. 6.1, Ha KOTOpoM M300paskeH pod-MOIyb,
COCTOSIIIMI 13 IBYX KOHTETHEPOB.

—> BHewHAaa ceTb

/

KoHTelHep 1)¢—

MpocTpaHcTBO

) KoHTenHep 2 j+—

pod-moaynb

Puc. 6.1 «+ pod-monynb B Kubernetes

Ha pucyHke 1306paskeH MOAY/Tb, COCTOSIIMIA U3 IBYX KOHTEITHEPOB
TUTIOC OOVWH MH(MPaCTPYKTYpHBIN pause-KoHTelHep. UHbpacTpyKTyp-
HbIVi KOHTEeHEep MpeJHa3HaueH Jis TeX JKe IieJieit, uTo 1 B podman.
OH mHuimanusupyet mpoctpancTBa umeH GNU/Linux. Takxke K KOH-
TeliHepaM CMOHTMPOBAH BHeIIHMii ToM. Toma MbI 6ymemM paccMar-
puBatb nanee. s B3aMMOIENCTBUS IOPYr C APYrOM KOHTEHEPHI
MOJY/ISI MOTYT MCIOb30BaTh MHTepdeiic KopoTkoii nmetim (loopback
interface), mmucatp Gaiiyibl Ha 0061y (GaIOBYI0 CUCTEMY (B CTydae
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UCTIOb30BaHMs OOIIMX TOMOB) M MUCIOAb30BaTh MexaHusm IPC (in-
ter-process communication).

[Ipeskme yem co3maTh Hall MepBblit pod-MoOIy/b, CO30aAMUM BbIe-
JIeHHOe [IJIs1 Hero IMpocTpaHCTBO uMeH Kubernetes (He myTaTh € IPOCT-
pancrBoM umeH GNU/Linux!):

[user@master ~]$ kubectl create ns testl
namespace/testl created

ITpOCMOTPMM CITMCOK BCEX IMPOCTPAHCTB MMEH:

[user@master ~]$ kubectl get ns
NAME STATUS  AGE
default Active 78d
kube-public  Active 78d
kube-system Active 78d
testl Active 22s

Kak BUOHO, K TpeM CO3JaHHBIM 10 YMOJYAHMIO ITPOCTPAHCTBAM
MMeH mpubaBMUIOCh Halle HOBoe testl. IlepeuncivM MPOCTPAHCTBA
MMEH, KOTOpbIe y>Ke GbIIM CO3aHbl BO BpeMsI yCTAaHOBKM KjacTepa:

O default - eciu IBHO He 3aaHO MHOE, BCe OOBEKTHI 110 YMOJTUA-
HIIO CO3JAI0TCSI B 3TOM IIPOCTPAHCTBE VIMEH;

O kube-public — mpocTpaHCTBO MMEH, TOCTYITHOE BCEM Oe3 ayTeH-
tudukanum. O61ast vHGOpMAaLYS 0 KiIacTepe 0ObIUHO paciosia-
raeTcs TyT,

O kube-system — mpocTpaHCTBO MMEH, IpegHasHAUEHHOEe IS
MHPPACTPYKTYPHBIX pod-MOIyJIeii.

Kax u nns1 Bcex pecypcoB Kubernetes, onpenenenye npocTpaHCTBa
MMeH MOKHO coxpaHUTb B JSON- mnu YAML-daiin:

[user@master ~]$ kubectl get ns testl -o yaml
apiVersion: vi1
kind: Namespace
metadata:
creationTimestamp: "2019-03-25T19:32:54Z"
name: testl
resourceVersion: "45208"
selfLink: /api/vl/namespaces/testl
uid: c92d7436-4f34-11e9-9a7a-0800279bf286
spec:
finalizers:
- kubernetes
status:
phase: Active
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COB,I[B.,U,I/IM BTOpOE MMPOCTPAaHCTBO MMEH Uepe3 ornpenereHne m3 (1)317[-
Jia yaml B Hem HaMm He HY)KHa I/IHd)OpMaLU/If{ BpeMeHM BbIIIOJTHEHMSI.
OmnpeneneHue pecypca OyaeT BbIIISIIETh TaK:

[user@master ~]$ cat test2.yaml
apiVersion: vi1
kind: Namespace

metadata:
name: test2

CosgaeM ITPOCTPAHCTBO MMEH M IIPOBEPSIEM €ro Haauume:

[user@master ~]$ kubectl create -f test2.yaml
namespace/test2 created

[user@master ~]$ kubectl get ns

NAME STATUS  AGE

default Active 78d

kube-public  Active 78d

kube-system Active 78d

testl Active 12m

test2 Active 6s

Kak MBI y3ke cKasasiu, 10 yMOTYaHUI0 0ObEKT CO3/IaeTCsI B POCTPaH-
crBe uMmeH default. 1151 yka3aHMs MMeHM MPOCTPAHCTBA MMEH B KOMaH-
Ie kubectl MOKHO MCITOJIb30BATh OMIINIO -N C TPeGYyeMbIM MMEHEM MU
--all-namespaces 1151 BBI6Opa pecypcoB 13 BCeX IMTPOCTPAHCTB MMEH.

Cosmaaum pod-momy/b Ipy oMoty KomaHael kubectl run, ykasas
B KauecTBe MMeHU MOMYJ/IS U MMeHU o0pa3a nginx:

[user@master ~]$ kubectl run nginx --image=nginx --port=80 -n testl

--generator=run-pod/v1
pod/ nginx created

Takske MbI CITOJIb30BaJIM OILINIO --port, yka3as MOPT, KOTOPIH A0J-
SKeH OBITh JOCTYIIEH IJIST MOMAY/IS, TIPOCTPAHCTBO MMeEH testl 1 oMo
--generator=run-pod/v1, koTopast Heo6XoauMa IJis TOTO, YTOOBI ObLI
CO3IaH TOJIbKO pod-MOAy/ib 6€3 KaKuX-11M60 KOHTPOJIEPOB, KOTOPbhIe
HaM IT0Ka He HYXHBI. [[poBepuM, UTO MOZY/Ib CTAPTOBAI:

[user@master ~]$ kubectl get pod -n testi

NAME READY  STATUS RESTARTS  AGE
nginx 1/1 Running 0 5s

[TepenamnpaBum nopt 80 pod-mMomys Ha TokaabHbIi TopT 10000, mc-
ronb3yst yrwmTy kubectl. Kak mpaBuio, faHHasi KOMaHia TpebyeTcs
BO BpeMsI OTJIafKN U Pa3paboTKu:
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[user@master ~]$ kubectl port-forward nginx 10000:80 -n testl
Forwarding from 127.0.0.1:10000 -> 80
Forwarding from [::1]:10000 -> 80

ITpoBepuMm moOCTYyTHOCTH nginx Ha mopTty 10000:

[user@master ~]$ curl http://127.0.0.1:10000
Handling connection for 10000

<!DOCTYPE html>

<html>

<head>

<title>Welcome to nginx!</title>

OmnpeneneHne pod-momysst B yaml BRIIIIAUT CIeIYIONMM 00pa3oM:

[user@master ~]$ cat nginx.yaml
apiVersion: vi1
kind: Pod
metadata:
name: nginx
namespace: test2
spec:
containers:
- image: nginx
name: nginx
ports:
- containerPort: 80
protocol: TCP

OmnpeneneHue mopTa, Kak M B KomaHzae kubectl run, sBasieTcst MH-
(hbopMalVOHHBIM U He BIMSET Ha BO3MOKHOCTb HOIK/IIOUUTHCS K MOP-
Ty. JaHHas nHbOpMAaLMs UCIIONb3yeTCs /IS CO3MaHMsI cepBuca, obec-
TeYVBAIOIIEro IMOAK/II0YeHVIE K MOIYIIIO.

Co3zmaaum 13 daiiyia pecypc ¥ IPOBEPUM, UTO MOIY/Ib 3aITylIeH.
O6paTuTe BHMMAaHMe, YTO TeIePb MbI MCIIOIb3yeM BTOPOE MPOCTPaH-
CTBO MIMEH:

[user@master ~]$ kubectl create -f nginx.yaml
pod/nginx created

[user@master ~]$ kubectl get pod -n test2
NAME READY  STATUS RESTARTS  AGE
nginx 1/1 Running 0 16s
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MBI TOBOPWIIN, UTO JIIOOOMY PeCypcy MOXKHO ITPUCBOUTh METKY. ITpo-
IIeMOHCTpUpPYeM 3TO Ha mpumMepe pod-Momyis:

[user@master ~]$ kubectl label pod nginx status=dev -n test2
pod/nginx labeled

[TpocMOTpeTh METKM MOKHO IIpY ITIOMOIIM KiTloua --show-labels:

[user@master ~]$ kubectl get pod --show-labels -n test2
NAME READY  STATUS RESTARTS  AGE  LABELS
nginx 1/1 Running 0 5m status=dev

ITpocMOTpeTh SKypHaI KOHTeTHepa MOSKHO ITPY ITOMOIIIY KOMaHTbI

[user@master ~]$ kubectl describe pod -n test2

ITox KoHer yaaauM pod-MOIyiIb U ITPOCTPAHCTBO VIMEH:

[user@master ~]$ kubectl delete pod nginx -n test2
pod "nginx" deleted

[user@master ~]$ kubectl delete ns test2

namespace "test2" deleted

Ha camom [mesne mepBast KoMaHa OblIa He HY)KHA, ITOCKOJIbKY TIPU
yaaJeHUy IMIPOCTPAHCTBA MMEH YAAISIOTCS U BCe O6BEKTHI 3TOTO ITPO-
CTPaHCTBA.

BaskHO OTMETHUTD, YTO MbI PACCMOTPEIM HE BCE BO3MOKHOCTM pod-
Mopyseii. JIJisi TPOMBIIIUIEHHOM SKCIUTyaTaluy Heo6X0AMO 03HAKO-
MUTBCSI C TAKUMY TTOHSATUSIMY Y BHEIPUTh B KOHMUTYPAIIMIO TPOOBI
«CaMOUyBCTBUSI» Mopayneit Liveness u Readiness probes, a Taxke 1o-
HSTUS IMMUTOB ¥ 3aIIPOCOB MOZYJIei Ha peCcypchl ¥ KAUeCTBO CepBIca
(resources requests, limits, Pod Quality of Service).

B ciemyromeM paspesie Mbl HAyYMMCS YIIPABISTh Pod-MOIyIsIMU
PV TOMOIIY BHEIPEHMIA.

BHenPEHUS (DEPLOYMENTS)

MbI HayYMIMCh 3aMycKaTh OTAeabHbIe pod-MOmy/M, HO Ha ITPaKTUKe
06BIYHO pod-MOAY/IM 3aIyCKAIOTCST ¥ MACIITAOMPYIOTCS TP TOMOII
TaK Ha3bIBaeMbIX KOHTpOIepoB (controllers). KoHTposnep moxer
CO3[1aBaTh M YIIPAB/ISITh MHOXKECTBOM pod-MOIyJieii, OCyIeCcTBIIsISI UX
pasBepThIBaHME U perumMKaluio. KOHTposepsl CIesT 3a TeM, YTOObI
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MONIepXXUBAIOCh 3aJaHHOe uueio pod-mopnyneit. Hampumep, ecau
y3€/1, Ha KOTOPOM PaboTaa MOMY/b, BEIXOOUT U3 CTPOsI, KOHTPOJLIED
repe3arnycTUT KOMUM MMOCTpaaBIimMx pod-Moayseii Ha OGHOM U3 pa-
OOTaIOIINX Y3JI0B. Bce KOHTPOJIJIEPhI B KOHEUHOM MTOTe IPeICTaBIIsI-
10TCS B Buse pod-momysieit. B3sauMocCBsI3b MeXIy OCHOBHBIMM TUITAMM
KOHTPOJUIEPOB U pod-MOIyAsIMM TIpUBeIeHa Ha puc. 6.2.

KoHTelHep ‘
T, |
BHeapeHue Ha6op penauk pod-moayne |
Deployment ReplicaSet {Epillve.ipC; et ‘ \
_namespaces, cgroups) / -
— KoHTenHep ‘
[ KoHTeiHep }
T 1
KoHTponnep pennukauum * pOd*MPAVﬂb
ReplicationController - na:ez”;:;'spcc';izps)
N\ : = i KoHTelHep

* BMECTO KOHTpOANEepa PenanKkaLmm {
peKoMeHAyeTCA UCNOoNb30BaTh BHEAPEHHE 1
Habop pennvk

Puc. 6.2 < B3anmocBsa3b Mexay KOHTponnepamu u pod-mMooynsmu

Ha pucyHke mnpuBefeHbl Tpu TUMA KOHTPOJIepos. Ilo ymomya-
HUIO PEeKOMEH[IyeTCs MCIoiab30BaTh BHenpenme (Deployment). 3a-
naveii BHEAPEHUS SIBJSIETCSI YOEAUThCS, UTO BCe HEOOXOOVMbIE IS
pod-momyneit pecypchl JOCTYIHBI. [IpyMepamMu pecypcoB MOTYT ObITh
[P-ampec min noCTOsIHHOe xpaHwiniie. [Tocie 3Toro BHeApeHue pas-
BepThIBaeT Habop perivk (ReplicaSet). Habop peruiMk KOHTPOIUPYET
pasBepThIBaHME U Tepe3aryck pod-momyneit. Ha pucyHKe Takke IIpu-
BeleH KoHTposuiep perumkaiyuy (ReplicationController). Mictopuuec-
KM 3TO OB MIEPBBIN TUIT KOHTPOJIIEPA IJIs 3aITycka paboueii Harpysku
B Kubernetes. B HacTosiiiee BpeMsi BMECTO HEro peKOMeHAYEeTCST UC-
MOJIb30BaHMe BHEAPEeHMS 1 Habopa PeruinK.

[TosHakOMMMCSI C BHEpeHVeM Ha IpakTuke. Co3gaaMm HOBOE Mpo-
CTPaHCTBO MMEH:

[user@master ~]$ kubectl create ns new-deploy
B HOBOM IpocTpaHCTBe MMeH new-deploy cosmagum BHeApeHUe

KomaHmoii kubectl create deployment. B kauecTBe obpasa yKaskem
nginx:
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[user@master ~]$ kubectl create deployment nginx-deploy --image=nginx -n new-
deploy
deployment.apps/nginx-deploy created

ITpoBepuM, YTO OBUIM CO3[IaHbI OJJHO HOBOE BHEJIpeHNe, Habop per-
JIVK ¥ OMMH pod-MOIyJIb:

[user@master ~]$ kubectl get deployments,rs,pods -n new-deploy

NAME DESIRED  CURRENT  UP-TO-DATE
AVAILABLE  AGE

deployment.extensions/nginx-deploy 1 1 1 1
11m

NAME DESIRED  CURRENT  READY
AGE

replicaset.extensions/nginx-deploy-6d78f8cf68 1 1 1

11m

NAME READY  STATUS RESTARTS  AGE
pod/nginx-deploy-6d78f8cf68-k5taw  1/1 Running 0 11m

Pas6op wabnoHa BHeppeHUs

BoiBeseM Ha sKkpaH TepMMHaJIa ONMCaHye CO3/IaHHBIX PecypcoB B Gop-
mate YAML u niporiieMcsI 110 OCHOBHBIM €ro YaCTsIM:

[user@master ~]$ kubectl get deployments,rs -o yaml -n new-deploy | nl

ITonHbBIN TMCTUHT IPUBEEH B IPUIOKeHNM 1, a 31eCh Mbl pacCMOT-
pUM ero 1o yactsam. HauHem ¢ BHegpeHMsI.
1 apiVersion: v1
2 items:

3 - apiVersion: extensions/vibetal
4 kind: Deployment

B mepBoii cTpoke mpuBemeHa Bepcusi vl. ITo He Bepcus 0O0beKkTa
Deployment. 3To Bepcus crucka. [lajee B CTpOKe UeTbIpe UIET TUII
mepBoro o6beKTa B crimcke — Deployment, a B TpeThelt CTpOKe BepPCUsT
o6bekTa Deployment. XoTs1, Kak BbI BUIMTE, TaHHBII 0OBEKT paccMaT-
puBaeTcsl Kak 6eTa-Bepcusi, TeM He MeHee OH PeKOMEHIOBaH K Ipu-
MeHeHMUIO.

5 metadata:

6 annotations:

7 deployment.kubernetes.io/revision: "1"
8 creationTimestamp: "2019-04-07T10:06:29Z2"
9 generation: 1
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10 labels:

11 app: nginx-deploy

12 name: nginx-deploy

13 namespace: new-deploy

14 resourceVersion: "4376"

15 selfLink: /apis/extensions/vibetal/namespaces/new-deploy/
deployments/nginx-deploy

16 uid: cffc5bbe-591c-11e9-8edc-628057a8c709

C mATON MO IIeCTHaAUATyI0 CTPOKM IIpe[CTaB/eHbl MeTaJaHHble
BHeJIlpeHMsl. B MeTaaHHbBIX 3aJal0TCS aHHOTAlMM, METKM M YacTb
MHdopmalum, KOTopasi MOACTAaB/sIeTCs aBTOMAaTUUeCKM, Hampumep
BpeMsl CO3aHMs BHeApeHMs (CTPOKa BOoceMb). HacTh HACTPOeK, TaKUX
KaK IpaBujia copasmelnieHus: pod-momysneii, He 0To6paskaeTcs], Tak KaKk
He 33/1aHa.

B crTpokax miecTb M ceMb 3aJaHbl aHHOTaLyK. OHM HaNPAMYIO
He ucnonb3yioTcst Kubernetes, ofHaKo MOTYT MCIIOb30BaThCSI B HAZ -
cTporikax Hang HuM. Hanpumep, OpenShift, KoTopslit Mbl paccMOTPUM
B IVIaBe 8, aKTMBHO UCIIOb3yeT aHHOTal M. B feBITON CTpOKe yKa3a-
HO «TIOKOJIeHMe» 00bekTa BHenpeHMs. HoMep yBenmumBaeTcs: KaxKIblit
pas, Korga 06beKT peNaKTUpPyeTCsl, HallpyuMep MeHSIeTCsl YMCI0 per-
JIMK. B cTpOKax necsaTh M OAVMHHAALATD 3alaHbl METKU, UCIIOIb3yeMble
IIJIST BBIOOPA MY UCKITIOUEHMSI 06BEKTOB B orepanysix. MOXKHO ITOIpo-
60BaTh BHIOPATH BCe pPod-MOIY/IN € YKa3aHHOM MEeTKOI1:

[user@master ~]$ kubectl get pods -1 app=nginx-deploy --all-namespaces

NAMESPACE NAME READY  STATUS RESTARTS  AGE
new-deploy nginx-deploy-6d78f8cf68-hpq59 1/1 Running 0 18m

MOYKHO BBIBECTU BCE pOd-MO,E[y.T[I/I " UX METKI:

[user@master ~]$ kubectl get pods --show-labels --all-namespaces
NAMESPACE NAME READY  STATUS
RESTARTS  AGE  LABELS

new-deploy nginx-deploy-6d78f8cf68-hpq59 1/1 Running 0
20m  app=nginx-deploy,pod-template-hash=2834947924

B nBeHaAIaToil CTpOKE 33aHO MMSI BHEApPEHMS. DTO 06s3aTeNb-
HBII rMapaMeTp. IMsI TO/DKHO OBITh YHUKAIBHO B Tpeenax OIHOTO
MPOCTPAHCTBA MMEH. A B CJIEAYIOIEl CTPOKE YKa3aHO MPOCTPAHCTBO
MMeEH, B KOTOPOM CO3/IaHbl 00bEeKTHI BHeIpeHs. [lapameTp resource-
Version B CTpOKe YeThIPHAIATH CBSI3aH C I[&IOCTHOCTbIO Oa3bl TaHHBIX
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etcd. Vi3MmeHeHMs B 6a3e JAHHbBIX MTOBJAEKYT M3MEHEHMe 3TOTO YKCIa.
SelfLink B cTpoke nsiTHaAIIATh YKa3bIBAET HA TO, KAK OOEKT IIPeICTaB-
sisseTcs B BbizoBax API. [TapameTp uid 3afaeT yHUKaIbHBIN MAEHTUDN-
KaTop 00beKTa.

17 spec:

18 progressDeadlineSeconds: 600
19 replicas: 1

20 revisionHistoryLimit: 10
21 selector:

22 matchLabels:

23 app: nginx-deploy

24 strategy:

25 rollingUpdate:

26 maxSurge: 25%

27 maxUnavailable: 25%
28 type: RollingUpdate

IlepBbIii 6JIOK Spec B OMMCAHUM BHEAPEHMSI OTHOCUTCS K TOMY,
Kak OyImeT co3maBaTbCsl «Io4YepHMit» 06bekT ReplicaSet. IMapamerp
progressDeadlineSeconds B cTpoke BoceMHaZlaTh 3ajaeT TaiiM-ayT
B CEKYHaX JI0 TOTO, Kak Oy/eT BblaHa OIIMOKa BO BpeMsl MU3MEHEHMSI
BHenpeHust. [IpUUMHOM OLUIMOKM MOTYT GbITh, HaIIpUMep, KBOTbI U/
HEeIOCTYIHbBIN 06pa3. B meBsITHAAIATON CTPOKE YKa3aHO KOIMYECTBO
peruink pod-mopyiisi. EC/iM M3MEHUTD 9TO YMC/IO MPY MOMOIIY KOMaH-
bl kubectl edit, To COOTBETCTBEHHO YBEIMUMUTCSI KOJIMUECTBO PEIUIMK.
B cTpoke o HOMEpOM [IBafLaTh 3a/IaHO, CKOJIbKO OYIeT XpPaHUTbCS
cTapbix Bepcuii crenudukaimii ReplicaSet. OHM HeOOXOOMMBI IS
oTKaTa Ha TpeIbIayliyie Bepcuu BHeOpeHMs. B cTpokax ¢ ABailaTh
TepBOJi TI0 BAAIIATh TPETHIO 3aJJaH CEeJIeKTOP Ha OCHOBE COBIAJEeHUS
MeTKM app 3HaueHMI0 nginx-deploy. KoHTposiep 6ymeT cieauTb, 4To-
ObI B KJIaCTepe MPUCYTCTBOBAIO 3aJlaHHOE UMCI0 pod-momyseii, U ux
uneHTu UK OyIeT BBITTOTHSITbCS 110 JAHHOMY cesleKTopy. CTpoKu
C OBaJLIaTh YeTBEPTOI M0 ABAIIATH BOCBMYIO OIIPEeesIIOT CTPATEeTMI0
u Tun obHoBneHus. I[To ymonuanuio ctpaterust — RollingUpdate. ITpu
Heil 3a7JaHO, YTO OJJHOBPEMEHHO MOKeT C037aBaThCs 25 % HOBBIX pod-
MOpyJIell Ha 3aMeHY CTapbIM, ¥ MaKCHMMaJIbHOE UMCIO MOIYJIEi B COC-
TOSTHUM, OTJIMYHOM OT Ready, — 25 % oT 06111ero umcia MOmy/Ieii.

29 template:

30 metadata:

31 creationTimestamp: null
32 labels:

33 app: nginx-deploy
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34 spec:

35 containers:

36 - image: nginx

37 imagePullPolicy: Always

38 name: nginx

39 resources: {}

40 terminationMessagePath: /dev/termination-log
41 terminationMessagePolicy: File
42 dnsPolicy: ClusterFirst

43 restartPolicy: Always

44 schedulerName: default-scheduler
45 securityContext: {}

46 terminationGracePeriodSeconds: 30

Cnemyromuii 6JIOK mpeacrasisieT cob6oii 1mabaoH ommcanusi pod-
MOAyJeii BHeApeHMs. Bbimenmnm HeCKOIbKO CTPOK, KOTOpble HeoO-
XOOMMO ITPOKOMMEHTUpOBaTh. Ilapamerp imagePullPolicy B cTpoke
TPUILIATh CEMb OIpeIessieT, Korga HeoOXOOMMO CKauuBaTh 00pas
M3 Pero3uTopusi, a KOrga MOXKHO MCITOJNIb30BaTh JIOKAJTbHBIM KeIl.
B cTpokax cOpok M COPOK OAMH 3a[aHO, KyJa ¥ B KaKoii (hopMe BbI-
maercss MHGopManus O craTyce KoHTeliHepa. Ilapamerp dnsPolicy
B CTPOKE COPOK [IBa TOBOPUT, YTO B MIEPBYIO OUepenb HeOOXOAMO Jie-
JIaTh 3aIpoc K dns-cepBepy KiIacTepa, a TOIbKO OTOM I10 HaCTPOIIKam
dns-cepBepa c y3ma. RestartPolicy roBoput o Tom, UTO B Cyryyae ecin
pod-Moy/Ib «yMep», ero Heobxoaumo pecraproBaTs. [Tapametp sched-
ulerName B cTpoke HOMEpP COPOK YeThIpe MO3BOJISIET 3aHaTh HECTAH-
IApTHBIN TIJIAaHMPOBIIMK Mopmy/eii. Yepes mapamerp securityContext
MOXXHO TlepefaBaTh MapamMeTpbl 6e30TacHOCTM MOy, HampuMmep
Hactpoiiku SELinux mau AppArmor. TerminationGracePeriodSeconds
B [TOCJIeJHE CTpOKe 6JI0Ka 3aJaeT, YTO He0OXOAMMO KOATh TPUAIIATD
cekyHI Mexxny otnpasieHuem curHana SIGKILL n SIGTERM B ciyuyae
OCTaHOBKM POd-MOIYJIS.

47 status:

48 availableReplicas: 1

49 conditions:

50 - lastTransitionTime: "2019-04-07T10:06:40Z"

51 lastUpdateTime: "2019-04-07T10:06:40Z"

52 message: Deployment has minimum availability.
53 reason: MinimumReplicasAvailable

54 status: "True"

55 type: Available

56 - lastTransitionTime: "2019-04-07T10:06:29Z"



BHenpenus (Deployments) 117

57 lastUpdateTime: "2019-04-07T10:06:40Z"

58 message: ReplicaSet "nginx-deploy-6d78f8cf68" has successfully
progressed.

59 reason: NewReplicaSetAvailable

60 status: "True"

61 type: Progressing

62 observedGeneration: 1

63 readyReplicas: 1

64 replicas: 1

65 updatedReplicas: 1

BJIOK CO CTPOKM COPOK CeMb I10 HMIECThAECST IISITh ITOKa3bIBaeT MH-
(dhopMaLuio BpeMeH) BBIIIOJTHEHMS O CTATyCe BHEIPEeHMs.

Ianee mokasaH BbIBOI KomaHzbl kubectl describe, ommcbiBaromeii
BHeJIpeHMue:

[user@master ~]$ kubectl describe deployments -n new-deploy

Name: nginx-deploy

Namespace: new-deploy

CreationTimestamp: Sun, 07 Apr 201912:06:29 +0200

Labels: app=nginx-deploy

Annotations: deployment.kubernetes.io/revision: 1

Selector: app=nginx-deploy

Replicas: 1 desired | 1 updated | 1 total | 1 available | @
unavailable

StrategyType: RollingUpdate

MinReadySeconds: 0

RollingUpdateStrategy: 25% max unavailable, 25% max surge
Pod Template:
Labels: app=nginx-deploy

Containers:
nginx:
Image: nginx
Port: <none>
Host Port: <none>
Environment: <none>
Mounts: <none>
Volumes: <none>
Conditions:
Type Status Reason
Available True MinimumReplicasAvailable

Progressing True NewReplicaSetAvailable
OldReplicaSets: <none>
NewReplicaSet: nginx-deploy-6d78f8cf68 (1/1 replicas created)
Events: <none>
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MacwrabupoBaHue n OTKaT BHeAPEHUH
B HacTosmmMit MOMEHT Yy HacC ogHa peruivka. [Iposepum 3To elle pas:

[user@master ~]$ kubectl get deployments -n new-deploy
NAME DESIRED  CURRENT  UP-TO-DATE  AVAILABLE AGE
nginx-deploy 1 1 1 1 4h

[Tpm momomu KomaHabl kubectl scale Mbl MOKeM yBEIMYNTD MU
YMEHBIINUTD YNCIIO PEIUINK:

[user@master ~]$ kubectl scale deploy/nginx-deploy --replicas=3 -n new-deploy
deployment.extensions/nginx-deploy scaled

Yepes HecKombKo cekyH I kubectl get deployments rmokaskeT Ham U3-
MeHEeHMUS :

[user@master ~]$ kubectl get deployments -n new-deploy
NAME DESIRED  CURRENT  UP-TO-DATE  AVAILABLE AGE
nginx-deploy 3 3 3 3 4h

Crnepmylolee, UTO MbI IIOIPOOyeM CIeaTh, — 9TO M3MEHUMM 06pas,
IIPY TIOMOIIIY KOTOPOTO GbIJIO BBIIIOJTHEHO Hallle BHeApeHue. Yoeaum-
Cs1, UTO BCe TPy pod-MOy/ist B HACTOSIIIMI MOMEHT MCIIOb3YIOT 06pa3s
nginx:latest:

[user@master ~]$ kubectl get po -o yaml -n new-deploy | grep image
image: nginx
imagePullPolicy: Always
image: nginx:latest
imageID: docker-pullable://nginx@
sha256:c8a861b8aleeef6d48955a6c6d5dff8e2580f13ff4d0f549e082e7c82a8617a2

Tenepb OTpemakTUpPyeM BHeIpEHMe Ipy IMoMOoIny KoMaHabel kubectl
edit. Heo6xoaumo M3MeHUTH BBIAEIEHHYIO CTPOKY, JOOABUB B KOHIIE
MMeHM 06pasa Ter, yKa3bIBaOLIMii Ha OOHY M3 CTapbIX Bepcuit obpasa
nginx:

[user@master ~]$ kubectl edit deployments nginx-deploy -n new-deploy
deployment.extensions/nginx-deploy edited

spec:
containers:
- image: nginx:1.10
imagePullPolicy: Always
name: nginx
resources: {}
terminationMessagePath: /dev/termination-log
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terminationMessagePolicy: File

[TpoBepuM, YTO HayajaM CO3/IABATHCSI HOBble pod-MOIyAM U yaa-
JISITBCSI CTaphle:

[user@master ~]$ kubectl get po -n new-deploy

NAME READY  STATUS RESTARTS  AGE
nginx-deploy-5f78fd994b-dplm9 1/1 Running 0 25s
nginx-deploy-5f78fd994b-whg9s 0/1 ContainerCreating 0 11s
nginx-deploy-6d78f8cf68-k5tdw  1/1 Running 0 4h

nginx-deploy-6d78f8cf68-plngr 1/1 Running 0 10m

Haxownerr, mpoBepum, 4To MMs 06pasa U ero Xemr M3MeHUIUCH OJIst
Bcex pod-mMopysieii. Ix B KOHEYHOM UTOTE OISITh JO/KHO CTaTh TPU:

[user@master ~]$ kubectl get po -o yaml -n new-deploy | grep image
image: nginx:1.10
imagePullPolicy: Always
image: nginx:1.10
imageID: docker-pullable://nginx@
sha256:6202beb06ea61f44179e02ca965e8e13b961d12640101fca213efbfd145d7575

Teneps morpobyeM ene onvH QyHKIMOHAT BHeIpeHus. [JomyCcTuMm,
T10 KaKOJ-TO IIPUUMHE HaM TPeOyeTCsT OTKATUThCS K MPeAbIayIieii Bep-
CUY TPWIOKEHMSI. DTO MOKHO CIIeIaTh MpY IMTOMOIIM KoMaHAb! kubectl
rollout. [Tt Hauasa MOCMOTPUM UCTOPUIO:

[user@master ~]$ kubectl rollout history deployment/nginx-deploy -n new-
deploy

deployment.extensions/nginx-deploy

REVISION CHANGE-CAUSE

1 <none>

2 <none>

Ha HacTosiuii MOMEHT MMEIOTCSI Be peBu3nu BHenpeHus. OTKa-
TUMCSI K IepBOIi:

[user@master ~]$ kubectl rollout undo deployment/nginx-deploy --to-revision=1
-n new-deploy
deployment.extensions/nginx-deploy rolled back

IMomoskmeM, TToKa Bce Tpu pod-MOmyIIst Tepeco3namyTcs, U yoeamm-
Cs1, YTO MM U Xelll 06pa3a BePHYIMUCh B OPUTMHAIbHOE COCTOSTHIE

[user@master ~]$ kubectl get po -0 yaml -n new-deploy | grep image
image: nginx
imagePullPolicy: Always
image: nginx:latest
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imageID: docker-pullable://nginx@
sha256:c8a861b8aleeef6d48955a6c6d5dff8e2580f13ff4d0f549e082e7c82a8617a2

[ocTyn K POD-MOAYNIO U3BHE KJIACTEPA

Ilyist mpemocTaBiaeHNsT AOCTyIa K pod-MOIY/AsIM II0 CeTU — Kak Jpyr
K IPYTY, TaK U CHapPY>KU KjacTepa — UCIIOAb3yeTCs KOHLeILUs CePBU-
ca. CepBUCHI CO3/IaHBI C YUETOM TOTO, UTO JIF0607 pod-MOmy/Ib B J1I06071
MOMEHT MOKeT ObITh VHUMUTOXKEH U cOo37aH 3aHOBO. COOTBETCTBEHHO,
IP-agpec ToXXe MOKET MOMeHSThcs. CepBMUC JKe MPeaoCTaBiIsieT 06-
mwnit [P-ampec u mopt st Bcex pod-mopyieit. OGbIYHO OmpeneneHue
TOr0, Kakoit pod-Moay/ib HEO6XOIMMO BKJIIOUATh B TOT WJIM MHOM cep-
BIC, 3a[laeTCs TIpM TIOMOIIM CeJIeKTopa o o61eit MeTke. KoHeuHbIi
pecypc TIpeloCcTaBisIeTCsl MmocpeAcTBOM ob6bekta Endpoint (koHeu-
Hasi Touka). CymiecTByeT HeCKOJIbKO TUIIOB CEPBUCOB, U OHU MOTYT
He TOJIbKO OTKPbIBATh BHELIHUI AOCTYII MJIM OOCTYII BHYTPU KIacTepa,
HO ¥ CChUIaThCS Ha BHEIIHMe pecypchl. Hampumep, Ha 6a3y JaHHBIX,
pa3BepHyTYI0 BHe Kiactepa Kubernetes.

KomrmoneHT kube-proxy, KoTopsIit 3amycKkaeTcss Ha KaKIoOM Y3Jie,
OTC/IeKMBAET CO3[laHMe HOBBIX CEPBUCOB U KOHEUHBIX TOUEK IIPU II0-
moiny kube-apiserver. OH OTKpbIBaeT CJTydaitHblii IOPT Ha y3Jie 1 T1e-
peHaripaBssieT TpaduK Ha 3aJaHHbII TOPT pod-MOIyJIs.

Kube-proxy peannsoBai Ha6op pod-mMopysieii, 3a1TycKaeMbIX 0 OfI-
HOMY Ha KaX[OM y3Jie Ipy NoMolu KoHTposepa DaemonSet. 3toT
TUI KOHTPOJIJIepa Mbl PaCCMOTPUM [ajiee:

[user@master ~]$ kubectl get pods -n kube-system -o wide

NAME READY  STATUS RESTARTS  AGE
IP NODE NOMINATED NODE  READINESS GATES
kube-proxy-g557g 1/1 Running 18 91d
10.0.3.4 master.test.local <none> <none>

kube-proxy-nzkmn 1/1 Running 13 91d
10.0.3.6 node2.test.local <none> <none>

kube-proxy-pfkét 1/1 Running 13 91d
10.0.3.5 nodel.test.local <none> <none>

Coszpganum cepBuc tuia ClusterIP (mmpu Takom Ture cepsuca pod-
MOJTY/T TOCTYIHBI TOJIBKO M3 CETU KjacTepa) Mpu MOMOIIM KOMaH/ bl
kubectl expose:

[user@master ~]$ kubectl expose deployment/nginx-deploy --port=80

--type=ClusterIP -n new-deploy
service/nginx-deploy exposed
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ITpoBepuM, Kakoit IP-ampec 6bIT IPUCBOEH CEPBUCY:

[user@master ~]$ kubectl get svc -n new-deploy -o wide

NAME TYPE CLUSTER-IP EXTERNAL-IP  PORT(S)  AGE
SELECTOR
nginx-deploy ClusterIP  10.107.173.45 <none> 80/TCP 11m

app=nginx-deploy

Terepb MOKHO y6eAUTHCS, UTO CEPBUC I€pPeHAIpaBIsieT 3armpochl
K pod-MOy/IsSIM BHEIPEHMSI:

[user@master ~]$ curl 10.107.173.45:80
<!DOCTYPE html>

<html>

<head>

<title>Welcome to nginx!</title>
<style>

[TocmoTpuM omnucaHue cepBuca B popmate YAML:

[user@master ~]$ kubectl get svc nginx-deploy -n new-deploy -o yaml
apiVersion: vi1
kind: Service
metadata:
creationTimestamp: "2019-04-08T08:06:28Z2"
labels:
app: nginx-deploy
name: nginx-deploy
namespace: new-deploy
resourceVersion: "68158"
selfLink: /api/v1l/namespaces/new-deploy/services/nginx-deploy
uid: 3632e788-59d5-11e9-9532-0800279bf286
spec:
clusterIP: 10.107.173.45
ports:
- port: 80
protocol: TCP
targetPort: 80
selector:
app: nginx-deploy
sessionAffinity: None
type: ClusterIP
status:
loadBalancer: {}

B maHHOM BBIBOJIE BBIIEIEH CeJIeKTOP, KOTOPBIN [0 MeTKe OIpene-
JIeT, Ha Kakue pod-MOofay/iu cepBucC 6yIeT OTIIPaBJISITh 3aIPOCkL. IIpo-
BepUM, UTO METKM COBIAJAIOT:



122 [naBa 6. OcHoBbl paboTbl ¢ Kubernetes

[user@master ~]$ kubectl get pods -n new-deploy --show-labels -o wide

NAME READY  STATUS RESTARTS AGE IP
NODE NOMINATED NODE  READINESS GATES  LABELS
nginx-deploy-66f67d8697-1fqgr 1/1 Running 0 76m
10.244.0.67 master.test.local <none> <none>
app=nginx-deploy,pod-template-hash=66f67d8697
nginx-deploy-66f67d8697-wnrq4  1/1 Running 0 78m
10.244.2.108 node2.test.local <none> <none>
app=nginx-deploy,pod-template-hash=66f67d8697
nginx-deploy-66f67d8697-x9xgs  1/1 Running 0 76m
10.244.1.83 nodel.test.local <none> <none>

app=nginx-deploy,pod-template-hash=66f67d8697

IMTpu oMoy koMmauabl kubectl describe svc MOXKHO Takke YBUAETD
[P-agpeca u TopThl pod-MOAYJIEei, IepeurcaeHHbIe BbIIle:

[user@master ~]$ kubectl describe svc nginx-deploy -n new-deploy
Name: nginx-deploy

Namespace: new-deploy
Labels: app=nginx-deploy
Annotations: <none>

Selector: app=nginx-deploy
Type: ClusterIP

IP: 10.107.173.45
Port: <unset> 80/TCP
TargetPort: 80/TCP
Endpoints: 10.244.0.67:80,10.244.1.83:80,10.244.2.108:80
Session Affinity: None

Events: <none>

PucyHOK 6.3 yIIpOIIEHHO AeMOHCTPUPYET CBSI3U ONMMUCAHHBIX KOM-
ITIOHEHTOB.

{ Api-server ) nginx-deploy-66f67d8697-Ifqgr

Ll 10.244.0.67
\ app=nginx-deploy

-
( Knunent

Y ( Kub B ) nginx-deploy-66f67d8697-wnrgd
$ curl 10.107.173.45:80 J L ube-proxy | 10.244.2.108

b

\/ } LaniClt

ClusterlP (iptables)
10.107.173.45

nginx-deploy-66f67d8697-x9xgs
10.244.1.83
app=nginx-deploy

Y3en

Puc. 6.3 « YnpolueHHas B3aMMOCBA3b Mexay pod-MoaynsaMu U CEpBUCOM
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HyskHO cKa3aTh, YTO He Bce noakiaouaeMbie moayiau CNI mo ymon-
YaHUIO TPeOCTaBIISIIOT AOCTYII C Y3JI0B B CeTh KjacTepa. MO>KHO Takske
yIoMsiHyTb TuII cepBrca NodePort. OTOT TUIT aHa/IOTMYEeH CTaHIapTHO-
My cepBucy ¢ Tuniom ClusterIP, Ho cepBUC TIpy 3TOM JIOCTYIIEH He TOJIb-
KO uepe3 BHyTpeHHUI [P ceTu knacrepa, HO u uepe3 IP y3ia.

IMokaskeM, KaK MOKHO JIaTh JOCTYI K HalIMM pod-MOmy/isiM M3BHE
ceTu kjacrepa. [Ijiss 9TOTO MbI MCIOAb3yeM KjacTep, Pa3BepHYThI
B ITyOIMYHOM 00j1aKe, KOTOPBI/i MHTErpypoOBaH ¢ 6alaHCUPOBIIVKOM
Harpysku o6auHoro nposaiigepa. HacTpoiika momo6Hoi KoHburypa-
LIV HA JOKIbHBIX BUPTY/IbHBIX MAIIMHAX BBIXOAUT 3a PAaMKU pac-
CMOTpeHMS TaHHOW KHUTH.

Co3maguM TOYHO Takol >Xe CepBUC, HO B KaueCcTBe TUIA YKakeM
LoadBalancer:

[user@aks ~]$ kubectl expose deployment/nginx-deploy --port=80
--type=LoadBalancer -n new-deploy
service/nginx-deploy exposed

TMocMoTpuM Ha COCTOsIHME cepBuca. HekoTopoe BpeMs B CTo/OIIe,
T7ie yKasbIBaeTcs BHeIHuit [P-aapec, 6ymet ykasaHo «pending»:
[user@aks ~]$ kubectl get svc -n new-deploy

NAME TYPE CLUSTER-IP  EXTERNAL-IP  PORT(S) AGE
nginx-deploy LoadBalancer 10.0.3.156 <pending> 80:30899/TCP  53s

OnHaxko CITyCcTSI HEKOTOpPO€e BpeMsI Mbl yBUeM MapuIpyTU3UPyeMblil
BHelIHMi1 IP-agpec, 4OCTYITHBIN U3 MHTEPHETA:

[user@aks~]$ kubectl get svc -n new-deploy
NAME TYPE CLUSTER-IP  EXTERNAL-IP PORT(S) AGE
nginx-deploy LoadBalancer 10.0.3.156 13.80.249.181 80:30899/TCP  4m

CyIecTByeT ele OAUH CII0co6 obecrevueHMs HOCTYMa K CIyk6am
M3BHE Kj1acTepa, 06bIYHO TpuMeHseMbiit mst HTTP/HTTPS, — Ingress.
OcHOBHOe MpenmyIecTBO Ingress, Mo cpaBHEHUIO C yKe pacCMOTPEH-
HBIMM CITOCOOaMM, — UTO JIJIT HEro JOCTaTOYHO omHoro IP-ampeca
¥ GaaHCUPOBIIMKA HArpysku. JIjist obecreyeHnss paboThl 0ObEKTOB
Ingress TpebyeTcsl yCTaHOBIEHHbBI KOHTpoJIep Ingress. Eciu BbI uc-
nonb3yeTe GCE/Google Kubernetes Engine, To OH y Bac y)ke umeeTcs.
B ocTasibHBIX CTyyasix Bam, BO3MOSKHO, TIPUJIETCST €T0 YCTaHOBUTD OT-
nmenbHO. Ha puc. 6.4 mipencTaBiieHa jormdyeckast cxema pabotsl Ingress
Controller.
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Puc. 6.4 « Jlornyeckas cxema pabotel Ingress Controller

CyiecTByeT MHOKecTBO peanm3anuii Ingress Controller. Co crmc-
KOM MOKHO O3HaKOMMUTBCS 10 cChuike [1]. B omHOM KilacTepe MOXKHO
MCIIONIb30BaTh HeCKOIbKO TUIOB Ingress Controller.

Ha 3TOM MBI 3aKOHYMM PacCMOTpeHMe CIocoboB IocTyma K pod-
MOJY/ISIM M3BHE KJacTepa.

MOCTOSHHBIE TOMA M 3ANPOCHI MOCTOSIHHBIX TOMOB

Cnernmdurarys pod-MOmy/is MOKET BKIOUATh B ce6st omuH My 60-
Jilee TOMOB (Volume) my1st XpaHeHus GaiiyioB 1 TOCTYIIA K HUM U3 HecC-
KOJIbKMX KOHTEITHEPOB OTHOTO Pod-MOIYIISI MM U3 PasHbIX MOIYIIEA.
B mocnennem cinyuae cam Kubernetes He oTC/IekMBaeT I€IOCTHOCTH
IaHHBIX, ¥ GJIOKUPOBKM OO/KHBI OBITh pealr30BaHbl BHEITHUMMU Me-
tomamu. CpPoOK KM3HM TOMa MPUBSI3aH K CPOKY KM3HM pod-MOmyis,
He KoHTeltHepa. TakuM 06pa3oM, KOHTelfHepbl MOTYT Iepe3aITyCcKaTh-
Cs1, HO TaHHbIE Ha TOME IIPY 3TOM COXPaHSIOTCS. B HacTOsIINMIT MOMEHT
B Kubernetes cymecTByeT mopsiika TpUALIATY Pa3JIMUHbBIX TUIIOB TO-
MoB, Haripumep azureDisk, cephfs, cinder, Fibre Channel (fc), glusterfs,
iscsi, nfs, scalelO. B kauecTBe TOMOB K Pod-MOZIY/TI0 MOKHO TTOIKITIO-
yaTh Takue 06beKThl, Kak Secret u ConfigMap. Oum 6ygyT paccMoT-
peHbI fiajee.

Kak BuauTe, 60IbIIMHCTBO TUIIOB TOMOB SIBJISIIOTCS CITel(puIecKu-
MU IJ151 KOHKPETHBIX TEXHOJIOT Ui XpaHeH sl JaHHbIX. OMHAKO MMEeIOTCS
Y YHUBEPCATbHbBIE TUITBI:

O hostPath — MOHTHpPOBaHME IUPEKTOPUIL y3J1a, HA KOTOPOM BbI-
MOJIHSeTCSI KOHTeliHep. laHHble B TAKOM TOME COXPaHSTCS
u mocye yaanennst pod-momysist. Takske JaHHbIe MOXKHO TTepenc-
I0JIb30BaTh M3 IPYroro pod-MoOIyJisi, HO TOJbKO eI OH OyaeT
Ha3HAuUeH Ha TOT Ke y3eJ;
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O emptyDir - mmycrast AupeKTOpus 4151 XpaHeHMsI BpeMeHHbIX TaH-
HbIX. JJaHHbII TUII IPUMEHSIeTCsI, HallpuMep, KOTAa Heo6X0aMMOo
0OMEHSIThCS JAaHHBIMM MEXKIY KOHTeifHepaMy BHYTPU OTHOTO
mopyis. B cinydae ynaneHus pod-mMo/ysisi faHHbIe HA TAKOM TOMe
TePSIIOTCST;

Q PersistentVolumeClaim mjg 3ampoca ITOCTOSHHOTO TOMa per-
sistentVolume.

[ToroBopuM mogpobHee PO MOCTOSTHHBIN TOM (persistent volume,
pv). OH abcTparupyeT KOHKPETHYIO pean3alyio XpaHWININa U M03BO-
JIeT CO3[4aBaTh TOMA, He TIPUBSI3aHHbBIE K CPOKY JKM3HU pOd-MOIYJIS.
OTcroma U «IIOCTOSIHHBIV» B Ha3BaHMM. [IoCTOSIHHbIE TOMAa CO3[al0T-
Cs1 3apaHee aJMMHUCTPATOPOM MM IMHAMMUUECKM BO BpeMsi 3aIrpoca
Ha mocTosiHHbIN ToM (PersistentVolumeClaim, pvc). 3ampoc omnpene-
JiieTcs B onmcanuy pod-momysist. Momyib 3amaeT TpebyeMblii pasMep,
TUII TOCTYIIA U, TIPY HEOOXOAMMOCTH, TUII XpaHUIUIIA (Yepe3 Tapa-
MeTp StorageClass). TUIIMUHOE MCITOMb30BaHME TTOCTOSTHHOTO TOMA —
xpaHeHMe (aiijoB 6a3bl JaHHbIX.

Takum 06pa3om, IMTOCTOSTHHOE XPAaHVITUIIE TTPOXOINUT Yepes Caemaylo-
e $asbl CBOEI KU3HU:

QO cosgaHMe MOCTOSTHHOTO TOMA. DTOT IPOIIECC MOKET ObITh ITPOU3-
BeJIeH 3apaHee aiIMMHUCTPATOPOM KJIacTepa WU IMHAMUYECKH,
HaIpUMep ec/iu KIacTep pa3BepHYT B 06J1aUHOM TpOBaiiiepe;

O mnpuBs3Ka MOCTOSTHHOTO TOMa K pod-MOZYJTI0 ITPU TTOMOIIY PVC.
Knactep cTpeMUTCSI YAOBAETBOPUTh MUHMMAJIbHbIE TpeOOBa-
HUS 110 06'beMY, HO MOXET BBIZEJINUTD Y TOM 6OJIbIIIET0 pa3Mepa.
Hampumep, ecnu umeetcst pvs Ha 3 ['6, a B HAIMUUM MMEIOTCS
ToMa pasmepamu B 16,2 T'6 u 5 I'6, 6ymeT Bbifie/ieH ITOCeIHMIA
"3 MepeUNCIeHHbIX TOMOB;

O wucnonb3oBaHMeE TOMA JI0 TEX 10D, [TOKA OH HEOOXOIUM;

O TOM 0CBOGOXAAETCS, KOTIA YOAISIETCS PVC.

YTo nmajiee MPOUCXOAUT C OCBOOOKIEHHBIM TOMOM, 3aBUCUT OT I10-
nuTuku persistentVolumeReclaimPolicy ¢pusnuueckoro Toma. Vimeercst
TPY OTIIINNA:

O Retain — maHHbIe OCTAIOTCS, M aAMMHMCTPATOpP KjaacTepa cam
Jasbllle perraeT, YTo AeIaTh C TOMOM M JaHHBIMU;

O Delete — aBTroMaTuuecku yaajsercst u API-06beKT pv, 1 camM TOM,;

O Recycle — BoInonHSIETCS KOMaHAa rm -rf /<TOUKa_MOHTHpPOBA-
HUSI>, TIOCJIE YeT0 TOM JOCTYIIEH JIJIST HOBBIX 3aIIPOCOB.
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Toma NoaAeP>KMBAIOT TPU TUIIA OOCTYyIIA:

O ReadWriteOnce (RWQO) — ToM MOKeT ObITb CMOHTMPOBAH [IJIsI
YTEHMS U 3aI1CH C OLHOTO y3/1a;

O ReadOnlyMany (ROX) — ToM MO eT 6bITb CMOHTMPOBAH C HeC-
KOJIBKMX Y3JI0B TOJIBKO JJIsI UTEHMSI;

O ReadWriteMany (RWX) — ToM MOeT ObITb CMOHTMPOBAH [IJIsI
YTEHMS Y 3aITMCH C HECKOIBKIUX Y3JI0B.

TMomnpo6yem 11opaboTaTh C MOCTOSIHHBIMM TOMaMy B HallleM TeCTO-
BOM KJIacTepe Ha IpakTuke. IIporie 1 GbICTpee Bcero OymeT co3maTh
TOM C ucrnojab3oBanuem NFS-cepsepa. [Ijig 3TOro HaM ITOHALO6GUTCS
ycTaHOBUTH nakeT nfs-utils Ha Bce Tpu y3/1a Knacrepa:

[root@master ~]# yum -y install nfs-utils

[root@nodel ~]# yum -y install nfs-utils
[root@node2 ~]# yum -y install nfs-utils

Ianee, Ha YIpPaBJSIONIEM Y3j€ CO3MaauM KOH(PUIYpPalVIOHHbIN
daiin cepBepa (o6paTuTe BHMMAaHME, UTO MEKAY 3HAKOM «3BE3JI0UKI»
M OTKPBIBAIOIIIEl CKOOKOJ He TO/KHO OBITh ITpobesia):

[root@master ~]# cat /etc/exports
/exportdata *(rw,sync,no_root_squash,subtree_check)

A 3aTreM camMy aupeKkTopuio /exportdata, koTopas 6ymeT JOCTyIIHA
KJIMeHTaM nfs:

[root@master ~]# mkdir /exportdata
[root@master ~]# chmod 1777 /exportdata

BaHyCTI/IM " BKIIIOUYMM CepPBUC:

[root@master ~]# systemctl start nfs.service

[root@master ~]# systemctl enable nfs.service

Created symlink from /etc/systemd/system/multi-user.target.wants/nfs-server.
service to /usr/lib/systemd/system/nfs-server.service.

[Tocsie yero ¢ 0AHOTO M3 Y3/I0B [TPOBEPUM AOCTYITHOCTb 9KCIIOPTUPO-
BaHHO AVPEKTOPUN:
[root@nodel ~]# showmount -e master

Export list for master:
/exportdata *

Tenepp cosmaguM YAML-daiin ¢ omucaHueM ITOCTOSIHHOTO TOMa
pasmepomM 1 I'6, KoTOpPHIi OyaeT yKasbIBaTh Ha MyThb /exportdata (cTpo-
Ka 12) Ha cepBepe master (cTrpoka 13). Tum moctyma ykaskem Read-
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WriteMany. Kak Mbl TIOMHMM, 9TO O3HayaeT, YTO TOM MOKET ObITh
CMOHTUPOBAH JIJIsI YTEHUSI U 3aTIMCH C HECKOJIbKMX Y3JI0B:

[user@master ~]$ cat pv.yaml | nl
1 apiVersion: vi

2 kind: PersistentVolume
3 metadata:

4 name: pvnfsi

5 spec:

6 capacity:

7 storage: 1Gi

8 accessModes:

9 - ReadWriteMany

10 persistentVolumeReclaimPolicy: Retain
11 nfs:

12 path: /exportdata
13 server: master

14 readOnly: false

ITpu momonu Komauasl kubectl create cosmaeM o6beKT U3 oruca-
Hus B aiine:

[user@master ~]$ kubectl create -f pv.yaml
persistentvolume/pvnfsl created

[TpoBepsieM, UTO pv CO3TaH:

[user@master ~]$ kubectl get pv

NAME CAPACITY ACCESS MODES RECLAIM POLICY STATUS CLAIM
STORAGECLASS REASON AGE

pvnfsl 1Gi RWX Retain Available

24s

Ternepb HaCTyIaeT Ouepeb pvc:

[user@master ~]$ cat pvc.yaml | nl
1 apiVersion: vi
2 kind: PersistentVolumeClaim
3 metadata:
4 name: pvcl
5 spec:
6 accessModes:
7 - ReadWriteMany
8 resources:
9 requests:
0

1 storage: 500Mi

B 3arpoce Mbl yKa3asiu TUIT JOCTYIIa, COBITaJAOIINIi C TUTIOM JOCTY-
I1a TOMa, a Takke 06beM. [1J1s1 Toro YTo6bI TOM ObUT BhIZEIEH Ha 3a11poc,
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JIeKJIapMPOBaHHbII pa3Mep ToOMa JO/IKEH ObITh OOJIbIIe VI PABEH Pas-
Mepy B 3ampoce. Takke 06paTuTe BHMMaHMe, YTO MbI He 3a60TUINICH
0 ToM, uTOo6bI Ha HallleM NFS-cepBepe 1eiiCTBUTETbHO ObLT TPeGyeMblit
CcBOGOMHBI 00beM IpocTpaHcTBa. Kubernetes He mpoBepsieT GakTu-
YeCKy MPUCYTCTBYIOINIT Ha AYICKe 00beM CBOGOITHOTIO MPOCTPAHCTBA.
06 3TOM HE06X0AMMO 3a60TUTHCS AAMUHKUCTPATOPY KiacTepa. Co3na-
€M pVC ¥ TIpoBepsieM, UTO OH MIPUBSI3bIBAETCS K HallleMy ToMy pvnfsl:

[user@master ~]$ kubectl create -f pvc.yaml -n new-deploy
persistentvolumeclaim/pvcl created

[user@master ~]$ kubectl get pvc -n new-deploy

NAME  STATUS  VOLUME  CAPACITY  ACCESS MODES  STORAGECLASS  AGE
pvcl Bound pvnfsl  1Gi RWX 26s

[TpoBepum, uto Tom pvnfsl mpuBsisaH K pvc 1 B BeiBome kubectl get
pv:
[user@master ~]$ kubectl get pv
NAME CAPACITY  ACCESS MODES ~ RECLAIM POLICY  STATUS  CLAIM
STORAGECLASS ~ REASON  AGE

pvnfsl  1Gi RWX Retain Bound new-deploy/
pvcl 2m

Tenepp mcnonbsyem PVC B yxxe CyllecTBYIOLEM BHeOpPEHUM Ng-
inx-deploy u3 mpenpiayiiero paspena. [Ijisi 3TOTO OTpefakTUpyeM
o06bexT deployment:

[user@master ~]$ kubectl edit deployment nginx-deploy -n new-deploy
deployment.extensions/nginx-deploy edited

N3smeHeHMs BbIZle/IeHbl B TEKCTE:

labels:
app: nginx-deploy
name: nginx-deploy
namespace: new-deploy
spec:
spec:

containers:

- image: nginx
imagePullPolicy: Always
name: nginx
resources: {}
terminationMessagePath: /dev/termination-log

terminationMessagePolicy: File
volumeMounts:
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- mountPath: /opt
name: voll
dnsPolicy: ClusterFirst
restartPolicy: Always
schedulerName: default-scheduler
securityContext: {}
terminationGracePeriodSeconds: 30
volumes:
- name: voll
persistentVolumeClaim:
claimName: pvcl

B kauectBe ToMa voll MbI MCIONb3yeM TOM, ITpeIOCTaBJSIEMbIi
3arpocoM pvcl, a B cienuduKkaimu KOHTeliHepa yka3blBaeM, YTO TOM
voll gomskeH 6bITh CMOHTMPOBAH B AVPEKTOPHIO /opt. CBSI3b MEKY pe-
cypcamu JIJisl HarIsSiHHOCTY TIpUBeeHa Ha puc. 6.5.

{ HOHTeMHep'

/opt
= RV C bvcl 'WHOHTPHHPJi
iseser NI TSR R el
/exportdata J \__new-deploy) ) \ /Opt )
[ KonTelHep |

| /opt

Puc. 6.5 <+ CBsi3b Mexxay pecypcamMmu NOCTOSIHHOTO TOMa

HpOBepI/IM, qTo pOd-MO,U,y'J'H/I BHeOpEeHUsA ObLIU rnepeco3gaHbI:

[user@master ~]$ kubectl get pod -n new-deploy

NAME READY  STATUS RESTARTS  AGE
nginx-deploy-8d779b8c8-57zvv  1/1 Running 0 27s
nginx-deploy-8d779b8c8-knvpm  1/1 Running 0 32s
nginx-deploy-8d779b8c8-1tpsw 1/1 Running 0 17s

[TocMOTpUM OIMCaHMe JIIOOOTO M3 MOAYIei M yoemumcs, 9YTO TOM
IOCTYIIeH uepes 3aIpoc:

[user@master ~]$ kubectl describe pod nginx-deploy-8d779b8c8-1tpsw -n new-

deploy

Name: nginx-deploy-8d779b8c8-1tpsw
Namespace: new-deploy

Priority: 0

PriorityClassName: <none>
Node: master.test.local/10.0.3.4
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Start Time: Wed, 10 Apr 201920:29:57 +0200
Labels: app=nginx-deploy
pod-template-hash=8d779b8c8

Annotations: <none>
Status: Running
IP: 10.244.0.82
Controlled By: ReplicaSet/nginx-deploy-8d779b8c8
Containers:

nginx:

Container ID:
docker://77c7bac84ba14f67dce094bfedac9e361338e9d7fa9d67165830bd48343e3f45

Mounts:
Jopt from voll (rw)
Volumes:
voll:
Type: PersistentVolumeClaim (a reference to a PersistentVolumeClaim
in the same namespace)

ClaimName: pvcl
ReadOnly: false

[TpoBeprM, Ha KaKUX y3JIax 3aIyIleHbl pod-MOZyIIn:

[user@master ~]$ kubectl get pod -n new-deploy -o wide

NAME READY  STATUS RESTARTS AGE IP

NODE NOMINATED NODE  READINESS GATES
nginx-deploy-8d779b8c8-57zvv  1/1 Running 0 26m

10.244.2.156  node2.test.local <none> <none>
nginx-deploy-8d779b8c8-knvpm  1/1 Running 0 26m  10.244.1.94
nodel.test.local <none> <none>

nginx-deploy-8d779b8c8-1tpsw 1/1 Running 0 26m  10.244.0.82
master.test.local  <none> <none>

Eciy MOOKITIOUUTBCST K TI000MY U3 YKa3aHHBIX Pabouyux y3JI0B, TO
MOXXHO YOeIUTbCSI, UTO AUMPEKTOpUS /exportdata CMOHTMpOBaHa C y3J1a
master:

[root@nodel ~]# mount | grep nfs

master:/exportdata on /var/lib/kubelet/pods/9bc15eef-5bbe-11e9-85ad-
0800279bf286/volumes/kubernetes.io~nfs/pvnfsl type nfs4 (rw,relatime,
vers=4.1,rsize=524288,ws1ze=524288,namlen=255,hard,proto=tcp, timeo=600,
retrans=2,sec=sys,clientaddr=10.0.3.5,local_lock=none,addr=10.0.3.4)

O6paTuTe BHMMAaHME HA TO, UTO TOM CMOHTMPOBAH C HECKOJIbKUX
y3JI0B, TIOCKOJBKY IIpM CO3HAHMM Mbl yKasaau Tumn goctymna Read-
WriteMany.



(noBapu KOHUrypaumm n cekpeTbl 131

CnoBAPY KOH®UIYPALIMM U CEKPETDI

OOBIYHO HACTPONMKYU MPUIOKEHUSIM TIepearoTcsl IIPU IMTOMOIIM TaKUX
METOM0B, KaK KOH(UTrypaloHHbIe (aiiyibl, TepeMeHHbIe OKPY>KEeHMS,
WJIM TIpY TIOMOIIIM TTapaMeTPOB KOMaHIHOM CTPOKM BO BpeMs 3alTycka
MIpUIOKeHUs. B oT/iuMe OT HeKOHTelViHepe3MPOBaHHbIX MTPUTOKEHUIA,
He PeKOMEHIYeTCsl XpaHUTh (aiiabl IpuaoskeHuit (06pas KOHTeTHe-
pa) ¥ HacTpoliku BMecTe. [Ijis1 TIpyMeHeHUsI HaCTPOeK K KOHTeliHe-
pam B Kubernetes MOsKHO BOCITO/Ib30BaThCS IBYMSI TUTIAMU OOBEKTOB:
cekpeTaMu (secrets) M kapramu KoHburypamuu (configmap). danee
yepes omnucaHue pod-MOIy/asT MOKHO TepenaTh HACTPOMKU U3 ITUX
00BEKTOB JIMO0 KaK riepeMeHHble OKPY>KeHMSI, 1160 Kak dhaiisibl, CMOH-
TUPOBAHHBIE Kak ToMa. OTaMUMe CEKPETOB OT KapT KOHuUrypamum sa-
KJIIOYaeTcsl B TOM, 4TO MHGOPMAIIMS B TIEPBBIX KOIUPYETCS IIPU ITOMO-
M anropurMma Base64.
[Torrpobyem co3maTh 06a THITa 0OBEKTOB 13 KOMAHIHOM CTPOKN:

[user@master ~]$ kubectl create secret generic secretl --from-literal
username=andrey --from-literal password=p@sswOrd -n new-deploy
secret/secretl created

[user@master ~]$ kubectl create configmap cmapl --from-literal
username=andrey --from-literal password=p@sswOrd -n new-deploy
configmap/cmapl created

Eciiv mompocuTh omucath 06a 06beKTa, TO Mbl YBUIAMM, UTO B CIy4ae
ceKpeTa 3HAUeHMsI K/TI0Ueil He BBIBOISITCS

[user@master ~]$ kubectl describe secrets secretl -n new-deploy
Name: secretl

Namespace: new-deploy

Labels: <none>

Annotations: <none>

Type: Opaque

Data

password: 8 bytes
username: 6 bytes

Iyisa KapThl KOHGUTYpaluy 3HAUYeHUs IPUBOMASTCS B OTKPHITOM
BUIE:
[user@master ~]$ kubectl describe cm cmapl -n new-deploy

Name: cmapl
Namespace: new-deploy
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Labels: <none>
Annotations: <none>

Data

password:
p@ssword
username:

andrey
Events: <none>

Ecnu mocmoTpeTs onucanue cekpeta B YAML, TO Mbl yBUAMM 3Haue-
HMSI, HO OHM OYIyT 3aKOIMPOBAHbI:

[user@master ~]$ kubectl get secrets secretl -n new-deploy -o yaml
apiVersion: vi1
data:
password: cEBzc3cwemQ=
username: YW5kcmV5
kind: Secret
metadata:
creationTimestamp: "2019-04-11T11:34:192"
name: secretl
namespace: new-deploy
resourceVersion: "105491"
selfLink: /api/v1l/namespaces/new-deploy/secrets/secreti
uid: bf007148-5c4d-11e9-af76-0800279bf286
type: Opaque

IJIs1 pacKOIMPOBAHMST MOKHO BOCIIOJIb30BAaThCS YTWIINTOIN base64:

[user@master ~]$ echo cEBzc3cwcmQ= | base64 -d
p@ssword

B CJIy4yae KapThbl KOHCI)I/II‘ypaLU/II/I, OITATD JKe, BCeé B OTKPBITOM BUE:

[user@master ~]$ kubectl get configmaps cmapl -n new-deploy -o yaml
apiVersion: vi1
data:
password: p@ssword
username: andrey
kind: ConfigMap
metadata:
creationTimestamp: "2019-04-11T11:34:30Z"
name: cmapl
namespace: new-deploy
resourceVersion: "105507"
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selfLink: /api/v1l/namespaces/new-deploy/configmaps/cmap1
uid: c5858558-5c4d-11e9-af76-0800279bf286

MOsKHO TaKksKe CO3[aTh KapTy WM ceKpeT 13 daiina:

[user@master ~]$ kubectl create configmap passwdcm --from-file=/etc/passwd -n
new-deploy

configmap/passwdcm created

[user@master ~]$ kubectl describe configmap passwdcm -n new-deploy

Name: passwdcm

Namespace: new-deploy

Labels: <none>

Annotations: <none>

Data

passwd:

root:x:0:0:root:/root:/bin/bash
bin:x:1:1:bin:/bin:/sbin/nologin

nfsnobody:x:65534:65534:Anonymous NFS User:/var/lib/nfs:/sbin/nologin

[user@master ~]$ kubectl create secret generic passwdsc --from-file=/etc/
passwd -n new-deploy

secret/passwdsc created

[user@master ~]$ kubectl describe secret passwdsc -n new-deploy

Name: passwdsc

Namespace: new-deploy

Labels: <none>

Annotations: <none>

Type: Opaque

Data

passwd: 1092 bytes

Terepb TOCMOTPUM, KaK CHENATh JOCTYITHBIMM CEKPEThI M KapThbl
KoH(purypanum B HaleM MpuaoxkeHnu. HauHeMm ¢ mpemcTaBiieHUS
KapThl KakK IepeMeHHbIX OKpYReHUsT. OTpemakTUpyeM yKe MMeIoIe-
ecst BHeJIpeHue:

[user@master ~]$ kubectl edit deployment nginx-deploy -n new-deploy
deployment.extensions/nginx-deploy edited

HeOGXO,Z[I/IMbIe V3MEeHEeHNS ITpVBeOeHbl HIKe:
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template:
metadata:

creationTimestamp: null

labels:

app: nginx-deploy

spec:
containers:
- env:

- name: APPUSERNAME

valueFrom:

configMapKeyRef:
key: username

name: cmapl
- name: APPPASSWORD

valueFrom:

configMapKeyRef:
key: password
name: cmapl

image: nginx

imagePullPolicy: Always

name: nginx

resources: {}

HpOBepI/IM, YTO ITOC/Ie OOHOBJICHST pOd-MO,ZLYJ'[I/I ObUIU CO3daHbI 3dHOBO:

[user@master ~]$ kubectl get pod -n new-deploy

NAME READY  STATUS RESTARTS  AGE
nginx-deploy-7975cb855-5cm48  1/1 Running 0 45s
nginx-deploy-7975cb855-8v9kh  1/1 Running 0 29s
nginx-deploy-7975cb855-zxrlc  1/1 Running 0 34s

V6enumcs, UTo IepeMeHHbIe TTOSIBUINCH B OTIMCAaHMM MOTYJIeN:

[user@master ~]$ kubectl describe pod nginx-deploy-7975cb855-8vOkh -n new-

deploy
Name:
Namespace:

Started:
Ready:

Restart Count:

Environment:

APPUSERNAME :

Optional: false

APPPASSWORD:

Optional: false

nginx-deploy-7975cb855-8v9kh
new-deploy

Fri, 12 Apr 201921:59:33 +0200
True
0

<set to the key 'username' of config map 'cmapl's

<set to the key 'password' of config map 'cmapl's



(noBapu KOHUrypaumm n cekpeTbl 135

Takke MOXHO IIPOBEPUTDL HaIMuye IepeMeHHbIX IIPpU ITOMOIIN
KOMaHJbI €nyv, 3alTyCTUB €€ B KOHTEﬁHepeZ

[user@master ~]$ kubectl exec -it nginx-deploy-7975cb855-8vokh -n new-deploy
- env

PATH=/usr/local/sbin:/usr/local/bin:/usr/sbin:/usr/bin:/sbin:/bin

HOSTNAME=nginx-deploy-7975cb855-8v9kh

TERM=xterm

APPPASSWORD=p@sswOrd

APPUSERNAME=andrey

CylecTByeT ele OOMH CIIOCO6 IepefaTh Cpasy BCe COOEPKMMOe
KapThl B BUAE NEepeMeHHbIX, 3aJaB eIuHbIii mpedukc. VsMeHeHUs
B OIMCAHUM BHEIPEHMS JO/IKHBI BRINISIAETh CJIEAYIOIIM 00pasoM:

template:
metadata:
creationTimestamp: null
labels:
app: nginx-deploy
spec:
containers:
- envFrom:
- configMapRef:
name: cmapl
prefix: APPCONF_
image: nginx
imagePullPolicy: Always
name: nginx

[IpoBepsiem pesyibTar:

[user@master ~]$ kubectl exec -it nginx-deploy-5c6c869f6b-62c9z -n new-deploy
- env

PATH=/usr/local/sbin:/usr/local/bin:/usr/sbin:/usr/bin:/sbin:/bin

HOSTNAME=nginx-deploy-5c6c869f6b-62c9z

TERM=xterm

APPCONF_password=p@sswlrd

APPCONF_username=andrey

B KoHIIe JaHHOTO pa3lena nokaxeM, KaK IepefaTh KapTy KOHGUTY-
panuu B Buge daitna. Kak Mbl TOMHMM, Y HaC MMeeTCs KapTa, CO3JaH-
Hast 13 ¢aiina:

[user@master ~]$ kubectl get configmap passwdcm -n new-deploy
NAME DATA  AGE

passwdcm 1 7m53s
[user@master ~]$ kubectl describe configmap passwdcm -n new-deploy
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Name: passwdcm
Namespace: new-deploy
Labels: <none>

Annotations: <none>

Data

passwd:

root:x:0:0:root:/root:/bin/bash
bin:x:1:1:bin:/bin:/sbin/nologin
daemon:x:2:2:daemon: /sbin:/sbin/nologin

BHecem 13MeHeHMS BO BHeIpeHue:

spec:
containers:
- image: nginx
imagePullPolicy: Always
name: nginx
resources: {}
terminationMessagePath: /dev/termination-log
terminationMessagePolicy: File
volumeMounts:
- mountPath: /data
name: passvol
readOnly: true
dnsPolicy: ClusterFirst
restartPolicy: Always
schedulerName: default-scheduler
securityContext: {}
terminationGracePeriodSeconds: 30
volumes:
- configMap:
defaultMode: 420
name: passwdcm
name: passvol

[Tocie yero MOXKHO ITPOBEPUTH comepskumoe daiiia /data/passwd
B KOHTeJiHepe:

[user@master ~]$ kubectl exec -it nginx-deploy-68757b6568-fnqfb -n new-deploy
- cat /data/passwd

root:x:0:0:root:/root:/bin/bash

bin:x:1:1:bin:/bin:/sbin/nologin
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Bonpocbl Ang CAMONPOBEPKM

JJIs1 KaKuX 11e1ei CIy>KUT IIPOCTPAHCTBO UMeH?
OrpaHnyeHue BUAMMOCTY 0ObEKTOB

OuapTpaIys ceTeBoro Tpaduka

Cos3pmaHue KaTasiora rojab3oBaTtesien
Pasrpannuenne npoiteccoB GNU/Linux
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N

Kakue 00beKThI MOJKET CO3JaBaTh BHeJpeHue (YKasKUTe BCe
IpaBuWIbHbIE BAPUAHTHI)?

Hab6op perunk

KoHTpomiep pernmmnkanum

pod-Moayib

IIpocTpaHCTBO UMEH
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1. https://kubernetes.io/docs/concepts/services-networking/in-
gress-controllers/


https://kubernetes.io/docs/concepts/services-networking/ingress-controllers/
https://kubernetes.io/docs/concepts/services-networking/ingress-controllers/

nasa 7.

PACIULMWPEHHbIE BO3MOXXHOCTHU
KUBERNETES

KoHTPonnerbl DAEMONSET 1 STATEFULSET

PaccmoTpuM erre nBa TUIAa KOHTPOJUIEPOB, YIIPAB/ISIIONIVX 3aITyCKOM
U pacrnpepeneHueM pod-mopmyiieit 1o y3nam. [lepBbiit U3 HUX — HAGOP
nmemoHoB (DaemonSet). Ero HasHaueHMe B TOM, UTOObI yOeIUTHCS B Ha-
mumy pod-MOAYIIS Ha KaKIOM y3Jie KiacTepa. BHempeHne, ¢ KOTOPbIM
MbI TTO3HAKOMMWINChH paHee, yMeeT MOAIepKMBATh 3aJaHHOE YMCIO
pod-mopmyneit, HO He TapaHTUPYET, YTO Ha KAKIOM y3he OymeT oguH
Moaynb. DaemonSet yoo6HO MCIOMB30BaTh IS MHGPACTPYKTYPHBIX
MOJyJIeli, HampyuMep c6opa MeTPUK WIN KypHaJIupoBaHuust. HaunHas
¢ Kubernetes v1.12 Takske MOXKHO MCKJIFOUUTD YaCTh y3JI0B 13 Habopa.

B kauecTBe nmpumepa DaemonSet MOXHO MPUBECTU HAOOp, yIIpaB-
nstoruii pod-mopynsivu kube-proxy. Kak MbI BUAMM, Ha KaXKIOM y3J1e
3aITyIeHO 110 OJJHOMY MOZYITIO:

[user@master ~]$ kubectl get pods --all-namespaces -o wide

NAMESPACE NAME READY  STATUS
RESTARTS  AGE IP NODE NOMINATED NODE
READINESS GATES

kube-system  kube-proxy-g557g 1/1 Running
23 97d 10.0.3.4 master.test.local <none> <none>
kube-system  kube-proxy-nzkmn 1/1 Running
17 97d 10.0.3.6 node2.test.local <none> <none>
kube-system  kube-proxy-pfkét 1/1 Running
17 97d 10.0.3.5 nodel.test.local <none> <none>

Haittu coorBeTcTBylomuit DaemonSet moskHo komanpoii kubectl
get daemonsets:
[user@master ~]$ kubectl get daemonsets -n kube-system

NAME DESIRED  CURRENT  READY  UP-TO-DATE  AVAILABLE
NODE SELECTOR AGE



Koutponnepsi DaemonSet u StatefulSet 139

kube-proxy 3 3 3 3 3
<none> 97d

Y>ke 3HaKOMBIMM KOMaHIaMM MOYXKHO IIOCMOTpPETb I/IHd)OpMa]_U/IIO
" BbIBECTU OIIMCaHMe:

[user@master ~]$ kubectl describe daemonsets kube-proxy -n kube-system

Name: kube-proxy

Selector: k8s-app=kube-proxy

Node-Selector: <none>

Labels: k8s-app=kube-proxy

Annotations: deprecated.daemonset.template.generation: 1

Desired Number of Nodes Scheduled: 3

Current Number of Nodes Scheduled: 3

Number of Nodes Scheduled with Up-to-date Pods: 3

Number of Nodes Scheduled with Available Pods: 3

Number of Nodes Misscheduled: 0

Pods Status: 3 Running / 0 Waiting / O Succeeded / 0 Failed
Pod Template:

Labels: k8s-app=kube-proxy
Annotations: scheduler.alpha.kubernetes.io/critical-pod:
Service Account: kube-proxy
Containers:
kube-proxy:
Image: k8s.gcr.io/kube-proxy:v1.13.1

[user@master ~]$ kubectl get daemonsets kube-proxy -n kube-system -o yaml
apiVersion: extensions/vibetal
kind: DaemonSet
metadata:

creationTimestamp: "2019-01-06T15:31:532"

generation: 1

labels:

k8s-app: kube-proxy
name: kube-proxy
namespace: kube-system

BTopoit Tum KoHTpoJsiepa, KOTOPbIii Mbl paCCMOTPUM B 3TO¥ IJia-
Be, — 3TO Habop c coxpaHeHueMm cocTossHus (StatefulSet). Ou mepe-
Ha3HaueH [Jis TIPUJIOKEeHMI, B KOTOPBIX 3K3eMIUISIPbI TIPUIOXKEHUS
IIOJIKHBI MUMETh COOCTBEHHOE TIOCTOSTHHOE UMSI U cocTostHe. CBOiCTBa
Hab6OPOB C COXpaHEHMEM COCTOSTHMI:

O coxpaHsieMble B ITpoliecce paboThl 1 YHUKAIbHbBIE CeTeBbIE UeH-
TUDUKATOPBI;
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coxpaHsieMoe B IIpoliecce paboTsl YHUKaIbHOE IS KayKI0T0 MO-
LLyJIs TIOCTOSTHHOE XpaHUINILE;
BHeZIpeHNMe ¥ MacuITabypoBaHMe C COXpaHeHMeM 3aJaHHOTrO
nopsifika (KaKIblii MOLY/b IOMy4YaeT CBOV MHIEKC C OTCYETOM
OT HYJIf);

O aBTOMaTHUeCcKoe OOHOBJIEHME C COXpaHEHNEM OIlpeJieleHHOTO
TopsifKa.

[ToMMMO TIOCTOSTHHOTO CETEeBOr0 MMEHM, Y KaKIOro MOy
B StatefulSet opranmsanus cetv Habopa OTAMYAETCS TEM, UTO TOCTYII
K MOZYJISIM OCYIIECTBJISIETCS TIPM MOMOIIM TaK Ha3biBaeMoro head-
less-cepBuca. Y TaKOTo cepBuca HeT KIacTepHOTo IP, MOCKOMbKY HaM
He HYkHa 6aJaHCUPOBKA HATPY3KM MEKAY YHUKATbHBIMY MOMIYJISIMU
¥ HeoO6XOIMMO 06paIaThCs K KaskIOMY MOAYIII0 HarpsiMyto. Kaxkmprit
pod-momynb rmomydaeT cBoro DNS-3ammch. Xots [P-ampeca MOTyT Me-
HSTBCS BCIEICTBYE TIEpe3aITycka MOAYJIS, M OyIeT TTOCTOSTHHBIM.

Iy Toro uTo6bI co3gath StatefulSet, Ham MOHALOOUTCS elle Tapa
nocTossHHbIX TOMOB. Ha NFS-cepBepe co3panyum elie ABe IUPEKTOPUN
¥ YCTaHOBMM HeOOXOAMMbIe ITpaBa AOCTYIIA:

[root@master ~]# mkdir /exportdata2
[root@master ~]# mkdir /exportdata3
[root@master ~]# chmod 1777 /exportdata2
[root@master ~]# chmod 1777 /exportdata3

Ilo6aBuM B KOH(GUTYpaALMOHHbIN (aiin /etc/exports elle ABe CTPOKU
IIJIST HOBBIX JMPEKTOPMIA U TIOTMPOCKM CEPBUC ITePEUNTaTh KOHGUTIYpa-
LMI0:

[root@master ~]# cat /etc/exports

/exportdata *(rw,sync,no_root_squash,subtree_check)
/exportdata2 *(rw,sync,no_root_squash,subtree_check)
/exportdata3 *(rw,sync,no_root_squash,subtree_check)
[root@master ~]# exportfs -r

TIpoBepyM C OGHOTO 13 Y3JIOB, UTO JIBE€ HOBbIE IMPEKTOPIM IKCIIOP-
TUPOBAHBI C cepBepa:

[root@nodel ~]# showmount -e master
Export list for master:
/exportdata3 *

/exportdata2 *

/exportdata *

Tenepb HEOOXOAMMO CO3[aTh IBA HOBBIX TOMa. Bo3bMeM 3a OCHOBY
daitn pv.yaml u3s pasmgena «[IocTOSTHHbBIE TOMA U 3aITPOCHI ITOCTOSTHHBIX
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ToMOB». Co3pmaaum nBa daiia 1jsi IBYX HOBBIX AuUpeKTopuii. Huske
MIpUBeAeH OOVH U3 HUX. VI3MeHeHMsI Bblle/IeHbl:

[user@master ~]$ cat pv3.yaml
apiVersion: vi1
kind: PersistentVolume
metadata:

name: pvnfs3
spec:

capacity:

storage: 1Gi
accessModes:

- ReadWriteOnce
persistentVolumeReclaimPolicy: Retain
nfs:

path: /exportdata3

server: master

readOnly: false

Cosmaem TOMa ¥ ITPOBepsieM X HaTUuue:

[user@master ~]$ kubectl create -f pv2.yaml
persistentvolume/pvnfs2 created
[user@master ~]$ kubectl create -f pv3.yaml
persistentvolume/pvnfs3 created
[user@master ~]$ kubectl get pv

NAME CAPACITY  ACCESS MODES  RECLAIM POLICY  STATUS CLAIM
STORAGECLASS  REASON  AGE

pvnfsl  1Gi RWX Retain Released new-deploy/
pvcl 3d18h

pvnfs2  1Gi RWO Retain Available

6m9s

pvnfs3  1Gi RWO Retain Available

5m49s

Ckavaem aiin npumepa n3 fokymeHTauum Kubernetes:

[user@master ~]$ wget https://raw.githubusercontent.com/kubernetes/website/
master/content/en/examples/application/web/web.yaml

B HeM B CTpoKax C IepBOif MO TpUHAAUATYIO onpeneneH «head-
less»-cepBuc («6€3TOIOBBIN», VIV MOKHO €r0 Ha3BaTh YITPaBIISIIOIIIL)
1 cam Habop StatefulSet, HaunHas O CTPOKM UeThIPHAAIIAT:

[user@master ~]$ cat web.yaml | nl
1 apiVersion: vi
2 kind: Service
3 metadata:
4 name: nginx
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labels:
app: nginx

spec:

ports:
- port: 80
name: web
clusterIP: None
selector:
app: nginx

apiVersion: apps/vl
kind: StatefulSet
metadata:

name: web

spec:

serviceName: "nginx"
replicas: 2
selector:
matchLabels:
app: nginx
template:
metadata:
labels:
app: nginx
spec:
containers:
- name: nginx

image: k8s.gcr.io/nginx-slim:0.8

ports:

- containerPort: 80

name: web
volumeMounts:
- name: www

mountPath: /usr/share/nginx/html

volumeClaimTemplates:

- metadata:
name: www
spec:

accessModes: [ "ReadWriteOnce" ]

resources:
requests:
storage: 1Gi

IMpumensieM daii 11 cCo3aaHMsI ONpeIeIeHHbIX B HEM PeCypCOB:

[user@master ~]$ kubectl apply -f web.yaml
service/nginx created
statefulset.apps/web created
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TIpoBepsieM, UTO CO3AAI0TCS pod-MOAYIN C MMeHaMM <uMsi Ha6o-
pa>-uHIeKC:

[user@master ~]$ kubectl get pod

NAME READY  STATUS RESTARTS  AGE
web-0  1/1 Running 0 50s
web-1  0/1 ContailnerCreating 0 11s

Taxoke ITpoBepsieM, UTO CO3/IaH caM Habop:

[user@master ~]$ kubectl get statefulset web
NAME  READY  AGE
web 2/2 6m33s

BbI TO/KHBI YBUIETH, YTO HAGOP CO37as ABa 3apoca Ha MOCTOSH-
Hble TOMa:

[user@master ~]$ kubectl get pvc

NAME STATUS  VOLUME  CAPACITY  ACCESS MODES  STORAGECLASS  AGE
www-web-0  Bound pvnfs2  1Gi RWO 8m44s
www-web-1  Bound pvnfs3  1Gi RWO 3m45s

A OBa HAIIMX ITOCTOSSHHBIX TOMa ITOAK/IIOYEHbI K MOIOYJISIM:

[user@master ~]$ kubectl get pv
NAME CAPACITY  ACCESS MODES  RECLAIM POLICY  STATUS CLAIM
STORAGECLASS ~ REASON  AGE

pvnfsl  1Gi RWX Retain Released new-deploy/pvc
1 3d18h

pvnfs2  1Gi RWO Retain Bound default/www-
web-0 5m8s

pvnfs3  1Gi RWO Retain Bound default/www-
web-1 4m55s

[TociemHee, UTO MbI CIenaeM, — 3TO MMPOBepUM pPaboTy cepByca TP
MOMOIIY YTUIUTHI nslookup, KoTopasi mpUCYTCTBYeT B ob6pase busy-
box. 3anmycTum KoHTeltHep U cienaeM Tpu 3anpoca K DNS-cepBepy gjist
ompeneneHust uMeH web-0.nginx, web-1.nginx u nginx. Msl yBugum,
YTO HaM Bo3BpaiaioTcs IP-agpeca Mofysieit 1 MMeHa B JoMeHe nginx.
default.svc.cluster.local, coctogmiem u3 momena svc.cluster.local ¢ mo-
6aBieHMeM MMEeHM ITPOCTPAHCTBA MMEH U MMeHM Habopa:

[user@master ~]$ kubectl run -i --tty --image busybox:1.28 dns-test
--restart=Never --rm

/ # nslookup web-0.nginx
Server: 10.96.0.10
Address 1: 10.96.0.10 kube-dns.kube-system.svc.cluster.local
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Name: web-0.nginx

Address 1: 10.244.2.162 web-0.nginx.default.svc.cluster.local
/ # nslookup web-1.nginx

Server: 10.96.0.10

Address 1: 10.96.0.10 kube-dns.kube-system.svc.cluster.local

Name: web-1.nginx

Address 1: 10.244.1.105 web-1.nginx.default.svc.cluster.local
/ # nslookup nginx

Server: 10.96.0.10

Address 1: 10.96.0.10 kube-dns.kube-system.svc.cluster.local

Name: nginx
Address 1: 10.244.1.105 web-1.nginx.default.svc.cluster.local
Address 2: 10.244.2.162 web-0.nginx.default.svc.cluster.local

BbinonHEHME 3A0AHMIA NPK noMolum JoB u CRoNJoB

B 3TOM paspesne Mbl pacCCMOTPUM elle ABa TUIIa KOHTPOJIJIEPOB: Job —
IIJIT OOHOKPATHOIO BBIMOMHeHMs 3amaHus u Cronjob mjis mepuomm-
yeckoro. B o6oux ciayuasx Kubernetes He repesamnyckaet KOHTeHeD,
KOIZa IIpOliecc, 3aIlyIieHHblii BHYTpM, 3aBepIuaeTcs: ycrenrHo. Ecimn
IIPOIECC BO3BpalaeT KOJ, BBIXOZAA C OIIMOKOI, 3aJaHme MOXKeT ObITh
HACTPOEHO Ha repe3anyck KoHTeiiHepa. Takke 3agaHme 6ymeT oBTOP-
HO 3aIyIIeHO Ha HOBOM Y3JIe, eC/IM y3€ejI, Ha KOTOPOM OHO BBIITOJIHSI-
JIOCh, 3aBepILMI paboTy aBapumitHo.

Iyna memMoHCTpanuy paboThl 3amaHuil Job Takke BOCIIONb3YyeMCS
MpMMepoM 13 obuIIMaNbHO fokyMeHTanyy Kubernetes:

[user@master ~]$ wget https://raw.githubusercontent.com/kubernetes/website/
master/content/en/examples/controllers/job.yaml

Tekcr daita npusBeneH Huske. Pabota 3amyckaeTcss B KOHTeliHepe
c Perl, mocsie uero paccunTbiBaeTCs ¥ BHIBOIMUTCS Ha CTaHIaPTHBIN BbI-
BOJ, uMCI0 Iu. Kak BbI MOXKeTe 3aMeTUTh, IOUTMKA pecTapTa restart-
Policy ycTaHOB/IeHA B «HUKOTHA»:

[user@master ~]$ cat job.yaml
apiVersion: batch/v1
kind: Job
metadata:

name: pi
spec:

template:

spec:
containers:
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- name: pi
image: perl
command: ["perl", "-Mbignum=bpi", "-wle", "print bpi(2000)"]
restartPolicy: Never
backoffLimit: 4

TMocne npumvenenus: YAML-daiisa mocMOTPUM Ha omycaHue pabo-
ThI. 13 cTpoku «Pods Statuses» BUAHO, UTO paboTa cTapToBasa:

[user@master ~]$ kubectl create -f job.yaml
[user@master ~]$ kubectl describe jobs/pi

Name: pi

Namespace: default

Selector: controller-uid=b3aealf9-5eca-11e9-aeald-0800279bf286

Labels: controller-uid=b3aealf9-5eca-11e9-aea0-0800279bf286
job-name=pi

Annotations: <none>

Parallelism: 1

Completions: 1

Start Time: Sun, 14 Apr 201917:33:50 +0200

Pods Statuses: 1 Running / O Succeeded / 0 Failed
Pod Template:
Labels: controller-uid=b3aealf9-5eca-11e9-aeald-0800279bf286

job-name=pi
Containers:
pi:
Image: perl
Port: <none>
Host Port: <none>
Command:
perl
-Mbignum=bpi
-wle

print bpi(2000)
Environment: <none>

Mounts: <none>
Volumes: <none>
Events:
Type Reason Age  From Message

Normal SuccessfulCreate 8s job-controller Created pod: pi-4svcj
[TpoBepuM, UTO pod-MOAY/b 3aITYIIEH

[user@master ~]$ kubectl get pod
NAME READY  STATUS RESTARTS  AGE
pi-4svcj 1/1 Running 0 2m58s
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Ilo okoHUaHUM paﬁoTbI MOIOYJIb HE yOaJ/ISI€TCs, a COXPaHAETCS B COC-
tostHMM «Completed» aj1st aHaMM3a 1 MPOCMOTPA XXypHasa:
[user@master ~]$ kubectl get pod

NAME READY  STATUS RESTARTS  AGE
pi-4svcj 0/1 Completed 0 3m19s

ITpu momory komauabl kubectl logs MOXKHO IMPOCMOTPETH YMCIIO TTH
IO IBYXCOTOTO 3HAKa:

[user@master ~]$ kubectl logs pi-4svcj
3.1415926535897932384626433832795028841971. ..

Ecmyu HaM HYKHO 3aIlJIaHMPOBATh BBITIOJTHEHME 3aaul B OymyIIem
VIV TIEpUOAMYECKOe BBITIOTHEHME 3a/1au, TO HeOOXOAMMO BOCITONb30-
BaThCsI KOHTposiepom CronJob. Ckauaem daiin nmpumepa:

[user@master ~]$ wget https://raw.githubusercontent.com/kubernetes/website/
master/content/en/examples/application/job/cronjob.yaml

Co3gaayM KOHTpoJLIep U3 (aiiyia ¥ TOCMOTPUM Ha ero CoaepskKmMoe.
OCHOBHOE€ OT/INUMeE OT MpeIbIAYLIero npuMepa — 3To HaJauuue CTPOKU
¢ pacrmicanueM schedule: "*/1 * * * *" g popmare Cron. JlaHHBIN KOH-
KDETHBIV MpuMep O3HavyaeT, YTO 3afaHue JO/DKHO BBIMOMHSTHCS pa3
B MMUHYTY. U3yunThb ormcanue gopmara Cron MOXHO, 3aJ1aB KOMaHIY
man 5 crontab 1 mpounTaB COOTBETCTBYIOIEE OIMCAHME.

[user@master ~]$ kubectl create -f cronjob.yaml
[user@master ~]$ cat cronjob.yaml

apiVersion: batch/vibetal

kind: CronJob

metadata:
name: hello
spec:
schedule: "#*/1 * * * %"
jobTemplate:
spec:
template:
spec:
containers:
- name: hello
image: busybox
args:

- /bin/sh

- -C

- date; echo Hello from the Kubernetes cluster
restartPolicy: OnFailure
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HOCMOTpI/IM Ha TeKylee COCTOsAHNe:

[user@master ~]$ kubectl get cronjob hello
NAME SCHEDULE SUSPEND  ACTIVE  LAST SCHEDULE  AGE
hello */1 * * * *  False 0 <none> 21s

ITpu momomu kubectl get jobs —watch MOskHO CMOTpeTb 3a BBITION-
HEHVEM 335aHVsI B pealbHOM BPeMEeHM:

[user@master ~]$ kubectl get jobs --watch
NAME  COMPLETIONS  DURATION  AGE
hello-1555256520 0/1 0s
hello-1555256520 0/1 0s 0s
hello-1555256520 1/1  6s 6s
hello-1555256580 0/1 0s
hello-1555256580 0/1 0s 0s
hello-1555256580 1/1  5s 5s
hello-1555256640 0/1 0s
hello-1555256640 0/1 0s 0s
hello-1555256640 1/1 4s 4s

OﬂHOBpEMEHHO U3SMEHUTCA CTATyC 3adaHMd, IMOKa3aB TEKYIIYIO
Y IIOCJIEJHIOK0 aKTUMBHOCTN:

[user@master ~]$ kubectl get cronjob hello
NAME SCHEDULE SUSPEND  ACTIVE  LAST SCHEDULE AGE
hello */1 * * * *  False 0 26s 4mTs

HaxkoHel1, MOKHO Y6eIUThCsI, YTO pod-MOMIy/IM 110 3aBepIIeHny pa-
6GOTbI OCTAIOTCH:

[user@master ~]$ kubectl get pod

NAME READY  STATUS RESTARTS  AGE
hello-1555256640-4hdrk  0/1 Completed 0 2mils
hello-1555256700-bz92g 0/1 Completed 0 71s
hello-1555256760-h5tqf  0/1 Completed 0 11s

ITpu momomu kubectl logs MOKHO ITOCMOTpPETh HA Pe3y/IbTAThI BbI-
IIOJIHeHMSI 3aJaHUIi:
[user@master ~]$ kubectl logs hello-1555256640-4hdrk

Sun Apr 1415:44:14 UTC 2019
Hello from the Kubernetes cluster

B KoHIle ymanuMm 3amaHue, MHAUe Yy HAC KaXIyl0 MUHYTY OyOyT
3aIyCKaThCSI HOBbIE MOMY/IN:

[user@master ~]$ kubectl delete cronjob hello
cronjob.batch "hello" deleted
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MEHEOXEP NAKETOB HELM

KpaTko paccmoTpum meHeskep naketoB Helm [1], mpegHa3sHaueHHbI
IJIST yCTaHOBKYM TIpwiokeHMii B Kubernetes. MsHavanbHo Helm 6but
pa3paboTaH KommaHueir Deis, koTopyio Kymmia kommnanust Microsoft
B 2017 rony.

Helm cocTouT 13 yeThIpex OCHOBHBIX KOMIIOHEHTOB:

O cepsgep Tiller. OH oTBeuaeT 3a yrpapieHue peau3aMu 1 B3anMOo-
neiictByeT ¢ API Kubernetes u knuenTom Helm;

O xkamnenTt Helm. KnneHT ycTaHaBaMBaeTCsl Ha JIOKaJIbHBIN KOM-
MIBIOTEP U OTBevaeT 3a B3aMMOJAENCTBYE C CEPBEPOM, YIIpaBIle-
HIUEe PEero3UTOPUSIMM, OTIIPABKY CXeM Ha cepBep, 0OHOBJIEHME
WU yOajeHye pen3oB;

O cxemsl (Charts) — komnekiys (aitnos, ONUCHIBAIOIIMX PECYPCh
Kubernetes;

O peno3suTOpUM CXeM — OHJIAJIH-XPaHWINILA CXEM.

[TpeumymiecTsa Helm:

O ympaBiieHMe CIOKHOCTBIO TTPUIIOKEHUI;
O mpocToTa 0GHOBJIEHMI TPUIOKEHUIA;

O mpocToTa 06MeHa cxeMaMiu;

O mpocroTa 0GHOBJIEHMUIA.

B 3TOM paspene Mbl paCCMOTPUM, KaK YCTAHOBUTDb CEPBEP U KIM-
€HT, KaK MCKaTh CXeMbI ¥ KaK MX YCTaHABIMBATD. [|Jig Hauaaa cKayaem
Y YCTaHOBUM KIMeHT helm:

[root@master ~]# wget https://storage.googleapis.com/kubernetes-helm/helm-
v2.13.1-1inux-amd64.tar.gz

[root@master ~]# tar -zxvf helm-v2.13.1-1inux-amd64.tar.gz

[root@master ~]# cp linux-amd64/helm /usr/local/bin/

Helm ucnons3yeT koHburypauuio daiina Kubeconfig, noamomy npeo-
nosiazaemcs, 4mo y eac umeemcs coomsemcmeyrowuti ¢paiin. MHuyuanu-
3upyem KaueHma c ycmarosxoti cepsepa Tiller:

[user@master ~]$ helm init

Creating /home/user/.helm

Creating /home/user/.helm/repository
Creating /home/user/.helm/repository/cache
Creating /home/user/.helm/repository/local
Creating /home/user/.helm/plugins

Creating /home/user/.helm/starters
Creating /home/user/.helm/cache/archive
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Creating /home/user/.helm/repository/repositories.yaml

Adding stable repo with URL: https://kubernetes-charts.storage.googleapis.com
Adding local repo with URL: http://127.0.0.1:8879/charts

SHELM_HOME has been configured at /home/user/.helm.

Tiller (the Helm server-side component) has been installed into your
Kubernetes Cluster.

Please note: by default, Tiller is deployed with an insecure 'allow
unauthenticated users' policy.

To prevent this, run “helm init" with the --tiller-tls-verify flag.

For more information on securing your installation see: https://docs.helm.sh/
using_helm/#securing-your-helm-installation

Happy Helming!

ITpoBepum, uto Tiller 3amy1eH B mpocTpaHcTBe uMeH kube-system:

[user@master ~]$ kubectl get pods --namespace kube-system
NAME READY  STATUS RESTARTS  AGE

tiller-deploy-5f4fc5Sbcc6-rbzfd 1/1 Running 0 47s

Ianee, 1jist TOro uTo6sI HaTh Tiller BO3MOKHOCTD pabOThI € IpaBaMu
aZMMHMCTPATOpa KjIacTepa, CO3JaayM CEepPBMUCHYIO YUETHYIO 3aIlicCh
i BHECEeM M3MEHEeHNe BO BHeIPeHMe:

[user@master ~]$ kubectl create serviceaccount --namespace kube-system tiller
[user@master ~]$ kubectl create clusterrolebinding tiller-cluster-rule
--clusterrole=cluster-admin --serviceaccount=kube-system:tiller

[user@master ~]$ kubectl patch deploy --namespace kube-system tiller-deploy
-p '{"spec":{"template":{"spec":{"serviceAccount":"tiller"}}}}'

O6HOBUM MHOOPMAIINIO O PETIO3UTOPUSIX:

[user@master ~]$ helm repo update

Hang tight while we grab the latest from your chart repositories...
...Skip local chart repository

...Successfully got an update from the "stable" chart repository
Update Complete. ® Happy Helming!®:

IMorpobyeM HaliTH cXeMbl, CBSI3aHHbIEe ¢ mysql:

[user@master ~]$ helm search mysql

NAME CHART VERSION  APP VERSION
DESCRIPTION

stable/mysql 0.15.0 5.7.14 Fast,
reliable, scalable, and easy to use open-source rel...

stable/mysqldump 2.4.0 2.4.0 A

Helm chart to help backup MySQL databases using mysqldump
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stable/prometheus-mysql-exporter 0.3.2 v0.11.0 A
Helm chart for prometheus mysql exporter with cloudsqlp...

stable/percona 0.3.4 5.7.17 free,
fully compatible, enhanced, open source drop-in rep...
stable/percona-xtradb-cluster 0.6.6 5.7.19 free,
fully compatible, enhanced, open source drop-in rep...

stable/phpmyadmin 2.2.0 4.8.5

phpMyAdmin is an mysql administration frontend

stable/gcloud-sqlproxy 0.6.1 1.11

DEPRECATED Google Cloud SQL Proxy

stable/mariadb 5.11.1 10.1.38 Fast,

reliable, scalable, and easy to use open-source rel...

ITpoBepum MHpOpPMaIIO O HalileHHOI cxeMe stable/mysql:

[user@master ~]$ helm inspect stable/mysql
appVersion: 5.7.14
description: Fast, reliable, scalable, and easy to use open-source relational
database
system.
engine: gotpl
home: https://www.mysql.com/
icon: https://www.mysql.com/common/logos/logo-mysql-170x115.png
keywords:
- mysql
- database
- sql

## mysql image version

## ref: https://hub.docker.com/r/library/mysql/tags/
##

image: "mysql"

imageTag: "5.7.14"

busybox:
image: "busybox"
tag: "1.29.3"

testFramework:
image: "dduportal/bats"
tag: "0.4.0"

## Specify password for root user

##

## Default: random 10 character string
# mysqlRootPassword: testing
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## Create a database user

##

# mysqlUser:

## Default: random 10 character string
# mysqlPassword:

## Configure the service
## ref: http://kubernetes.io/docs/user-guide/services/
service:
annotations: {}
## Specify a service type
## ref: https://kubernetes.io/docs/concepts/services-networking/
service/#publishing-services---service-types
type: ClusterIP
port: 3306
# nodePort: 32000

## Configuration

The following table lists the configurable parameters of the MySQL chart and
their default values.

| Parameter | Description

| Default

| o |
__________________________________________ |

| “image” | “mysql’ image repository.
| “mysql’ I

| “imageTag® | “mysql’ image tag.

| '5.7.14° |

| “busybox.

image’ | “busybox' image repository.

| “busybox® |

| “busybox.tag" | “busybox' image tag.

| *1.29.3" |

| “priorityClassName’ | Set pod priorityClassName
| {F |

Kaxk BbI BUAUTE, IOMMMO BCETO IPOYET0, CXeMa COIEPSKUT OOJIbILIoe
YMCJIO HACTpaMBaeMbIX IMapaMeTpoB. MIX MOXKHO IepefaTh BO BpeMs
YCTAHOBKM TMPUJIOKeHMs uepe3 ¢aii vy mapameTpbl KoMaHIbl helm.
VcTaHOBUM cXeMy 6e3 yKasaHMsI KaKuX-116bo rmapamMmeTpoB:
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[user@master ~]$ helm install stable/mysql
NAME:  yucky-opossum

LAST DEPLOYED: Sun Apr 1419:39:292019
NAMESPACE: default

STATUS: DEPLOYED

RESOURCES:

==> v1/ConfigMap

NAME DATA AGE
yucky-opossum-mysql-test 1 0s

==> v1/PersistentVolumeClaim

NAME STATUS  VOLUME CAPACITY ACCESS MODES STORAGECLASS
AGE

yucky-opossum-mysql Pending 0s

==> v1/Pod(related)
NAME READY STATUS  RESTARTS AGE
yucky-opossum-mysql-5c9d7¢59¢5-nc4d5 0/1 Pending 0 0s

==> v1/Secret
NAME TYPE DATA AGE
yucky-opossum-mysql Opaque 2 0s

==> v1/Service

NAME TYPE CLUSTER-IP EXTERNAL-IP PORT(S) AGE
yucky-opossum-mysql ClusterIP 10.97.55.203 <none> 3306/TCP Os
==> vlbetal/Deployment

NAME READY UP-TO-DATE AVAILABLE AGE
yucky-opossum-mysql 0/1 1 0 0s

NOTES:

MySQL can be accessed via port 3306 on the following DNS name from within
your cluster:

yucky-opossum-mysql.default.svc.cluster.local

To get your root password run:

MYSQL_ROOT_PASSWORD=$(kubectl get secret --namespace default yucky-
opossum-mysql -o jsonpath="{.data.mysql-root-password}" | base64 --decode;
echo)

To connect to your database:

1. Run an Ubuntu pod that you can use as a client:

kubectl run -i --tty ubuntu --image=ubuntu:16.04 --restart=Never -- bash
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2. Install the mysql client:
$ apt-get update && apt-get install mysql-client -y

3. Connect using the mysql cli, then provide your password:
$ mysql -h yucky-opossum-mysql -p

To connect to your database directly from outside the K8s cluster:
MYSQL_HOST=127.0.0.1
MYSQL_PORT=3306

# Execute the following command to route the connection:
kubectl port-forward svc/yucky-opossum-mysql 3306

mysql -h ${MYSQL_HOST} -P${MYSQL_PORT} -u root -p${MYSQL_ROOT_PASSWORD}
HpOCMOTpI/IM CIIMCOK TEeKYIIMX YCTAaHOBJIEHHBIX PDEJIN30B:

[user@master ~]$ helm 1s

NAME REVISION UPDATED STATUS
CHART APP VERSION NAMESPACE

yucky-opossum 1 Sun Apr 1419:39:292019 DEPLOYED
mysql-0.15.0 5.7.14 default

[Tpu mToMory KoMaHabl helm status MOXKHO TTOCMOTPETb Ha TEKY-
UM CTaTyC pecypcoB:

[user@master ~]$ helm status yucky-opossum
Komanpa helm delete ygansiet penms:

[user@master ~]$ helm delete yucky-opossum
release "yucky-opossum" deleted
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[naBa 7. PacwmpeHHble Bo3MoxxHOCTH Kubernetes

Bonpocbl Ang CAMONPOBEPKM

1.

N

b

0w

OOow>

OO w>

Kaxkoi1 13 KOHTPO/IJIEPOB MOAXOAUT AJISA 3aITyCKa MOBTOPSI-
IOIIMXCS 3aJaHUi?

DaemonSet

StatefulSet

Job

CronJob

Kakoi1 13 KOHTPO/UIEPOB CIeIUT 3a TeM, UTOObI Ha KaXKIOM
y3Jie ObUIO 10 OAHOMY pod-MomyT0?

DaemonSet

StatefulSet

Job

CronJob

Kakoi1 3 KOMIIOHEHTOB YCTaHaB/JIMBAaETCS TOKAJIbHO Ha pa-
0ouyI0 MalIMHY aAMUHUCTPAaTOpa?

Tiller

Helm

Chartmuseum

Cnmcok ccbok

1.

https://helm.sh


https://helm.sh/

lhaBa 8.
3HAKOMCTBO C OPENSHIFT U OKD

B manHOI r/1aBe MbI ITO3HAKOMMMCS C OMHUM U3 TTOITY/ISIPHBIX JUCTPU-
6ytuBoB Kubernetes, paspabartbiBaembrx Komrianmeii Red Hat. Iuc-
TpUOYTUB MMeeT HeCKOJIbKO BapMaHTOB M Ha3BaHMII B 3aBUCUMOCTHU
OT TOTO, ITPEIOCTABJISIETCS JIV OH KaK CEPBUC MM KaK ITPOAYKT, a TAKKe
OKa3bIBAETCS IJIsT HErO0 KOMMepuecKasl MoAIepykKKa My HeT. B Kuure
MbI pacCMOTPUM BapuaHT Iog HasBanueMm OKD (panee OpenShift Or-
igin)[1]. DTO OTKPBITHIII MPOEKT, B KOTOPOM ITPOUCXOAUT pa3paboTka
BCETO CeMeliCcTBa MPOLYKTOB. B KHMre MbI 6yeM 1CIonb30BaTh Open-
Shift kak curoHMM OKD miu cuHOHMM «aucTpubyTus Kubernetes, pas-
pabaTbIBaeMblii coobiiecTBoM Ipu noaaepskke Red Hat». HyskHO cka-
3aTh, YTO MbI OyzeM BecTy peub o OpenShift 3. Panee cymecTBoBammn
npoxykTel OpenShift 2 u PaaS Makara, KoTopble MOXXHO YCJIOBHO Ha3-
BaTh «OpenShift 1». 3Tu MpomyKThl HEe OCHOBBIBAIMCHL Ha Kubernetes
" B KHUTE He pacCMaTpUBAIOTCS.

CPABHEHME OPENSHIFT M KUBERNETES

B memom OpenShift mpepacrasnsietT co6oit Kubernetes ¢ «mo6aBkaMu»
u psoM usmenenuii. [lockonbky Red Hat cozgasan OpenShift o Toro,
Kak B Kubernetes mosiBuwinch HeKOTOpble (YHKIMU, HEOOXOOUMBbIE
KOPIIOPATUMBHOMY I0Ib30BaTeI0, 3TU (PYHKLIYU MOTYT ObITh pealn30-
BaHbl MHaue. HekoTopsle HapaboTku mpoekra OpenShift B manbHeii-
mem 661U MPpUHSTHI B Kubernetes, HeKOTOpbIe peann30BaHbl «C HYJISI»,
HO MHaue. B maHHOII I71aBe MbI KaK pa3 ¥ pacCMOTPUM OCHOBHbBIE OT/IN -
uus Ha NpakTuke. KiroueBbie OT/InumMs pUBeAeHbI B Tao6I. 8.1.
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MyHKUMOHaN OpenShift (OKD) Kubernetes
YTunuta KOMaHAHOM CTPOKM oc kubectl
Paspenenne npoektos/nonb3o- | Projects Namespaces
BaTtenem
PazBepTbiBaHWE NPUNOXKEHMI Deployment Configurations Deployments

n Deployments
BesonacHocTb Security Context Constraints Pod Security Policy
Bxonswme nogkntoyeHns K KoH- | Routes u Kubernetes Ingress Kubernetes Ingress
TeliHepam controllers (c Bepcum 3.10) controllers
OTcnexvBaHue U3MeHeHuM Image streams OtcyTcTByeT
obpazoB
C6opka npunoxeHui Build Config / S2I OtcyTcTByeT
LLlabnoHbl npunoxeHui Templates Helm charts

Tabnuua 8.1 « Hekotopblie otanumns OpenShift ot Kubernetes

YcTaAHOBKA OPENSHIFT NMPU NOMOLUM CLUSTER UP

CylecTByeT HECKOJIbKO BapMaHTOB IMpoOHOI yctaHoBKM OpenShift,
OHU OTJINYAIOTCS MEXKIY c060i U CUMIBHO OTIMYAIOTCS OT YCTAHOBKMU
OpenShift [ MPOMBIIIZIEHHOV 9KCILTyaTalyu, rae TpeGyeTcst BbICO-
Kasl TOCTYMHOCTb KOMIIOHEHTOB MHQPACTPYKTypbl. Mbl paccCMOTPUM
YCTAaHOBKY TIpU MMOMOIIY CTAaHAAPTHOM YTUIUTBI KOMaHIHOW CTPOKM,
TpelHa3HAUEeHHOV JIJIs YIIpaBAeHUs KjacTepoM, — oc. [laHHast yTUaInTa
MMeeT KoMaHAy cluster up, KoTopasi TIO3BOJISIET HA €IMHCTBEHHOM Y3J1e
¢ ycraHoBiieHHbIM Docker pasBepHyTh MHppacTpykTypy OpenShift
B KOHTeliHepax. Heo6X0onyMo OTMETUTb, UTO XOTSI CYIIeCTBYIOT BEPCUM
YTUIUTBI OC 107, oriepaniioHHbie cucTemMbl Windows 1 MacOS, komaH-
na cluster up pa6otaet Tonbko B RHEL/CentOS. YcranasausaTth Docker
B CentOS MbI HayuyMIKUCh B MEPBOI I7aBe, TO3TOMY Cpasy Ieperizem
K ycTaHOBKe OpenShift.

Iyis TOro uyTo6bl YCTAaHOBKA 3aBepIIMIACh YCIIEIIHO, HaM He0o6XO0-
IVMO pa3pellnTh o6palieHuss K BCTPOEHHOMY BHYTPEHHEMY peecTpy
OpenShift, koTopslit 6ymeT pacronaratbes B cetr 172.30.0.0/16:

[root@okd ~]# cat << EOF >/etc/docker/daemon.json
{

"insecure-registries": [
"172.30.0.0/16"
1

EOF
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IMocsie aToro nmepesamyckaem Docker:
[root@okd ~]# systemctl restart docker

Tenepb MOXXHO YCTaHOBUTDb YTUMJIIUTY OC, KOTpasA MCIIOJIb3YETCSA KaK
HJIs1 YCTAaHOBKU, TaK U OJI YIIPABJIEHMS K/IaCTE€PpOM:

[root@okd ~]# yum -y install origin-clients

U HakoHell, eMHCTBeHHas KoMaHaa oc cluster up ycTaHOBUT 1 3a-
IIYCTUT KJIacTep, COCTOSIIIMIA M3 OMHOIO y3/Ia:

[root@okd ~]# oc cluster up
Getting a Docker client ...
Checking if image openshift/origin-control-plane:v3.11 is available ..

OpenShift server started.

The server is accessible via web console at:
https://127.0.0.1:8443

You are logged in as:
User: developer
Password: <any value>

To login as administrator:
oc login -u system:admin

Ilyis ipoBepkM (YHKUIMOHMPOBAHMS KjIacTepa, Kak M MpeaJiarawr,
MOKHO aBTOPM30BaThCS KAK aAMUHUCTPATOP:

[root@okd ~]# oc login -u system:admin
Logged into "https://127.0.0.1:8443" as "system:admin" using existing
credentials.

You have access to the following projects and can switch between them with
'oc project <projectname>':

default
kube-dns
kube-proxy
kube-public
kube-system

* myproject
openshift
openshift-apiserver
openshift-controller-manager
openshift-core-operators
openshift-infra
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openshift-node
openshift-service-cert-signer
openshift-web-console

Using project "myproject".
Tlocnie yero MoO>XHO BbIBECTU CIIMCOK pa60qMX.y3n03 u y6EHMTbCH,

YTO Y eMHCTBEHHOTO y3/1a cTaTyc Ready:

[root@okd ~]# oc get node
NAME STATUS ROLES AGE VERSION
localhost  Ready <none> 4m v1.11.0+d4caccO

Takske HEOOXOOVMMO IPOBEPUTH, UTO BCE CUCTEMHbIE pod-MOmyIn
B cOoCcTOsSIHMM Running:

[root@okd ~]# oc get pods --all-namespaces

NAMESPACE NAME

READY STATUS RESTARTS  AGE

default docker-registry-1-5psr7

1/1 Running 0 im

default persistent-volume-setup-jfk5v

0/1 Completed 0 2m

default router-1-d84sd

1/1 Running 0 im

kube-dns kube-dns-cmskg

1/1 Running 0 4m

kube-proxy kube-proxy-lcpng

1/1 Running 0 4m

kube-system kube-controller-manager-localhost
1/1 Running 0 4m

kube-system kube-scheduler-localhost

1/1 Running 0 3m

kube-system master-api-localhost

1/1 Running 0 3m

kube-system master-etcd-localhost

1/1 Running 0 4m

openshift-apiserver openshift-apiserver-bvznn

1/1 Running 0 4m

openshift-controller-manager openshift-controller-manager-mtgpd
1/1 Running 0 2m

openshift-core-operators openshift-service-cert-signer-operator-
6d477f986b-hlp46  1/1 Running 0 4m
openshift-core-operators openshift-web-console-operator-664b974ff5-
s62mt 1/1 Running 0 2m

openshift-service-cert-signer apiservice-cabundle-injector-8ffbbbédc-tmpsv
1/1 Running 0 4m
openshift-service-cert-signer service-serving-cert-signer-668c45d5f-jmfh5
1/1 Running 0 4m
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openshift-web-console webconsole-7b5bc5786¢-qsc5f
1/1 Running 0 im

O6paTuTe BHMMAaHMe, YTO AJIiS OBYX IMOCIEIHMX KOMAaH[ BbI Takke
MOTJIY UCTIONb30BaTh YTUAUTY kubectl. YTunmuTa oc B HeKOTOpOIi cTere-
HM TlepecekaeTcs ¢ kubect] Kak Mo cMHTaKCHUCY, Tak U 110 GYHKIMOHAIY.

V6enuBIINCh, YTO KIacTep QYHKIMOHMPYET, MOKHO MePEKTI0UNTh-
cs1 TIop, osb3oBatesist developer:

[root@okd ~]# oc login -u developer

Logged into "https://127.0.0.1:8443" as "developer" using existing
credentials.

You have one project on this server: "myproject"
Using project "myproject".

Eciu 3aiiTy 6paysepom no ampecy https://127.0.0.1:8443, To, BBens
MM TTONIb30BaTest developer v TPOM3BOIbHBIN MTApPOJIb (He 3a6bIBaiiTe,
YTO peub UIET O TECTOBOI YCTAaHOBKE), BbI YBUAMTE BeO-KOHCOIb Open-
Shift. BHenrHmi1 BuJ KOHCOMM TTpUBeeH Ha puc. 8.1.

€ e @ ) https//127.00.1:8443/console/catalog ECR LMo =

+ Create Project

s Middieware  CI/CD

NET Core Apache HTTP Server (httpd) CakePHP + MysQL Dancer + MysQL Django + PostgresQL

[ €] A 0

Jenkins (Ephemeral) MongoDs Nginx HTTP server and a
reverse proxy (ngin)

node node Im @

Nodejs Node.js + MongoDB. Pipeline Build Example

(L) | y

Puc. 8.1 «+ BHewHuit Bua Beb6-koHconm OpenShift

MePBOE NPUNOXEHUE B OPENSHIFT

IlepBoe, C ueM MbI TO3HAKOMMMCS, — 9TO KOMaH/Aa oc new-app. laH-
Has KOMaHZa CO3/IaeT Pecypchl, TpebyeMble Jisi COOPKU U Pa3BePThI-
BaHus npuiaoxkenusi. Korma mbl yeraHoBmwin OpenShift npu momory
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KoMaHzbl oc cluster up, yTmanra Bbizana coOOIIeHMe, YTO CO3aH
" UCTIONIb3YyeTcsl poeKT myproject. [IpoexTsl B OpenShift moskHo pac-
CMaTpMBaTh KaK MMpocTpaHcTBa MMeH Kubernetes ¢ omOTHUTEIbHBIM
¢dbyHKUIMOHAIOM, TaKMM KaK, HaIlpuMep, pojieBast MOJieib ocTyta. Pe-
CYPCBI, CO3aBaeMble KOMaHZ0i OC new-app, 6yayT IPUHAIeXaTh Te-
KyllleMy IIPOeKTy myproject.

3apeructpupyemcs Kak 1osnb3oBaTesb developer:

[root@okd ~]# oc login -u developer
Logged into "https://127.0.0.1:8443" as "developer" using existing
credentials.

You have one project on this server: "myproject"
Using project "myproject".

Terepb mompobyemM co6paTh OEeMOHCTPAIlMOHHOE TMIPWIOXKEHNe
OpenShift «Hello World» Ha si3pike TiporpammupoBaHusi Ruby:

[root@okd ~]# oc new-app https://github.com/openshift/ruby-hello-world.git
--> Found Docker image e42d@dc (9 months old) from Docker Hub for "centos/
ruby-22-centos7"

Ruby 2.2 available as container is a base platform for building and
running various Ruby 2.2 applications and frameworks. Ruby is the interpreted
scripting language for quick and easy object-oriented programming. It has
many features to process text files and to do system management tasks (as in
Perl). It is simple, straight-forward, and extensible.

Tags: builder, ruby, ruby22

* An image stream tag will be created as "ruby-22-centos7:latest" that
will track the source image
* A Docker build using source code from https://github.com/openshift/
ruby-hello-world.git will be created
* The resulting image will be pushed to image stream tag "ruby-hello-
world:latest"
* Every time "ruby-22-centos7:latest" changes a new build will be
triggered
* This image will be deployed in deployment config "ruby-hello-world"
* Port 8080/tcp will be load balanced by service "ruby-hello-world"
* Other containers can access this service through the hostname "ruby-
hello-world"

--> Creating resources ...
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imagestream.image.openshift.io "ruby-22-centos7" created
imagestream.image.openshift.io "ruby-hello-world" created
buildconfig.build.openshift.io "ruby-hello-world" created
deploymentconfig.apps.openshift.io "ruby-hello-world" created
service "ruby-hello-world" created
--> Success
Build scheduled, use 'oc logs -f bc/ruby-hello-world' to track its
progress.
Application is not exposed. You can expose services to the outside world
by executing one or more of the commands below:
'oc expose svc/ruby-hello-world'
Run 'oc status' to view your app.

OpHa KOMaHza Jaja HaM JOCTATOUYHO GOJbIION 1 MHGOPMAaTUBHBIN
BbIBOJ. ITombITaeMcst pa3o6paThCs, YTO IMTPOU3OIILIO.

VTunura oc 06paTuiach K 3aJaHHOMY perno3uTopuio koma Ha GitHub,
rae Hatia Dockerfile, mocie aToro oc Mcmoab30Baia Tak Ha3bIBaEMYIO
«cTpaTternio» Docker. [IpyrMM BapuaHTOM CTpPATeruMu MOXKET ObITh
source, Korga HeoO6XoaMMo co6paTh MPUIOKEHME U3 MCXOIHOTO KOa.
IMocmoTtpum Ha Dockerfile:

FROM centos/ruby-22-centos7

USER default

EXPOSE 8080

ENV RACK_ENV production

ENV RAILS_ENV production

COPY . /opt/app-root/src/

RUN scl enable rh-ruby22 "bundle install"

CMD ["scl", "enable", "rh-ruby22", "./run.sh"]

USER root
RUN chmod og+rw /opt/app-root/src/db
USER default

BakHO OTMETHUTB, UTO 110 yMomuaHuio OpenShift 3amnpernaeT 3amyck
TIPWIOKEHUIT B KOHTEIHepax Mojb3oBareneM root. B kauectBe 6a3o-
BOTO 00pasa UCTIoTb3yeTcst centos/ruby-22-centos7. Buns ato, yruaura
0C CO3[IaeT CrelMaabHblii 06BEKT MO, Ha3BaHueM Image Stream, yka-
3bIBAIONINIT Ha 06pas, U 3arpy>kaeT 6a30BbIit 00pa3 BO BCTPOEHHbIN pe-
ectp OpenShift. TTocMoTpuM omycaHue 3TOTO 0ObEKTA:

[root@okd ~]# oc describe is ruby-22-centos7

Name: ruby-22-centos7
Namespace: myproject

Created: 32 minutes ago
Labels: app=ruby-hello-world

Annotations: openshift.io/generated-by=0penShiftNewApp
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openshift.io/image.dockerRepositoryCheck=2019-03-
02T716:04:10Z

Docker Pull Spec: 172.30.1.1:5000/myproject/ruby-22-centos7
Image Lookup: local=false

Unique Images: 1

Tags: 1

latest

tagged from centos/ruby-22-centos7

* centos/ruby-22-centos7@
sha256:a18c8706118a5c4c9f1adf045024d2abf06ba632b5674b23421019ee4d3edcae
32 minutes ago

O6mbekThl Image Stream MCITOMB3YIOTCS AJISI OTCIEKMBAHUST BEPCUit
06pa3oB, U B ciaydyae oOHOBJIeHMsT 6a3oBoro ob6pasa OpenShift mo-
SKeT aBTOMATUUECKY TepecobpaTh M pa3BepHYTh MPWIOKEHNe, KOTO-
poe Ha HeM OCHOBaHO. YcraHoBIIMK OpenShift cosmaeT HecKoNbKO is
B IIpOCTpaHCTBe uMeH openshift Bo BpeMs ycTaHOBKM:

[root@okd ~]# oc get is -n openshift

NAME DOCKER REPO TAGS

UPDATED

dotnet 172.30.1.1:5000/openshift/dotnet 2.0,latest

About an hour ago

httpd 172.30.1.1:5000/openshift/httpd 2.4,latest

About an hour ago

jenkins 172.30.1.1:5000/openshift/jenkins latest,1,2

About an hour ago

mariadb 172.30.1.1:5000/openshift/mariadb 10.1,10.2,latest
About an hour ago

wildfly 172.30.1.1:5000/openshift/wildfly 10.1,11.0,12.0 + 5
more. .. About an hour ago

s coopku o6pasa KoHTeltHepa 6bl1 co3maH o6bekT Build Config
(bc), KOTOPBIE OTBEUAET 3a ITOT Ipoliecc. [TIocMOTPUM ero onucaHue:

[root@okd ~]# oc describe bc ruby-hello-world

Name: ruby-hello-world
Namespace: myproject

Created: 37 minutes ago
Labels: app=ruby-hello-world

Annotations: openshift.1o/generated-by=0penShiftNewApp
Latest Version: 1

Strategy: Docker
URL: https://github.com/openshift/ruby-hello-world.git
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From Image: ImageStreamTag ruby-22-centos7:latest
Output to: ImageStreamTag ruby-hello-world:latest

Bei6panHast ctpaterust — Docker, u st co6paHHoro o6pasa 6ymer
cosnaH Image Stream mop HazBaHueMm ruby-hello-world. I[TpoBepsiem,
yTo Image Stream 1oz yKa3aHHBIM MMeHeM ObLT CO3/1aH:

[root@okd ~]# oc get is

NAME DOCKER REPO TAGS

UPDATED

ruby-22-centos7 172.30.1.1:5000/myproject/ruby-22-centos7 latest 43
minutes ago

ruby-hello-world 172.30.1.1:5000/myproject/ruby-hello-world latest 42
minutes ago

Ec/iit BepHYThCS K ITOCIEOHMM CTPOKaM BbIBOZA TIOC/I€ KOMAaHIbI OC
new-app, TO MOKHO YBMIETh, YTO HA OCHOBaHMM KOHGUTYpaluu c60p-
ki (Build Config) 6pu1a 3arutanmpoBaHa c6opka (Build). Bor aTa cTpoka:

Build scheduled, use 'oc logs -f bc/ruby-hello-world' to track its progress.

OpenShift mpegaraet mpocieauTb 3a X0O0M BBITTOJTHEHMS COOPKU
Mpy TTOMoOIM KoMaHbI oc logs -f bc/ruby-hello-world, uem mbI 1 Boc-
mojib3yemcsi. iHdopmaliyst py 9TOM BhIBOIMUTCSI Ha KOHCOJb B peaslb-
HOM BPEMEHMN:

[root@okd ~]# oc logs -f bc/ruby-hello-world
Cloning "https://github.com/openshift/ruby-hello-world.git" ...
Commit: 787f1beae9956c959c6af62ee43bfdda73769cf7 (Merge pull request
#78 from bparees/v22)
Author: Ben Parees <bparees@users.noreply.github.com>
Date: Thu Jan 1717:21:032019 -0500
Replaced Dockerfile FROM image centos/ruby-22-centos7
Step 1/13 : FROM centos/ruby-22-centos7@
sha256:a18c8706118a5c4c9f1adf045024d2abf06ba632b5674b23421019ee4d3edcae
---> e42d0dccfo73
Step 2/13 : USER default
---> Using cache
---> 012fe48626f4
Step 3/13 : EXPOSE 8080
---> Using cache
---> 35f93ff4038d

Step 11/13 : USER default
---> Using cache
---> ddcb4ea6ead?
Step 12/13 : ENV "OPENSHIFT_BUILD_NAME" "ruby-hello-world-1" "OPENSHIFT_
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BUILD_NAMESPACE" "myproject" "OPENSHIFT BUILD SOURCE" "https://
github.com/openshift/ruby-hello-world.git" "OPENSHIFT_BUILD_COMMIT"
"787f1beae9956c959c6af62ee43bfdda73769cf7"

---> Using cache

---> e9a4ed58d09a
Step 13/13 : LABEL "{o.openshift.build.commit.author" "Ben Parees \
u@03cbparees@users.noreply.github.com\u003e" "io.openshift.build.commit.
date" "Thu Jan 1717:21:032019 -0500" "io.openshift.build.commit.id"
"787f1beae9956c959c6af62ee43bfdda73769cf7" "10.openshift.build.commit.
message" "Merge pull request #78 from bparees/v22" "io.openshift.build.
commit.ref" "master" "io.openshift.build.name" "ruby-hello-world-1" "io.
openshift.build.namespace "y

myproject" "io.openshift.build.source-location
"https://github.com/openshift/ruby-hello-world.git"
---> Using cache
---> 432acc07bedl
Successfully built 432acc07bed1
Pushing image 172.30.1.1:5000/myproject/ruby-hello-world:latest ...
Pushed 0/12 layers, 17% complete

Pushed 12/12 layers, 100% complete
Push successful

C6opka oTpaboTaja yCIellHo, ¥ COOpaHHbI 06pa3 IMoIaa BO BHY-
TPEHHUIT peecTp, Ha KOTOPbIi cchbllaeTcss 00beKT Tuma Image Stream
mon, Ha3BaHMeM ruby-hello-world. [TocMOTpMM Ha CIIMCOK COOPOK:

[root@okd ~]# oc get build

NAME TYPE FROM STATUS STARTED

DURATION

ruby-hello-world-1  Docker Git@787f1be  Complete  About an hour ago
58s

OnuH-enyHCTBeHHbI Build, 3aBepimmBIIMiics ycrnenrHo. Bo3Bpa-
1aemMcs K BbIBOJY KOMaHAbl OC new-app ¥ CMOTPMM Ha ClIeayruue
CTPOKU:

* This image will be deployed in deployment config "ruby-hello-world"
* Port 8080/tcp will be load balanced by service "ruby-hello-world"

* Other containers can access this service through the hostname "ruby-
hello-world"

[Tocime c60pkM TpMIOKeHUsT ObLT CO3MAaH HOBBIN 00beKT Deploy-
ment Config c umenem ruby-hello-world. Deployment Config (dc) — aTo
00GbEKT, KOTOPBIH C HEKUM MPUGTVKEHMEM MOXHO Ha3BaTh aHAJIOTOM
Deployment B Kubernetes. O6bekT Deployment Configuration (dc)
MIpefCcTaBIsieT co00ii omucanne pod-Momy/eit, Co3aBaeMbIX U3 OHO-
ro M TOTO ke obpa3a KoHTeitHepa. [lyig cosgaHHbIX pod-Momyieit dc
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ToAAep>KUBaeT MPOoCTeiimii MmexaHn3m continuous delivery (Herpe-
PBIBHOIT TOCTaBKU) M 00HOBIeHMIT. Takum o6pasom, Deployment Con-
fig obnamaet 66nbIIMM pyHKIIVIOHATIOM, YUeM Deployment. [TocMOTpuM
Ha 3TOT OObEKT:

[root@okd ~]# oc describe dc ruby-hello-world

Name: ruby-hello-world
Namespace: myproject

Created: About an hour ago
Labels: app=ruby-hello-world

Annotations: openshift.io/generated-by=0penShiftNewApp
Latest Version: 1

Selector: app=ruby-hello-world,deploymentconfig=ruby-hello-world
Replicas: 1
Triggers: Config, Image(ruby-hello-world@latest, auto=true)
Strategy: Rolling
Template:
Pod Template:

Labels: app=ruby-hello-world

deploymentconfig=ruby-hello-world
Annotations: openshift.io/generated-by=0penShiftNewApp

Containers:
ruby-hello-world:
Image: 172.30.1.1:5000/myproject/ruby-hello-world@
sha256:4dd3cc727e3c6261502f1346b09c9a381a68904421f066736271e2a245aed87a
Port: 8080/TCP
Host Port: 0/TCP
Environment: <none>
Mounts: <none>
Volumes: <none>

Deployment #1 (latest):

Name: ruby-hello-world-1

Created: about an hour ago

Status: Complete

Replicas: 1 current / 1 desired

Selector: app=ruby-hello-world,deployment=ruby-hello-world-
1,deploymentconfig=ruby-hello-world

Labels: app=ruby-hello-world,openshift.io/deployment-config.

name=ruby-hello-world
Pods Status: 1 Running / @ Waiting / 0 Succeeded / 0 Failed

Events:

Type Reason Age From
Message
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Normal DeploymentCreated 57m deploymentconfig-controller
Created new replication controller "ruby-hello-world-1" for version 1

Kaxk MbI BMAMM, Yy HacC JO/DKHA ObITh OfHA PeILIMKa, TO €CThb OfVH
pod-mMopyib ¢ COGpaHHbBIM MTPUIOSKEHIEM :

[root@okd ~]# oc get pod

NAME READY STATUS RESTARTS  AGE
ruby-hello-world-1-7vd59 1/1 Running 0 59m
ruby-hello-world-1-build 0/1 Completed 0 1h

[ToMMrMO pa3sBepHYTOTO MpuaoKeHust, B pod-momyne ruby-hello-
world-1-7vd59 mb1 Bunum orpaborasiryio c6opky ruby-hello-world-1-
build. Bosppalaemcst K BBIBOY OC new-app:

service "ruby-hello-world" created

Application is not exposed. You can expose services to the outside world
by executing one or more of the commands below:
'oc expose svc/ruby-hello-world'

bout co3man cepuc ruby-hello-world, 1, 4151 TOro 4TO6BI ATH K HEMY
IOCTYII CHApYK! KJacTepa, HeoOXOIMMO IaTh KOMaHIy OC eXpose svc/
ruby-hello-world. [TpoBepum HanMuMe cepBuUca:
[root@okd ~]# oc get svc ruby-hello-world

NAME TYPE CLUSTER-IP EXTERNAL-IP  PORT(S) AGE
ruby-hello-world ClusterIP  172.30.140.35 <none> 8080/TCP  1h

IMocMOTpeTh Ha BCe CO3JaHHbIE B IIPOEKTE PECypChbl MOKHO KOMaH-
nmoii oc get all:

[root@okd ~]# oc get all

NAME READY STATUS RESTARTS  AGE
pod/ruby-hello-world-1-7vd59 1/1 Running 0 1h
pod/ruby-hello-world-1-build /1 Completed 0 1h

NAME DESIRED  CURRENT  READY AGE
replicationcontroller/ruby-hello-world-1 1 1 1 1h
NAME TYPE CLUSTER-IP EXTERNAL-IP  PORT(S)
AGE

service/ruby-hello-world ClusterIP 172.30.140.35 <none> 8080/

TCP  1h
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NAME REVISION  DESIRED
CURRENT  TRIGGERED BY

deploymentconfig.apps.openshift.io/ruby-hello-world 1 1 1
config,image(ruby-hello-world:latest)

NAME TYPE FROM LATEST
buildconfig.build.openshift.io/ruby-hello-world Docker Git 1

NAME TYPE FROM STATUS
STARTED DURATION

build.build.openshift.io/ruby-hello-world-1  Docker Git@787f1be
Complete  About an hour ago 58s

NAME DOCKER REPO

TAGS UPDATED

imagestream.image.openshift.io/ruby-22-centos7 172.30.1.1:5000/myproject/
ruby-22-centos? latest About an hour ago
imagestream.image.openshift.io/ruby-hello-world 172.30.1.1:5000/myproject/
ruby-hello-world latest About an hour ago

[TocimemyeM coBeTY B KOHIIE BbIBOIA YTYJIMTBI OC NEW-app ¥ OTKPOEM
MIPUJIOKeHMEe BHEITHEMY MUPY:

[root@okd ~]# oc expose svc/ruby-hello-world
route.route.openshift.io/ruby-hello-world exposed

IIpu 3TOM €O3[aCTCsT 0OBEKT, TAKKe OTCYTCTBYIOLMI B Kubernetes,
- Route. Ero HazHauenue aHanornuHo Kubernetes Ingress controller:

[root@okd ~]# oc get route

NAME HOST/PORT PATH
SERVICES PORT TERMINATION  WILDCARD

ruby-hello-world  ruby-hello-world-myproject.127.0.0.1.nip.10
ruby-hello-world 8080-tcp None

OcTasoch MPOBEPUTD PAOOTY MPWIIOKEHMSI. Apec, KOTOPbI MbI y3-
Ha/I 13 BBIBOJA OC get route:

[root@okd ~]# curl http://ruby-hello-world-myproject.127.0.0.1.nip.10/
<!DOCTYPE html>
<html>

<title>Hello from OpenShift v3!</title>
</head>
<body>
<div class="page-header" align=center>
<h1> Welcome to an OpenShift v3 Demo App! </h1>
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Ha puc. 8.2 II0OKa3aHO, KaK BBIIVIAOUT Hallle IIPpUJIOKeHNE B BeO-
KOHCOJIN.

ERE @ & hps//127.003:8443/console/project/myproject/overview RECR LMo =

.......

ruby-hello-world et 0ject127.00.1.nipio

@

ruby-hello-world, #1

project.127.0.0.1.nip.io
8080:4¢p

Puc. 8.2 « Mpunoxexue ruby-hello-world B Be6-koHconn OpenShift

Vhanum Bce pecypchl HaIIero TECTOBOTO MPOEeKTa. Bocmosb3yemcst
teM, uro OpenShift aBToMaTnuecky NpuUCBaMBaeT pecypcaM METKY
C MMeHeM npuiaokeHust. B Hamem crydae sto ruby-hello-world:

[root@okd ~]# oc delete all -1 app=ruby-hello-world

pod "ruby-hello-world-1-7vd59" deleted

replicationcontroller "ruby-hello-world-1" deleted

service "ruby-hello-world" deleted
deploymentconfig.apps.openshift.io "ruby-hello-world" deleted
buildconfig.build.openshift.io "ruby-hello-world" deleted
build.build.openshift.io "ruby-hello-world-1" deleted
imagestream.image.openshift.io "ruby-22-centos7" deleted
imagestream.image.openshift.io "ruby-hello-world" deleted
route.route.openshift.io "ruby-hello-world" deleted

V6enumcst, 4TO B ITPOEKTE HE OCTAIOCh PECYPCOB:

[root@okd ~]# oc get all
No resources found.

CBOPKA NPUNOXEHWI

B mpenpiayiieM pasjesie JaHHOI [IaBbl Mbl Ha ITPAKTUKE ITO3HAKOMM-
JIUCh C HECKOJIBKMMM HOBBIMU oO0bekTamy OpenShif, orcyrcrByrony-
My B Kubernetes. PaccmoTpum ux 6os1ee moapo6Ho. HauneMm ¢ pecypca
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Build Config (bc), onuchiBaroero To, Kak J0IKHA MPOUCXOIUTDb COOP-
Ka MpuIoskeHusl. JJaHHbI pecypc UCII0/Ib3yeTcsl BCTpOeHHbIM B Open-
Shift komnonenTom Source-to-Image (S2I) [2].

Kaxk 6b1710 CKa3aHO BBIIIIe, IPU ITOM IIPUMEHSIETCST OVH U3 BapuaH-
TOB CTPATeruu COOPKNU:

O Docker - B paMKax 3TOii CTpaTeruyu 3aITyCKaeTcsl KOMaHIa
docker build myis co3ganust HoBoro o6pasa. [Ijist cOOpKU Tpe-
6yeTtcst, uTo6b1 Dockerfile u Bce Heo6xomumbie apTedakThl ObLIN
IOCTYTIHBI B git-perosuropnuu. Komauga docker build orpabatsi-
BaeT B CIEIMaJbHO 3alyckaeMoM pod-Mopmyse ¢ MMeHeM BUIa
UMS_TIPUJIOKEeHUSI-HOMep _cOopKu-build;

O Source - maHHas cTpaTerus MpegHasHaueHa il co3aaHus 06-
pa3a KOHTeliHepa U3 UCXOAHOTO Koda mpuioxeHus. [Ipu atom
OpenShift momemniaeT Kom B COBMECTUMBIN C SI3bIKOM ITPOTPaM-
MMUpOBaHMs Wiu ppeiiMBOPKOM cO0POUHBI 00pas;

Pipeline - HOBbINT 06pa3 co3maeTcs Mpy MOMOIIY ITOAK/I0UYAe-
Moro Moy Jenkins pipeline;

Custom — pa3paboTuMK MOXKET OIPEIeTUTh CBO COOGCTBEHHBbI
06pas a5t COOpKYM MPWIOKEHUSI. ITO caMasi TMOKasi CTpaTerus
COOPKIU.

Kak mpaBwio, KoHurypauus c60pku cosgaercst 160 KOMaHI0i
oc new-app, Jinbo uepe3 BeG-KOHCOJIb, JINOO M3 KOMAaHAHON CTPOKU
KOMaHzoi oc create -f u 3agannem mytu K daitny B dopmare YAML
unu JSON.

Ins pa6orel ¢ Build Config cosmagum erne OmHO MTPUIOKEHMUE,
Ha 9TOT pa3 IPU MMOMOIIY CTPATETUM SOUICE:

[root@okd ~]# oc new-app https://github.com/openshift/nodejs-ex
--> Found image 93de123 (4 months old) in image stream "openshift/nodejs"
under tag "10" for "nodejs"

Node.js 10.12.0

Tags: builder, nodejs, nodejs-10.12.0

* The source repository appears to match: nodejs
* A source build using source code from https://github.com/openshift/
nodejs-ex will be created
* The resulting image will be pushed to image stream tag "nodejs-
ex:latest"
* Use 'start-build' to trigger a new build
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* This image will be deployed in deployment config "nodejs-ex"
* Port 8080/tcp will be load balanced by service "nodejs-ex"
* Other containers can access this service through the hostname
"nodejs-ex"

--> Creating resources ...
imagestream.image.openshift.io "nodejs-ex" created
buildconfig.build.openshift.io "nodejs-ex" created
deploymentconfig.apps.openshift.io "nodejs-ex" created
service "nodejs-ex" created
--> Success
Build scheduled, use 'oc logs -f bc/nodejs-ex' to track its progress.
Application is not exposed. You can expose services to the outside world
by executing one or more of the commands below:
'oc expose svc/nodejs-ex'
Run 'oc status' to view your app.

ITposepum, uto Build Config orpaboran ycreniHo:

[root@okd ~]# oc logs -f bc/nodejs-ex
Cloning "https://github.com/openshift/nodejs-ex" ...

Commit: e59fe7571f883db2ae2e53d555aef6d145c6f032 (Merge pull request
#206 from liangxia/okd)

Author: Honza Horak <hhorak@redhat.com>

Date:  Tue Oct 1615:45:102018 +0200
Using 172.30.1.1:5000/openshift/nodejs@
sha256:3cc041334eef8d5853078a0190e46a2998a70ad98320db512968f1de®561705¢e as
the s21 builder image
tar: scripts: time stamp 2019-03-0614:46:44 is 0.098446386 s in the future

Pushing image 172.30.1.1:5000/myproject/nodejs-ex:latest ...

Push successful

V6enyumcst, uTo pod-mMomyib 3anyiieH 1 uTo Build orpa6oTan ycmer-
HO:

[root@okd ~]# oc get pod

NAME READY STATUS RESTARTS  AGE
nodejs-ex-1-build 0/1 Completed @ 2m
nodejs-ex-1-mgv2d  1/1 Running 0 im

[Toka mpUCYTCTBYET TOIBKO ofMH 00bekT Build Config, n ero mocnen-
HMI1 HOMED — eIVHUIIA:
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[root@okd ~]# oc get bc
NAME TYPE FROM LATEST
nodejs-ex  Source Git 1

IMocmoTpuMm Ha cam o6bekT Build Config. [ijist ymo6cTBa obpareHnst
K CTPOKaM IepeHanpaBMM BbIBOJ KOMaHIbI OC B YTWIKTY nl, KoTopast
I06GaBUT HOMEpa CTPOK:

[root@okd nodejs-ex]# oc get bc nodejs-ex -o yaml | nl

1 apiVersion: build.openshift.io/v1

2 kind: BuildConfig

3 metadata:

4 annotations:

5 openshift.io/generated-by: OpenShiftNewApp

6 creationTimestamp: 2019-03-07T08:28:37Z

7 labels:

8 app: nodejs-ex

9 name: nodejs-ex

10 namespace: myproject

11 resourceVersion: "6414"

12 selfLink: /apis/build.openshift.io/v1/namespaces/myproject/
buildconfigs/nodejs-ex

13 uid: 01545677-40b3-11e9-967c-08002766cc3f

14 spec:

15 failedBuildsHistoryLimit: 5

16 nodeSelector: null

17 output:

18 to:

19 kind: ImageStreamTag
20 name: nodejs-ex:latest

21 postCommit: {}

22 resources: {}

23 runPolicy: Serial
24 source:

25 git:

26 uri: https://github.com/openshift/nodejs-ex
27 type: Git

28 strategy:

29 sourceStrategy:

30 from:

31 kind: ImageStreamTag

32 name: nodejs:10

33 namespace: openshift

34 type: Source
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35 successfulBuildsHistoryLimit: 5
36 triggers:

37 - github:

38 secret: VJhurL_mWDZsUJev8fT-

39 type: GitHub

40 - generic:

41 secret: J19fu761VuizQocrzqrz

42 type: Generic

43 - type: ConfigChange

44 - imageChange:

45 lastTriggeredImageID: 172.30.1.1:5000/openshift/nodejs@
sha256:3cc041334eef8d5853078a0190e46a2998a70ad98320db512968f1de®561705e

46 type: ImageChange

47 status:

48 lastVersion: 1

ITpokOoMMeHTUPYeM JUCTUHT:

CTpOKa 2 — TUII pecypca;

cTpoka 9 — ums pecypca Build Config;

ctpoka 10 — MpoeKT, B KOTOPOM CO3JaH Pecypc;

cTpoka 23 — runPolicy ompepmensiet, MOXeT M cOOpPKA KOMITO-
HEHTOB CTAapTOBaTh MapasuiesibHO. Serial o3HauaeT, yTO c60pKa
IOJDKHA ITPOUCXOIUTD MTOC/IeA0BATETBHO;

CTpOKM 24-27 — rae pacrosiaraeTcst MCXOAHBIN KO ;

CTPOKU 36—46 — ONpenensiioT TPUTTEPDI, 3aITyCKAIOIIie HOBYIO
c6opKy. B Hamem cryuae ux Tpu. [IBa — C ceKpeTamMi, CreHepupo-
BaHHbIMM OpenShift. BHemHye MpuIosKeHMSI MOTYT MUCIIONTb30-
BaTh 3TU CEKPEThI Kak yacTh webhook URL myist 3armmycka cOOpKu.
TpeTwuit TpUrrep — 3TO OTC/IEKMBAHNE U3MEHEHNST 00pa3a KOH-
TeiiHepa.

000

©0

[Toka y Hac MPUCYTCTBYET TOJIBKO OfHA COOPKa:

[root@okd ~]# oc get builds
NAME TYPE FROM STATUS STARTED DURATION
nodejs-ex-1  Source Git@e59fe75 Complete 3 minutes ago  1mi18s

Ha puc. 8.3 u 8.4 mpuBenmeHo, kak Boirsiaut Build Config u mocnen-
Huit Build B Be6-koHconu OpenShift.



(bopka npunoxeHuii 173

-9 a n@o =

£ c o @ & https://127.00.1:8443/console/project/myproject/browse/builds/nodejs-ex?tab=config

Buids > nodejs-ex

nodejs-ex StartBuild | | Actions
Details Triggers  Leam wiore
Manual (CLI): oc start-build nodejs-ex -n myproject L)
Puc. 8.3 «+ O6vekT Build Config B Be6-koHconn OpenShift
L c @ ® & https;//127.0.0.1:8443/console/project/myproject/browse/b nodejs-ex/nodejs-ex-12tab=d - @0 neo =

nodejs-ex-1

app buildconfg openshiftiofbuild-configname
Details ~ Environment  Logs  Events

Status

Status:
Started: 19
o

0 - Mar 6, 2019 3:45:53 PM

Triggered By
Configuration

Build Srategy: Source
B ge:

Puc. 8.4 < O6vekT Build B Be6-koHconun OpenShift

M3MeHMM KO, HaIIero IMPWIOKEeHNS 1 3aITyCTUM ITOBTOPHYI0 COOPKY
BpPYYHYIO. [IJIS1 3TOTO CKayaeM MCXOIHbIN KO, TPUIOKEHNS :
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[root@okd ~]# git clone https://github.com/openshift/nodejs-ex
Cloning into 'nodejs-ex'...

remote: Enumerating objects: 631, done.

remote: Total 631 (delta 0), reused 0 (delta 0), pack-reused 631
Receilving objects: 100% (631/631), 233.74 KiB | 0 bytes/s, done.
Resolving deltas: 100% (244/244), done.

IMomeHsieM TeKcT mpuBeTcTBUS ¢ «Welcome to OpenShift» Ha «Wel-
come to OKD»:

[root@okd ~]# cd nodejs-ex/
[root@okd nodejs-ex]# sed -1 's/Welcome to OpenShift/Welcome to OKD/g' views/
index.html

TToCKOIBKY MBI HE MOYKEM 3aTpPy3UThb Kom 00paTHO Ha Git, BOCIIONb-
3yemcs omiueit --from-dir=, KoTopast MO3BOJISIET CTAPTOBATh COOPKY
"3 3aJaHHO IUPEKTOPUM:

[root@okd nodejs-ex]# oc start-build nodejs-ex --from-dir="." --follow

Uploading directory "." as binary input for the build ...

Uploading finished

build.build.openshift.i0/nodejs-ex-2 started

Receiving source from STDIN as archive ...

Using 172.30.1.1:5000/openshift/nodejs@
sha256:3cc041334eef8d5853078a0190e46a2998a70ad98320db512968f1de0561705¢e as
the s2i builder image

---> Installing application source

---> Building your Node application from source

Pushing image 172.30.1.1:5000/myproject/nodejs-ex:latest ..

Push successful

[IpoBepuMm, UTO TIOCIEIHIIT HOMEpP CO0PKM — TeIepb Ba:

[root@okd nodejs-ex]# oc get bc
NAME TYPE FROM LATEST
nodejs-ex  Source Git 2

B crimcke c60poK y Hac JobaBuIach HOBast CTPOKa:

[root@okd nodejs-ex]# oc get builds

NAME TYPE FROM STATUS STARTED DURATION
nodejs-ex-1  Source Git@e59fe75 Complete 5 minutes ago 1m18s
nodejs-ex-2  Source Binary@e59fe75 Complete 54 seconds ago 33s

Hoxkmemcsi, Korga pod-MOAy/Tb C TIPUIOKeHMEM 3aITyCTUTCS :
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[root@okd nodejs-ex]# oc get pods

NAME READY STATUS RESTARTS  AGE
nodejs-ex-1-build 0/1 Completed 0 5m
nodejs-ex-2-build 0/1 Completed 0 im
nodejs-ex-2-klbwx 1/1 Running 0 32s

OTKpOeM JIOCTYII K MPUJIOKEHMIO, CO3/1aB 06bEKT Route:

[root@okd nodejs-ex]# oc expose svc nodejs-ex
route.route.openshift.io/nodejs-ex exposed

IlaHHBII 0OBEKT MpeAcTaB/seT coboii MMsI XocTa, KoTtopoe Open-
Shift pacmosHaeT Kak TOUKY MOAKIIIOUEHMs] K MMUKpocepBucy. Ompe-
nmenum URL, 0 KOTOPOMY IOCTYITHO TIPUJIOKEHME, ¥ TIPOBEPUM, UTO
BbIJAeTCs Hallla M3MeHeHHas cTpoka «Welcome to OKD»:

[root@okd nodejs-ex]# oc get route

NAME HOST/PORT PATH SERVICES PORT
TERMINATION  WILDCARD

nodejs-ex nodejs-ex-myproject.127.0.0.1.nip.10 nodejs-ex
8080-tcp None

[root@okd nodejs-ex]# curl nodejs-ex-myproject.127.0.0.1.nip.10 | grep OKD

<title>Welcome to OKD</title>

Mapuipyt (Route) coemmusier BHewHuil IP-ampec um ums xocra
¢ BHyTpeHHUM [P-agpecom cepsuca. Cam mMapuipyTU3aTOp peann3o-
BaH Ha 6a3e HAProxy. Bl MoXkeTe HaifTy pod-MOAy/Ib C UMEHeM rout-
er B ripoekTe default. [Iyis1 KoppeKkTHOrO paspelieHust umenu Ha DNS-
cepBepe IOKeH ObITh HACTPOeH Tak HasbiBaeMblii wildcard domain.
NHbpIMM CciOBaMM, BCe MMeEHa OIpeNeIeHHOTO TOAA0MeHa TOKHbI
pasperniatbcs B IP-ampeca GamaHcupoBinuka Harpysku OpenShift.
B Hamiem TecTOBOM KjlacTepe 3TO peajiM30BaHO Mpolile, MPU TOMOIIN
cepsuca nip.io [3].

IMpomeMOHCTPUPYEM, KaK MOKHO 3aITyCTUTb COOPKY M3BHe Open-
Shift mpu momournu webhook. Omnpenenum URL, Mo KOTOPOMY HeoO6-
XOOMMO OOPATUTBCS IJIsT 3aIycka HOBOW cOopKu. Mickomblii Webhook
Generic BbIfiesieH B BbIBOJIE:

[root@okd nodejs-ex]# oc describe bc nodejs-ex

Name: nodejs-ex
Namespace: myproject
Created: 2 hours ago

Labels: app=nodejs-ex
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Annotations: openshift.io/generated-by=0penShiftNewApp
Latest Version: 2

Strategy: Source

URL: https://github.com/openshift/nodejs-ex
From Image: ImageStreamTag openshift/nodejs:10
Output to: ImageStreamTag nodejs-ex:latest

Build Run Policy: Serial

Triggered by: Config, ImageChange

Webhook GitHub:

URL: https://127.0.0.1:8443/apis/build.openshift.io/v1/namespaces/
myproject/buildconfigs/nodejs-ex/webhooks/<secret>/github
Webhook Generic:

URL: https://127.0.0.1:8443/apis/build.openshift.io/v1/
namespaces/myproject/buildconfigs/nodejs-ex/webhooks/<secret>/generic
AllowEnv: false
Builds History Limit:
Successful: 5
Failed: 5
Build Status Duration Creation Time
nodejs-ex-2 complete 33s 2019-03-0709:33:22 +0100 CET
nodejs-ex-1 complete 1m18s 2019-03-0709:28:38 +0100 CET

Cekper, KOTOPbIii HEO6XOIMMO MOICTABUTb BMecTo <secret> B URL,
BO3bMEM U3 CTPOKM ITOJl HOMepoM 41 B BblllleNpUBeIeHHO pacreyar-
ke Build Config. Beimonusiem komanay POST 1o chopmupoBaHHOMY
Takum o6pasom URL:

[root@okd nodejs-ex]# curl -X POST -k https://127.0.0.1:8443/apis/build.

openshift.io/v1/namespaces/myproject/buildconfigs/nodejs-ex/webhooks/
J19fu761VuizQocrzqrz/generic

[IpoBepsieM, UTO CTapTOBaJIa HOBast COOPKa:

[root@okd nodejs-ex]#oc get builds

NAME TYPE FROM STATUS STARTED DURATION
nodejs-ex-1  Source Git@e59fe75 Complete 2 hours ago 1mi8s
nodejs-ex-2  Source Binary@e59fe75 Complete 2 hours ago 33s
nodejs-ex-3  Source Git Pending

CrycTst HEKOTOpOe BpeMsI OyzeT 3aITyleH HOBbI pod-MoIgyib Mpu-
JIOSKEHUSI:

[root@okd nodejs-ex]# oc get pod

NAME READY STATUS RESTARTS  AGE
nodejs-ex-1-build 0/1 Completed 0 1h
nodejs-ex-2-build 0/1 Completed 0 1h
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nodejs-ex-3-build 0/1 Completed 0 im
nodejs-ex-3-hzc2k 1/1 Running 0 19s

Ha puc. 8.5 mpuBemeHo, KaK UCTOpUs COOPOK BBIIIIOAUT B BeO-
KoHcom OpenShift.

%= c @ @ & hitps//127.0.0.1:8443/console/project/myproject/browse/builds/nodejs-ex?tab=histor o n o =

Bulds

nodejs-ex

nodejs-ex startBuild | | Actions v

P

History | Configuration  Environment  Events

v Build #3 is complete. View Log
started 4 minutes 3go

Puc. 8.5 «+ Uctopusa cbopok B Beb-koHconn OpenShift

PABOTA ¢ WABNOHAMKU OPENSHIFT

O6mbekT non, Ha3BaHMueM Template (11a6710H) onpenensetT Habop mapa-
MeTPU3MPOBAHHBIX 0ObEKTOB, Ha BbIXO/IE€ CO3MAIOIINII CIIMCOK 0OBEK-
ToB B OpenShift. Takum 06pasomM, MOKHO OObEIVHUTDH BCE OOBEKTHI,
HeoOXoAMMble IJIST CO3MaHMs MPUIOKEHMs, ¥ BbI3bIBATb UX C HEO0O-
XOAVIMBIMM TIapaMeTpaM¥y, Moydyass pas3IMuHble SK3eMIUISIPhI OJHO-
TO ¥ TOTO K& MPWIOKEHMS. 3aITyCKaTh MIabJI0HBI, NWHBIMU CJIOBAMM,
VHUIIMUPOBATh CO3[IaHME OMMCAHHBIX B HUX OOBEKTOB, MOXKHO KaK
13 KOMaHIHOJ CTPOKM, TaK U U3 Be6-KoHcomu. [1Ia6IoHbI MOSKHO CO3-
nmaBatb B YAML uau JSON, a manee sarpyskaThb B BbIOPAHHbBIN ITPOEKT
TIpY IIOMOIIY KOMaH/bI oc create -f.

B kommiekTe ¢ OpenShift yske uaet Ha6op M1a6I0HOB, KOTOPI MO-
SKeT TTOMOYb pa3paboTurKam ObICTPO CO30aBaTh IMIPWIOKEHNS HA pas-
JIMYHBIX SI3bIKaX MPOrpaMMupoBaHus. I1o ymMoauaHuio 1mabaoHbI 3a-
TpY’KeHbI B TTpoekT openshift:

[root@okd ~]# oc get templates -n openshift

NAME DESCRIPTION

PARAMETERS OBJECTS

cakephp-mysql-persistent An example CakePHP application with a MySQL
database. For more information ab... 20 (4 blank) 9
dancer-mysql-persistent An example Dancer application with a MySQL



178 [nasa 8. 3Hakomcteo ¢ OpenShift u OKD

database. For more information abo... 17 (5 blank) 9
django-psql-persistent An example Django application with a PostgreSQL
database. For more informatio... 20 (5 blank) 9

jenkins-ephemeral Jenkins service, without persistent storage....

7 (all set) 6

jenkins-pipeline-example This example showcases the new Jenkins Pipeline
integration in OpenShift,... 16 (4 blank) 8

mariadb-persistent MariaDB database service, with persistent storage.
For more information about... 9 (3 generated) 4

mongodb-persistent MongoDB database service, with persistent storage.
For more information about... 9 (3 generated) 4

mysql-persistent MySQL database service, with persistent storage.
For more information about u... 9 (3 generated) 4
nodejs-mongo-persistent An example Node.js application with a MongoDB
database. For more information... 19 (4 blank) 9
postgresql-persistent PostgreSQL database service, with persistent
storage. For more information ab... 8 (2 generated) 4
rails-pgsql-persistent An example Rails application with a PostgreSQL
database. For more information... 21 (4 blank) 9

Ckavaem ¢ GitHub npumep 6osiee mpoctoro ma6ioHa, 4eM 3arpy-
SKeHHbIE aBTOMATUYECKIN:

[root@okd ~]#wget https://raw.githubusercontent.com/openshift/origin/master/
examples/db-templates/mysql-ephemeral-template. json

IaHHbBI pUMep MPeCTaBiseT coO0i MIa6MOH Iyist 3aImycKka 6asbl
nmanHbix MySQL 6e3 mocTostHHOTO XpaHwuia. Co3aaium HOBBIi TTPo-
€KT ¥ 3aTPy3¥M B HErO CKauaHHbIi mabioH B popmare JSON:

[root@okd ~]# oc new-project mytemplates
Now using project "mytemplates" on server "https://127.0.0.1:8443".

[root@okd ~]# oc create -f mysql-ephemeral-template.json
template.template.openshift.io/mysql-ephemeral created

[TpoBepuM, UTO 1IAGJIOH 3arPysKeH:
[root@okd ~]# oc get template

NAME DESCRIPTION

PARAMETERS O0BJECTS

mysql-ephemeral  MySQL database service, without persistent storage. For
more information abou... 8 (3 generated) 3

Kak BMIHO 13 OIMCaHMS, JaHHBII TA0JI0H COIMEPKUT 8 TapaMeTpoB,
13 KOTOPBIX TPU MOTYT ObITh Cr€HEepPMPOBAHbI aBTOMATUYECKU, U CO3-
naet Tpu 06bekTa. 3aHOBO SKCIIOPTUPYEM IAGJIOH, HO YXKe B hopMar
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YAML, 1 TOCMOTPUM Ha €ro OCHOBHbIE YacTu. VI3-3a 60/1bII0T0 06beMa
BBIBOJI, JIMCTMHIA [IPMBEIEH B IPUIOKEeHNM 2:

[root@okd ~]# oc get template mysql-ephemeral -o yaml | nl

[TIpOKOMMEHTUPYEM JIMCTHHT:

O cTpokKa 2 — TuI pecypca;

O cTpoku 5-24 — omIMOHAAbHbIE OMMUCAHUS U aHHOTAIUU. DTU
JaHHbIe UCTIONb3YIOTCS Jis BbIBOZA B BEG-KOHCOIU U B IPYTUX
YTUIIUTAX;

cTpoka 29 — ums pecypca template;

cTpoka 30 — MM IpoeKTa (IIPOCTPAHCTBA MMEH), B KOTOPOM CO3-
IaH 11a6JI0H;

CTpOKa 34 — TYT HAUMHAETCs OIMCaHMe OOBEeKTOB, BXOASIINX
B 11a6s10H. Becero ux tpu;

cTpoka 35 — Hauaso onucaHus oobeKTa Secret;

cTpoka 49 — Havasio onucaHus oo6beKTa Service;

cTpoka 68 - Hauano ommcanust oobekta Deployment Config,
C KOTOPBIM MbI IO3HAKOMMJIMCh B IIEPBOM Da3jelie;

cTpoka 158 — Hauano ompeneneHns IapaMeTpOB.

© 000 O 00

O6paTuTe BHMMAaHME, UYTO BO BCEX OCTAIbHBIX CEKILMSIX MUCIIONb3Y-
I0TCSI IapaMeTphl, OIlpeieJIeHHbIe B CeKLMM parameters. PaccMoTpym
B KauecTBe MpMMepa Mmaposb i 6a3bl JaHHBIX (CTpoku 185-190):

185 - description: Password for the MySQL root user.

186 displayName: MySQL root user Password

187 from: '[a-zA-Z0-9]{16}'

188 generate: expression

189  name: MYSQL_ROOT_PASSWORD

190 required: true

[Tapomnb ucronb3yeTcs AJ1s1 CO3LaHMS CeKpeTa B CTPOKe 47. B repBbIxX
JIBYX CTPOKAX MPUBOAUTCS OMUCAHME U OTOOpaskaeMoe MMs ImapaMeT-
pa. OpenShift MokeT caMOCTOsITeIBHO [IJIs1 BAC CreHEPUPOBATh COMEP-
SKMMOe TlapaMeTpa. 3a 3TO OTBEYAIOT CIeyIoIINe IBe CTPOKK. U Hako-
Hell, TOCJIeAHYE IBE CTPOKY — 9TO MIMSI TapaMeTpa U MPU3HaK TOTO, UTO
OH 00513aTeTbHBII.

Ha puc. 8.6-8.8 maHbl CHUMKM ¢ 9KpaHa Be6-koHconu OpenShift, mo-
Ka3bIBAIOIIME 3aITyCK MPUIOKEHMS U3 3aTPYKEHHOTO 1abIoHa.
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€)>C @ @ & https://127.00.1:8443/console/project/mytemplates/overview o o i@ =

Select from Project

Selection Information Configuration Results

Select from Project

mytemplates

er by Keyword

MySQL (Ephemeral)

Puc. 8.6 «+ Bbibop wabnoHa B Beb6-koHconn OpenShift

€)>Cc 0 @ & https://127.0.0.1:8443/console/project/mytemplates/overview -9k @ =

Selact from Project

Selection Information Configuration Results

* MemoryLimit
s1m
Mai
Namespace
openshift
The Openshift Namespace where the ImagesStrean resides
* Database Service Name
mysql
The name of the OpenShift ervice exposed for the database.
*MySQL Connection Username
myuser

Username for MySQL user thatwillbe used for accessing the database.

*MySQL Connection Password

Password for the MySQL connection user.

=N - |

Puc. 8.7 <+ 3anonHeHne napameTpos wabnoHa B Beb-koHconmn OpenShift
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OENE @ @ hitps://127:0.0.1:8443/console/project/mytemplates/overview ECRN L@ =

Select from Project

Selection Information Configuration Results

® o

(© MysQL (Ephemeral) has been created

PR ———
o S —

ayuser.
oB2LTVORDASCes

oat sompleds

Connection URL: sysal://aysal: 3306/

For sore inforaation about using this tesplate, including OpenShift considerations, see https: //github.coa/sclorg

Applied Parameter Values

MYSQL_PASSWORD, MYSQL_ROOT_PASSWORD were generated automaticaly.
Name Value

MEMORY_LIMIT siami

Puc. 8.8 «+ Pe3ynbrat pabotsl wabnoHa B Be6-koHconn OpenShift

ITpomeMOHCTPUPYEM CO3TaHMe IPWIOKEHNS U3 KOMaHIHO CTPOKM
MIpY IOMOILIMX OC New-app:

[root@okd ~]# oc new-app --template=mysql-ephemeral -p MYSQL_USER=myuser -p
MYSQL_PASSWORD=myP@sswOrd
--> Deploying template "mytemplates/mysql-ephemeral" to project mytemplates

MySQL (Ephemeral)

MySQL database service, without persistent storage.
The following service(s) have been created in your project: mysql.

Username: myuser
Password: myP@sswlrd
Database Name: sampledb
Connection URL: mysql://mysql:3306/

For more information about using this template, including OpenShift
considerations, see https://github.com/sclorg/mysql-container/blob/
master/5.7/root/usr/share/container-scripts/mysql/README.md.
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--> Creating resources ...

secret "mysql" created

service "mysql" created

deploymentconfig.apps.openshift.io "mysql" created
--> Success

Application is not exposed. You can expose services to the outside world
by executing one or more of the commands below:

'oc expose svc/mysql'
Run 'oc status' to view your app.

ITpoBepuM MOAK/IIOUEHNE K 6a3e JAaHHBIX MPY MOMOIIY 3aJaHHbIX
BO BpeMsI 3aITycka Ira6joHa mapaMeTpoB. Y3HaeM uMs Pod-momys,
rocjie yero Ipu momoiny oc port-forward nmepenampasum mmopt 3306
u3 KoHTeliHepa Ha TopT 10000 JiokanbHOrO y3/1a:

[root@okd ~]# oc get pod

NAME READY STATUS RESTARTS  AGE
mysql-1-z91f7 1/1 Running 0 14m
[root@okd ~Joc port-forward mysql-1-z91f710000:3306
Forwarding from 127.0.0.1:10000 -> 3306

Forwarding from [::1]:10000 -> 3306

Tenepb MOJKHO ITOOK/ITIOUYMUTBHCSI K 6ase JAaHHDBIX:

[root@okd ~]# mysql -umyuser -pmyP@sswOrd -h127.0.0.1 -P10000
Handling connection for 10000
Welcome to the MariaDB monitor. Commands end with ; or \g.

M;éQL [(none)]>

Ha sTOM MBI 3aKaHuUMBaeM 3HaKOMCTBO ¢ OpenShift. [l manpHeii-
IIeT0 U3YYeHMs aBTOP PeKOMEHIyeT pecypc [4], comepskarnii 6ecriiaT-
HbIe MHTepaKTUBHbIE Kypchl 110 OpenShift.
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Bonpocbl Ang CAMONPOBEPKM

1.

OOow>

N

w >

b

OOow>

HOnst vero ucnonb3yercss Image Stream (ykakurte Bce mpa-
BUJIbHBIE OTBETHI)?

Ilns oTcneskuBaHMs Bepcuii 06pa3oB

Il XpaHeHMsT HeCKOJIbKUX Bepcuii 06pa3oB

Iyist c60pKM 06pa30B KOHTETHEPOB

Bce nepeuncieHHOe BbIIlIE

g yero npengHaszHayeH o00beKT Deployment Config (yka-
JKUTE BCe NMPaBuUIbHbIE OTBEThI)?

OH mpepcTaBisieT co60vi onucaHme pod-Moayei
IMogpepskuBaeT MexaHM3M HeIPEepbIBHONM JOCTaBKM Ijisi pod-
mopy/en

[MonmepskuBaeT MexXaHMU3M BXOISIIMX MOAKIIOUEHUI K KOHTel -
Hepam

Bce nepeunciieHHOe BbIIlIE

Kakwue pecypchl 6yIyT CO3IaHbI ITOC/IE IPUMeHeHMsI KOMaH-
IbI OC new-app (YKaXKUTe Bce MpaBUIbHbIE OTBETHI)?
Service

Route

Pod

Deployment Config

Cnmcok ccbok

1.
2.
3.
4.

https://www.okd.io/
https://github.com/openshift/source-to-image
http://nip.io/

https://learn.openshift.com/


https://www.okd.io/
https://github.com/openshift/source-to-image
http://nip.io/
https://learn.openshift.com/

3AKNTIOHYEHUE

IaHHast KHMUTa 3HAKOMMUT JIUIITb C OCHOBAMM COOTBETCTBYIOIIMX TEX-
HOJIOTMIA U, KaK U CJIeAyeT M3 Ha3BaHMsI, IPU3BaHa ObITh TOJHKO BBEE-
HMeM B MUp KOoHTeliHepoB u Kubernetes. Hameroch, 4To OHa OKa3aiach
TI0JIe3HBIM O CIIOPbEM B TOM HauMHaHMUK. THpopMaiyio 06 o6Hapy-
SKeHHBIX OIIMOKAX M OIMeYaTKaxX MOKHO OTIIPABJISITD aBTOPY IO 3JIEKT-
POHHOI mouTe amarkelov@yandex.ru.
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MPUNOXEHUS

Mpunoxenue 1
JIUCTUHI BHEOPEHMS NGINX

1 apiVersion: vi

2 items:

3 - apiVersion: extensions/vibetal

4 kind: Deployment

5 metadata:

6 annotations:

7 deployment.kubernetes.io/revision: "1"
8 creationTimestamp: "2019-04-07T10:06:29Z"

9 generation: 1

10 labels:

11 app: nginx-deploy

12 name: nginx-deploy

13 namespace: new-deploy

14 resourceVersion: "4376"

15 selfLink: /apis/extensions/vibetal/namespaces/new-deploy/
deployments/nginx-deploy

16 uid: cffc5bbe-591c-11e9-8edc-628057a8c709

17 spec:

18 progressDeadlineSeconds: 600

19 replicas: 1

20 revisionHistoryLimit: 10

21 selector:

22 matchLabels:

23 app: nginx-deploy

24 strategy:

25 rollingUpdate:

26 maxSurge: 25%

27 maxUnavailable: 25%

28 type: RollingUpdate

29 template:

30 metadata:

31 creationTimestamp: null

32 labels:

33 app: nginx-deploy

34 spec:

35 containers:

36 - image: nginx

37 imagePullPolicy: Always
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38 name: nginx

39 resources: {}

40 terminationMessagePath: /dev/termination-log

41 terminationMessagePolicy: File

42 dnsPolicy: ClusterFirst

43 restartPolicy: Always

44 schedulerName: default-scheduler

45 securityContext: {}

46 terminationGracePeriodSeconds: 30

47 status:

48 availableReplicas: 1

49 conditions:

50 - lastTransitionTime: "2019-04-07T10:06:40Z"

51 lastUpdateTime: "2019-04-07T10:06:40Z"

52 message: Deployment has minimum availability.

53 reason: MinimumReplicasAvailable

54 status: "True"

55 type: Available

56 - lastTransitionTime: "2019-04-07T10:06:29Z"

57 lastUpdateTime: "2019-04-07T10:06:40Z"

58 message: ReplicaSet "nginx-deploy-6d78f8cf68" has successfully
progressed.

59 reason: NewReplicaSetAvailable

60 status: "True"

61 type: Progressing

62 observedGeneration: 1

63 readyReplicas: 1

64 replicas: 1

65 updatedReplicas: 1

66 - apiVersion: extensions/vibetal
67 kind: ReplicaSet
68 metadata:

69 annotations:

70 deployment.kubernetes.io/desired-replicas: "1"
71 deployment.kubernetes.io/max-replicas: "2"
72 deployment.kubernetes.io/revision: "1"

73 creationTimestamp: "2019-04-07T10:06:292"

74 generation: 1

75 labels:

76 app: nginx-deploy

77 pod-template-hash: "2834947924"

78 name: nginx-deploy-6d78f8cf68

79 namespace: new-deploy

80 ownerReferences:

81 - apiVersion: apps/vi

82 blockOwnerDeletion: true

83 controller: true

84 kind: Deployment
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85 name: nginx-deploy

86 uid: cffc5bbe-591c-11e9-8edc-628057a8c709

87 resourceVersion: "4375"

88 selfLink: /apis/extensions/vlbetal/namespaces/new-deploy/
replicasets/nginx-deploy-6d78f8cf68

89 uid: doofe4ff-591c-11e9-8edc-628057a8c709

90 spec:

91 replicas: 1

92 selector:

93 matchLabels:

94 app: nginx-deploy

95 pod-template-hash: "2834947924"

96 template:

97 metadata:

98 creationTimestamp: null

99 labels:

100 app: nginx-deploy

101 pod-template-hash: "2834947924"

102 spec:

103 containers:

104 - image: nginx

105 imagePullPolicy: Always

106 name: nginx

107 resources: {}

108 terminationMessagePath: /dev/termination-log

109 terminationMessagePolicy: File

110 dnsPolicy: ClusterFirst

111 restartPolicy: Always

112 schedulerName: default-scheduler

113 securityContext: {}

114 terminationGracePeriodSeconds: 30

115 status:

116 availableReplicas: 1

117 fullyLabeledReplicas: 1

118 observedGeneration: 1

119 readyReplicas: 1

120 replicas: 1
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MPUNOXEHUE 2
JIncTuHr wasnoHA OPENSHIFT MYSQL-EPHEMERAL

1 apiVersion: template.openshift.io/v1

2 kind: Template

3 labels:

4 template: mysql-ephemeral-template

5 message: |-

6 The following service(s) have been created in your project:
${DATABASE_SERVICE_NAME}.

7 Username: ${MYSQL_USER}
8 Password: ${MYSQL_PASSWORD}
9 Database Name: ${MYSQL_DATABASE}

10 Connection URL: mysql://${DATABASE_SERVICE_NAME}:3306/

11 For more information about using this template, including
OpenShift considerations, see https://github.com/sclorg/mysql-container/blob/
master/5.7/root/usr/share/container-scripts/mysql/README.md.

12 metadata:

13 annotations:

14 description: |-

15 MySQL database service, without persistent storage. For more
information about using this template, including OpenShift considerations,
see https://github.com/sclorg/mysql-container/blob/master/5.7/root/usr/share/
container-scripts/mysql/README.md.

16 WARNING: Any data stored will be lost upon pod destruction.
Only use this template for testing

17 iconClass: icon-mysql-database

18 openshift.io/display-name: MySQL (Ephemeral)

19 openshift.io/documentation-url: https://docs.okd.io/latest/using_
images/db_images/mysql.html

20 openshift.io/long-description: This template provides a
standalone MySQL server

21 with a database created. The database is not stored on
persistent storage,

22 so any restart of the service will result in all data being
lost. The database

23 name, username, and password are chosen via parameters when
provisioning this

24 service.

25 openshift.io/provider-display-name: Red Hat, Inc.

26 openshift.io/support-url: https://access.redhat.com

27 tags: database,mysql

28 creationTimestamp: 2019-03-24T13:01:44Z

29 name: mysql-ephemeral

30 namespace: mytemplates

31 resourceVersion: "9603"

32 selfLink: /apis/template.openshift.io/v1/namespaces/mytemplates/
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templates/mysql-ephemeral
33 uid: f960574c-4e34-11e9-8497-08002766cc3f
34 objects:
35 - apiVersion: vi
36 kind: Secret
37 metadata:

38 annotations:

39 template.openshift.io/expose-database _name: '{.data[''database-
name'']}'

40 template.openshift.io/expose-password: '{.data[''database-
password' ']}’

41 template.openshift.io/expose-root_password: '{.data[''database-
root-password' ']}’

42 template.openshift.io/expose-username: '{.data[''database-
user'']}'

43 name: ${DATABASE_SERVICE_NAME}

44 stringData:

45 database-name: ${MYSQL_DATABASE}

46 database-password: ${MYSQL_PASSWORD}

47 database-root-password: ${MYSQL_ROOT_PASSWORD}

48 database-user: ${MYSQL_USER}

49 - apiVersion: vi
50 kind: Service
51 metadata:

52 annotations:

53 template.openshift.io/expose-uri: mysql://{.spec.clusterIP}:{.
spec.ports[?(.name=="mysql")].port}

54 name: ${DATABASE_SERVICE_NAME}

55 spec:

56 ports:

57 - name: mysql

58 nodePort: 0

59 port: 3306

60 protocol: TCP

61 targetPort: 3306

62 selector:

63 name: ${DATABASE_SERVICE_NAME}

64 sessionAffinity: None

65 type: ClusterIP

66 status:

67 loadBalancer: {}

68 - apiVersion: vi
69 kind: DeploymentConfig
70 metadata:

71 annotations:
72 template.alpha.openshift.io/wait-for-ready: "true"
73 name: ${DATABASE_SERVICE_NAME}

74 spec:
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75 replicas: 1

76 selector:

77 name: ${DATABASE_SERVICE_NAME}

78 strategy:

79 type: Recreate

80 template:

81 metadata:

82 labels:

83 name: ${DATABASE_SERVICE_NAME}

84 spec:

85 containers:

86 - capabilities: {}

87 env:

88 - name: MYSQL_USER

89 valueFrom:

90 secretKeyRef:

91 key: database-user

92 name: ${DATABASE_SERVICE_NAME}
93 - name: MYSQL_PASSWORD

94 valueFrom:

95 secretKeyRef:

96 key: database-password

97 name: ${DATABASE_SERVICE_NAME}
98 - name: MYSQL_ROOT_PASSWORD

99 valueFrom:
100 secretKeyRef:
101 key: database-root-password
102 name: ${DATABASE_SERVICE_NAME}
103 - name: MYSQL_DATABASE
104 valueFrom:
105 secretKeyRef:
106 key: database-name
107 name: ${DATABASE_SERVICE_NAME}
108 image: ' '
109 imagePullPolicy: IfNotPresent
110 livenessProbe:
111 initialDelaySeconds: 30
112 tcpSocket:
113 port: 3306
114 timeoutSeconds: 1
115 name: mysql
116 ports:
117 - containerPort: 3306
118 protocol: TCP
119 readinessProbe:
120 exec:
121 command:

122 - /bin/sh
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123
124
125

- -
- -c
- MYSQL_PWD="$MYSQL_PASSWORD" mysql -h 127.0.0.1 -u

$MYSQL_USER -D $MYSQL_DATABASE

126
127
128
129
130
131
132
133
134
135
136
137
138
139
140
141
142
143
144
145
146
147
148
149
150
151
152
153
154
155
156
157

-e "SELECT 1'
initialDelaySeconds: 5
timeoutSeconds: 1
resources:
limits:
memory: S${MEMORY_LIMIT}
securityContext:
capabilities: {}
privileged: fal