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$I 6yKBaIbHO MPOIJIOTUT PYKOITMCh IEPBOTO U3daHus «YcTaHOBKa 1 paboTa ¢ An-
sible» 3a HECKOIbKO YacoB: JIOpMH MpeKpacHo CIIpaBUICs C 3afaueii OnMcaHus BCex
acrnekToB Ansible, v s1 6bI1 paj YCIbILLIATh, UTO OH pelina 06beIMHUTLCS ¢ PeHe o1st
ITOATOTOBKM BTOPOTO U3aHusl. DTH IBa aBTOpa NPofeiaay TpOMagHyio paboTy, uTo-
OblI [T0Ka3aTbh HaM, KakK I10/1b30BaThCsI HEBEPOSITHO YIOOHOI YTUAUTOM, U 51 HE MOTY
BCITOMHUTb HY OHOTO MOMEHTa, KOTOPOTo 6bI OHM HE OXBaTU/IM B ITOJTHOI Mepe.

— SIn-TTum Merc (Jan-Piet Mens), KoHcynemaHm

BriewaTnsitouias ray6uHa ocBeuleHust Ansible. 3Ta KHMra nmpekpacHoO MomoiaeT
He TOJIbKO HaUMHAIOUIMM, HO U OTMBITHBIM CIIELMATUCTaM, XKEeJAUIMM MIOHITb BCe
TOHKOCTM MUCITO/Ib30BaHMS MPOABUHYTHIX BO3SMOXHOCTEM. PaHTaCTUUECKMIA UCTOYU-
HUK MHPOpMaLMUK /1 CTPEMSILIMXCS TTOBBICUTh CBOM YPOBEHb BameHust Ansible.

- Mamm [Ixcetinc (Matt Jaynes),
sedywyuli unxcenep, High Velocity Ops

CaMoe 3amMeuaTenbHOe B Ansible - BO3MOXHOCTb HauaTh C MPOCTOTO MPOTOTUIIA
1 OBICTPO MPOJABUTATHCSI K HAMeUeHHO ueau. OnHaKo CoO BpeMeHeM HauMHaeT OLLy-
LIaTbCS HEXBAaTKa 3HAHMA, KOTOPbIE MOPO TPYAHO MOTYUUTb.

«YcraHoBKa U pabora ¢ Ansible» — oueHb LIeHHbI UCTOYHUK, BOCIIONHSIOUIUI 3Ty
HEXBATKY U Pa3bsCHSAIOILMIT 0cO6eHHOCTU Ansible ¢ caMbIX OCHOB 10 CJIOXKHOCTEN pa-
60TbI ¢ YAML 1 Jinja2. A 61arogapst HAIMYMIO MacChl MPaKTUYHBIX TPUMEPOB OHa IM0-
3BOJISIET [MOJTYYUTD MPEACTaBIeHNE, KaK ApyrMe aBTOMaTU3UPYIOT CBOM OKPY>KEHUSI.

B TeueHue mocsiegHUX HECKOJbKUX JIET, TPOBOAS TEOpPeTUUEeCKUe U MpaKTuye-
CKMe 3aHSITUS, 1 BCeraa peKOMeHI0BaJl 3Ty KHUTY CBOMM KOJuIeram M KIueHTaM.

- /laz Buepc (Dag Wieers),

KOHCYJIbMAHM U UHHCEHEP-CUCMEMOMEXHUK

8 obnacmu cucmem Ha ocHose Linux,

donizoe epemsa yuacmeosasuuuli 8 pazpabomke Ansible

JTa KHUra oMoraet ObICTPO MPUCTYMUTb K UCITOTIb30BAHUIO CUCTEMBI yIIpaBiie-
Hus KoHGurypauussmum Ansible u onuceiBaeT ee BO Bcex MoJpoO6HOCTSIX. B Helt mpu-
BOIMUTCS OO/bILIOE KOMMYECTBO MOJCKA30K U MPAKTUYECKUX COBETOB U OXBAThIBaET-
Cs1 IIMPOKUIT KPYT BAPUAHTOB UCIONb30BaHusl, Bouass AWS, Windows u Docker.

- Unzo Hoxum (Ingo Jochim),
pykosodumesib omadena o6nauHbix peanusayuli, itelligence GMS/CIS

JlopuH u PeHe npoxenanu 60bluyio paboTy, HaNMMCcaB 3Ty KHUTY. ABTOPBI 6epyT
YUTATEJIS 32 PYKY M BEJIyT €ro Yyepe3 Hanbosiee BaXKHbIE 3TaIbl CO3JaHUS U yIIpaBie-
Hus TpoeKToB Ansible. 3Ta KHMra HaMHOro 6osblile, YeM CIIPaBOUHMK, — OHA OXBa-
ThIBA€T PsiJl BKHEMIINX KOHUEMTYaIbHbIX TEM, OTCYTCTBYIOIIMX B ODULIMATBHOMN
JOKYMEHTauMu. ITO MPEBOCXOAHBIA UCTOUHUK 3HAHUN /1 HAUMHAIOLIMX U MpaK-
TUYECKUX UIeil 111 6osiee OMBITHBIX MOb30BaTesneit Ansible.

- Jomunuk Bapmon (Dominique Barton),
uMxceHep DevOps 6 confirm IT solutions
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Pa3paborka cucreMsl Ansible Hauanacek B ¢eBpane 2012-ro ¢ co3gaHus MPOCTOro
MOOOYHOrO ITPOEKTA, U ee CTPEMUTEIbHOe Pa3BUTUE CTAJI0 MPUSITHBIM CIOPIIPU3OM.
Certyac HaJ MPOAYKTOM paboTaeT MopsaKa ThICSUM YeIOBEK (a uaeu MpuUHaaIexar
Jaxe O60/blIeMY UMCITY JIIOAEI), M OH IIMPOKO UCIOAb3YeTCsl MPaKTUYECKU BO BCeX
cTpaHax Mupa. Yl HaBepHsika BaM yaacTcsi 06HapYKUTb, 110 KpaiftHeil Mepe, HECKOJIb-
KMX YeJIOBEK, UCITOb3YIOILMX ero, B cCoobliecTBe 3HAKOMBbIX BamM U T-creunanmucros.

[IpuBnexkaTenbHOCTb Ansible o6bsicHsieTcs1 ee nmpocToToil. U nmpaBaa, Ansible He
HeceT B cebe HOBbIX, HO 0O0beIUHSIeT BCe JIyylllee U3 yXKe CYLIecTBYIOLUX uaei, pas-
paboTaHHBIX APYTMMU IKCIIEPTAMMU, Ae1asi UX UyTh 6ojiee JOCTYITHBIMMU.

Co3naBas Ansible, s1 crapasics HaliTH AJ1s1 Hee MeCTO Iie-TO MeXAy pelleHUsIMU
aBToMmaTtusauuu WT-3agau (ecTecTBeHHasi peakiysi HA OFPOMHbIE KOMMepUecKue
MaKeThbl TPOrpaMMHOTr0 obecrieyeHust) U MPOCTbIMU CLIEHAPUSIMU, MUHUMAJIBHO He-
06X0OMMBIMM IJ1s1 BBITTOJTHEHUS CBOel paboThkl. KpoMe TOro, MHe X0TesloCh 3ame-
HUTb CUCTEMY yIIpaBjeHUst KOHGUTYpaUUsIMU, pa3BepThIBAHUEM U OpraHu3auuein
MPOEKTOB U Hallly 6MGIMOTEKY TPOU3BOIbHBIX, HO BaXKHBIX CLIEHApMEB KOMaHIHO
060/104KM eAMHOI CUCTEMOIA. BoT B ueM cocTosiia uaes.

Moriu 1u Mbl yopaTh BaxKHble apXUTEKTYpPHbIe KOMITOHEHTHI U3 CTeKa aBTOMaTu-
3auun? YcTpaHUB I€MOHBI yIIpaBieHUs U rmepeyioxkuB pa6oty Ha OpenSSH, cucrema
MorJjia 6bl HauaTh yIpaBjeHMe KOMITbIOTEPAaMU He3aMeOJUTeNbHO 6e3 yCTaHOBKU
areHTOB Ha KOHTPOJAMpPyeMbIX MalHax. Kpome toro, cucrema crana 6ul 60ee Ha-
IEeXHOI 1 6e30macHoi.

S 3ameTus1, UYTO B MpeAbIAYIIMX IMOIMBITKAX CO3AAHUSI CUCTEM aBTOMAaTM3aLUU
MpOCThIe BELIM 3aMEeTHO YCJIOXHSUIUCh, @ HamMCaHue CleHapueB aBTOMaTu3aumum
YacToO M HAJOITO YBOAMIIO MEHSI B CTOPOHY OT TOTO, YeMy Obl s XOTes MOCBSITUTD
6osblile BpeMeHU. B To ke BpeMsi MHe He XOTeJIOCh MOYyUYUTb CUCTEMY, Ha U3yUeHue
KOTOPOJ He HY>KHbI MECSILIbI.

YecTHO roBopsi, MHe GoJbllle HPABUTCSI MMCATh MPOrpaMMbl, UeM 3aHMMaThCs
yIpaBjieHUEM CUCTEMAMM aBTOMaTMU3aLMMU. MHe XOTenoch Obl TPaTUTh Ha aBTOMa-
TU3aLMIO0 KaK MOXXHO MeHbllle BpeMeHU, UTOObI BLICBOOOAUTD €ro Ha pellleHue 60-
Jlee MHTEepeCHBIX 3amad. Ansible — 3To He Ta cucTeMa, ¢ KOTOpPOIt MPUXoaAUTCs pabo-
TaTh CYTKU HarpoJeT. Mcronb3ys ee, Bbl CMOXETE 3aiTH, UTO-TO ITOMPABUTb, BHIATU
M IPOAOJ/IKUTb 3aHMMAaTbCSI CBOMMMU AenaMu. 51 Haeloch, uTo 3Ta yepTa Ansible mo-
HPaBUTCS BaM.

XOT$ 1 MOTPAaTUI MHOTO BpEMEHMU, CTapasich CAeIaTh JOKyMeHTaUuIo a1t Ansible
MCYepIbIBAIOLLEN, BCEraa MOJIe3HO B3MJISIHYTh Ha OOHU U Te e Belly Mo pPa3HbIMU
yrnamu. ITose3Ho yBUAETb MpaKTUYeCcKoe IpUMeHeHMue CIIpaBOYHOM JOKYMEHTa-
umu. B kHure «YcraHoBka u pabora ¢ Ansible» JlopuH npencrasnsiet Ansible, uc-
MOJb3ysl UAMOMATUYECKMIA MOAXOMA, B TOYHOCTU KaK CJIeOBaj0 Obl M3ydaTh 3Ty
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cucremy. JlopuH paboran ¢ Ansible mpakTuyecku ¢ camoro Hayana, 1 s OYyeHb 6sa-
rofapeH eMy 3a ero BKJIa[.

s1 Takske 6e3mepHO 61arogapeH KaxkJA0My, KTO IPMHUMAaJ y4acTue B MPOeKTe 10

HACTOSIILIETO BPEMEHMU, U KAXKAOMY, KTO MOJKIIOYMTCS K Hemy 6ymyuiem. Hacnax-

JlaifTecb KHUTOM U TO/yyaiiTe YAOBOIbCTBUE OT YIIPAaBA€HUS BallMM KOMIIbIOTEp-
HbIM prioTom! U He 3a6yabTe yCTAaHOBUTD COWSay!

- Maiikn JeXaau (Michael DeHaan)

Cospnatenb Ansible (mporpaMMHo#t yacTn),

OBIBLINIT TEXHUYECKU T MupeKTop KomnaHuu Ansible, Inc.

arrpenb 2015



[Mpeaucnosue
KO BTOPOMY U3AAHUIO

3a BpeMsl, Mpollefllee C MOMEHTa BbIxoJa nepBoro usgauus (ewe B 2014 rony),
B Mupe Ansible npousounu 6onbuive usmeHenus. Iipoexr Ansible goctur cneny-
touieit crapuieit Bepcuu 2.0. Takke 60/bllMe MU3MEHEHUS TPOU3OIIIN 3a paMKaMy
npoekra: Ansible, Inc. - komnaHnus, crosiuiasi 3a npoekromM Ansible, — 6bu1a Mpu-
obpereHa komnauuei Red Hat. 3To HMKaK He MOBIMUSIIO HAa pa3paboOTKy MpoOeKTa
Ansible: oH Tak ke aKTMBHO pa3BMBAETCs M MPUBJIEKAET HOBBIX MOJIb30BaTeNEN.

MbI BHEC/IM MHOXECTBO U3MeHeHMt B 3TO usgaHue. Hanbosnee 3aMmeTHbIM CTaNO
MOsIBJIEHME MSTU HOBBIX IV1aB. Termepb KHUra OXBAThIBAET IIAarMHbI 0OPATHOTO BbI-
30Ba, XOCTbI Nof, yripaBneHuem Windows, ceteBoe o6opynoBanue u Ansible Tower.
Mbi go6aBunu B rnaBy «ClnoxkHbIe CLiEHapUM» TaK MHOI'O HOBOTO, YTO MPUIIOCh
pa36uTh ee Ha ABe YacTu U Jo6aBUTH IM1aBy «HacTpoiika XOCTOB, 3anycK M 06paborT-
YMKM». Mbl TakxXe nepenucanu rnasy «Docker», BKIIOUMB B Hee ONMuUcaHME HOBBIX
monayneit Docker.

MbI 06HOBMIM BCe MPUMEPBI KOJA 151 COBMeCTMMOCTH ¢ Ansible 2.3. Hanpumep,
yCTapeBIIYI0 MHCTPYKLUMIO sudo MbI MOBCIOAY 3aMeHUIM 6ojiee HOBOI become. Mbl
TaKXXe YAaJWIN CCbUIKU Ha YCTapeBLIMe MOJY/H, Takue Kak docker,ec2_vpc u ec2_ami_
search, 1 3aMmeHMIN X 60/1€e HOBbIMU. [1aBa «Vagrant» Terepb 0XBaTbIBAaeT TOKa/b-
Hble clieHapuu BbI3oBa Ansible, rmaBa «<Amazon EC2» — Packer Ansible, Mexanusm
yaIaleHHOro BbI30Ba, I71aBa «YcKopeHue paboTsl Ansible» — acMHXpOHHbIe 3aaHM,
a raBa «OTiagka cueHapueB Ansible» — HOBbIe cpelCcTBa OTJIAagKM, MOSIBUBLIMECS
B Bepcuu 2.1.

Taxke 6bIJI0 BHECEHO MHOXECTBO MeJIKMX M3MeHeHMit. Hanpumep, Mbl OTKa3a-
JIUCb OT UCIOJIb30BaHUSI KOHTPOAbHbIX CyMM MD5 B OpenSSH u nepeuuin Ha X3uu
SHA256, BHecs COOTBETCTBYIOLIME U3MeHeHUs B TpumMepbl. HakoHel, Mbl UCTIpaBU-
JIX OLIMOKU, 0OHApY)KeHHbIe HAllMMU UUTATEIIMMU.

MPUMEYAHME K CTUNIO U3NOXEHUS

[TepBoe u3gaHMe KHUIM ObUIO HAMMCAHO OJHMM aBTOPOM, M B HEM YaCTO UCIOJIb-
30BajloCh MEeCTOMMEHMEe «si» MepBOro Juila. JTO M3AaHUe HAMMCAHO YXKe NBYMS
aBTOpaMHU, I03TOMY yIoTpe6ieHre MeCTOMMEHMUS B TIEPBOM JIMLE KOe-Tae MOXKET
MoKa3aTbCs CTPaHHbIM. TeM He MeHee Mbl pelliMIu He UCTIPABIATb ero, IOTOMY YTO
B GOJIBLIMHCTBE C/Iy4aeB OHO MCIIOIb3YeTCs /151 BbIpa)keHMs MHeHUS OHOIO U3 aB-
TOPOB.
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bnarogaPHOCTH

Ot Jlopun

Mowu 6narogapHoctu duy-ITut Mency (Jan-Piet Mens), Marty [IxkeitHcy (Matt Jaynes)
u IIxxony J)xapBucy (John Jarvis) 3a OT3bIBbI B ITpoliecce HanmMcaHus KHuru. Cracu-
60 Aitsaky CangaHa (Isaac Saldana) u Maiiky PoBany (Mike Rowan) 13 SendGrid 3a
MOJAEPXKKY 3TOro HauMHaHusl. biarogapio Maiikna JleXaana (Michael DeHaan) 3a
co3maHue Ansible u moanepkKy coobiLecTBa, KOTOpOe pa3pocaoch BOKPYT MPOIYK-
Ta, a TAKKe 3a OT3bIB O KHUTE, BK/IIOUast 0ObSICHEHMS], TOUeMY B KaueCTBe Ha3BaHMS
6b1710 BIOpaHo Ansible. Crtacu60 Moemy penaktopy bpaitany AHgepcony (Brian An-
derson) 3a ero 6e3rpaHM4YHOe TeprieHue B paboTe CO MHOIA.

Cniac60 MaMe 1 rare 3a MX HeM3MeHHYIO [MOAIe P3KKY; MoeMy 6paTty Ipuky (Eric),
HaCTOSIILeMY MMCATeJII0 B Hallleli CeMbe; IBYyM MOMM CbIHOBbSIM BeHmkaMuHy (Ben-
jamin) u Ixxynuany (Julian). U HakoHell, criacu60 Moeit skeHe Creiicu (Stacy) 3a Bce.

Ot PeHe

Crtacu6o moeit cembe, Moeit sxeHe CMoHe (Simone) 3a 11060Bb U NMOALEPXKKY, MOUM
Tpem getkaM, IIxkui (Gil), Capune (Sarina) u JinaH (Léanne), 3a CBeT 1 pafoCTh, UTO
OHM ITPUBHEC/IM B MOIO XXU3Hb; criacub0 BCceM, KTO BHEC CBO BKJIaJ B pa3BUTHeE An-
sible, cmacu60 BaM 3a Ball Tpya; M ocoboe criacu6o Marttuacy bneitsepy (Matthias
Blaser), mo3HakomuBilemMy MeHsI ¢ Ansible.
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K NepBOMY U34AHMUIO

MoYEMY 9 HANUCAN 3TY KHUTY

Korma s mucan cBoe repBoe BeG-MpUIOXKeHUe, UCIONb3ys Django, momynasipHbIii
¢peitmBoOpK Ha Python, s 3alTOMHMI YYBCTBO YAOBJAETBOPEHMS, KOTAA MPUIOXKe-
HMe HaKOHel-TO 3apaboTano Ha MOeM KoMIbloTepe. S 3amycTua KoMaHay django
manage.py runserver, yKa3aa B 6paysepe http://localhost:8000 n yBuzmen cBoe Be6-
NpUJIOXKeHM e BO BCelt ero Kpace.

TloToM £ rogyMaJ mpo BCe 3TU... MOMEHMbI, KOTOPbIe HEOOXOAMMO YUecTh, UTOo-
Obl MMPOCTO 3aMyCTUTh 3TO YEPTOBO MpuIOKeHe Ha Linux-cepsepe. Kpome Django
M MOEro MpUIOXKeHMsl, MHe TOTpeboBanoch ycTaHOBUTh Apache 1 Moaynb mod_python,
yTo6bI Apache Mor pa6oraThb ¢ puaoxeHussmu Django. 3aTeM MHe IIPUIIIIOCH YCTa-
HOBUTb ITpaBU/IbHbIE 3HAYEHMS B KOHGUTYpalMoHHOM ¢aitne Apache, 3actaBnsBiime
Moe MpuIoKeHue paboTaTh U MPaBUIbHO OOCTY)XXMBATh CTaTUUHbIE KOMITOHEHTHI.

TO O6bUIO HECJIOKHO — HEMHOTO YCUIUIM, U TOTOBO. MHe He XOTesloCh 3aBI3HYTh
B pabote c daitnamm KoHGUrypauuu, s aulib XOTes, YTOObI MOe MPUJIOKEHUE pa-
6orano. Y oHo paboTano, 1 Bce ObIJI0 MPEKPACHO... TOKa Yyepe3 HeCKOJIbKO MecslieB
MHe He MTOHaA06M10Ch 3aIyCTUTh ero CHOBa Ha JpYroM cepBepe U NpofenaTh BCio
Ty e paboTy c caMOro Haua’na.

B KOHIIe KOHLIOB, 1 0CO3HaJj, UTO BCE, UTO S Aesia, s Aesan HermpaBuabHo. [1pa-
BUJIbHBIN CIOCco6 pelllaTh TAKOrO pofia 3afiauy MMeeT Ha3BaHMe, M 3TO Ha3BaHUe —
ynpasaeHue koHpuzypayusmu. CaMoe 3aMeuaTelbHOe B YIpaBAeHUU KOHUIypa-
UMMM — TTOJTyYEHHbIE 3HAHUS BCEr/1a COXPaHSIOT CBOIO aKTYalbHOCTb. Bosnble HeT
He0o6X0AMMOCTU PbITHCS B MOMCKAX HYXHOM CTPaHMULbI B JOKYMEHTALMMU UIU KO-
MaThCs B CTAPBIX 3aMUCSX.

HenmaBHO KoJuiera 3aMHTepecoBascs pMMeHeHeM Ansible 119 BHegpeHUs HO-
BOTO IPOEKTa M CIPOCMJI, KAK MOXHO MCIIOb30BaTh Uaew Ansible Ha mpakTuke,
KpOMe TOr0 YTO YKa3aHo B odMLIMaNbHOIM JOKYMEHTalMu. S He 3Has, YTO MoCcoBe-
TOBAaTh MOYMUTATh, U PELIMI HAMMCATh KHUTY, KOTOpasi BOCIIOMHUT 3TOT npoben, —
M BOT Bbl BUJMTE 3TY KHUTY Mepe co60it. YBbI, /ISl HEro 3Ta KHMra BbILLIA CIUIIKOM
MO3THO, HO 51 Ha[lel0Ch, OHAa OKaXKeTCs MoJIe3HOM /1S Bac.

KoMy ALPECOBAHA 3TA KHUTA

JTa KHUra A8 Bcex, KTo paboraet ¢ Linux- uau Unix-rmogo6HbiMu cepBepamu. Ecau
Bbl KOTHa-aM00 MCIO/NIb30BaJIM TEPMUHBI CUCMEMHOE AOMUHUCMpUpO8aHue, pas-
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eepmoigaHue, ynpasneHue KoHpuzypayusmu uiu (B3nox) DevOps, Bbl 06s13aTelbHO
Haizgere ajsi cebst YTO-TO MONE3HOe.

Xots s usyyan Linux-cepsepsl, Most kBanudukauus cBsizaHa ¢ pa3paboTkoit mpo-
rpaMMHOro obecreyeHusi. A 3TO 3HAYMUT, YTO BCe MPUMepPbI B KHUTe Hosee Tarore-
0T K BHEJIPEHMIO NMPOrpaMMHOro obecriedyeHus, XoTsi Mbl ¢ IHAPI0 Kneit lladepom
(Andrew Clay Shafer, [webops]) mpuuuu K Tomy, YT0 BHeApeHUe U KoHpUrypaums
He MMEIOT YETKOM rpaHMIIbl.

CTPYKTYPA KHUM

$1 He 6onbLIOH daHAT OOIENPUHATHIX TPUHLUMIIOB CTPYKTYPUPOBAHUS KHUT: IJ1a-
Ba 1 OXBaTbIBaeT TO-TO U TO-TO, IJlJaBa 2 OXBaTbIBAeT 3TO U TO U TOMY MOA06HOe.
Sl mopo3peBaro, YTO HUKTO HE UMTAET 3TUX CTPOK (51 IMYHO — HUKOFLA), TOpaso Mpo-
1€ 3ar/sIHyTh B OIJIaBJIEHUE.

KHura nocrpoeHa Tak, 4TO Kaxknas Moc/jaeAyiollasl rjaaBa onupaeTcs Ha Mpejbl-
ayuiyto. Takum obpasom, st mpearnosnarar, YTo Bbl OyaeTe UMTaTh KHATY OT Hayaaa
M 10 KoHLa. KHura HamMcaHa B OCHOBHOM B CTHJIe yue6HOro 1mocobust U naet Bo3-
MOXXHOCTb BBITIOJIHSITh IPMMEPBI Ha BallleM KOMITbIOTepeE B Mpoliecce yTeHus. Bosb-
LIMHCTBO MPUMEPOB OCHOBAHO Ha BeO-MPUIOXKEHUSIX.

OBO3HAYEHUS U COrNALWEHUA, NPUHATDIE B 3TOW KHUTE
B KHUre JeiCTBYIOT cieayolme Tunorpadckue cornauieHus:

Kypcus
VKa3bIBaeT Ha HOBble TEPMUHBI, Ha3BaHMs GaitioB U UX paclIMPEeHUsI.

MOHOWMPUHHBIN WPHT
MCI‘IOJ’IbBYETCH 11 TUCTUHTOB ITPpOrpamMmMm, a TaKXXe B OOBIUHOM TEKCTE st 060-
3HaAuyeHUs 3JIEMEHTOB MMPOrpaMMbl, TAKMX KaK MMeHa MepeMeHHbIX MU (YHK-
LIt 6a3 JAHHBIX, TUIIOB JAaHHBIX, TEPEMEHHbIX OKPYKEeHUSI, UHCTPYKLIMIA U KITIO-
YeBbIX CJIOB.

MOHOWHPHHHBIA NONYXUPHLIA WPHOT
CAysKUT O/1s1 BbIAeJeHUs] KOMaHJ, MM IPYroro TeKCTa, KOTOPbIi JO/MKEH OBbIThb
HabpaH caMUM I10JIb30BaTeJIEM.

MoHowupUHHsIU KypCcus
VYKaspIBaeT Ha TEKCT, KOTOPbII HY>XHO 3aMEeHUTb TaHHbIMU [10JIb30BATEJIs, UIU
3HaUeHUsIMHU, OorpeneisieMbIMU KOHTEKCTOM.

0 Tak 0603Ha4aloTCs NnpuMeYaHusa obuiero xapakrepa.

0 Tak 0603HaYatOTCH COBETbI U PEKOMEHAALMM.

e Tak 0603Ha4aKOTCs NPeAYNPEXAEHUS U NPeaoCTEPEXKEHMUS.
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CKAYMBAHME MCXOQHOMO KOOA NPUMEPOB

Ckauatb (aitbl ¢ JOMOJMHUTENbHON MHbOpMaLyeit Wi KHUT usgatenbcrBa «IMK
[Tpecc» MmoxkHO Ha carite www.dmkpress.com MaM www.aMK.p@ Ha CTpaHMLe C OIu-
CaHMEeM COOTBETCTBYIOLLEI KHUTHU.

MbI BBICOKO LIEHMM, XOTS U He TpebyeM, CCbUIKM Ha HallX U3daHus. B ccbuike
0OBbIYHO YKa3bIBAIOTCSI MUMS aBTOPA, Ha3BaHUE KHUTU, U31aTenbCcTBO M ISBN, Hanmpu-
Mep: «Xoxwmetin JI., Mo3ep P. 3anyckaem Ansible. M.: O’Reilly; IMK Ilpecc, 2018.
Copyright © 2017 O’Reilly Media, Inc., 978-1-491-97980-8 (anrn.), 978-5-97060-
513-4 (pyc.)».

Ecnu Bbl monaraeTe, YTO IJIaHMPyeMoOe UCIT0b30BaHMe KOAA BbIXOAMT 3a paM-
KU U3JI0OXXEHHOI BbIlE TMLIEH3UU, TTOXKATYiCTa, 06paTUTECh K HaM 1o aapecy dmk-
press@gmail.com.

OT3biBbl Y NOXENAHUS

MpblI Bcerga paabl OT3bIBaM HalIMX YyMTaTeNei. PacckakuTe HaM, UTo Bbl JyMaeTe 00
3TOi1 KHUTEe — UTO ITIOHPABUJIOCh MU, MOXET ObITh, He TOHPaBUIOCh. OT3bIBbI BaXKHBI
[UIS1 Hac, YTOOBI BBIMTYCKaTh KHUTU, KOTOPbIe OYAYT [I/1s BAC MaKCMMaJIbHO IMOJIE3HBI.

Bbl MoXeTe HanucaTh OT3bIB IPSIMO Ha HalueMm caite www.dmkpress.com, 3aitas
Ha CTpPaHMLY KHUTU, U OCTaBUTb KOMMeHTapuii B pasaene «OT3bIBbl U PELIEH3UU».
Takxe MOXXHO MOC/IaTh MMCbMO [JIABHOMY peAakTopy Mo agpecy dmkpress@gmail.
com, Ipy 3TOM HalMIUUTE Ha3BaHMe KHUTU B TEMe MTUCbMa.

Ecnu ecTb TeMa, B KOTOPO# Bbl KBaMUpUUMPOBAHbI, M Bbl 3aMHTEPECOBAHbI B Ha-
MMCaHMU HOBOWM KHUTH, 3amonHuTe GopMy Ha HalleM caiTe Io aapecy http:/dm-
kpress.com/authors/publish_book/ unu HanuumuMTe B M34aTenbCTBO MO agpecy dmk-
press@gmail.com.

Cnu1coK ONEYATOK

XOoTsl Mbl IPUHSIIM BCe BO3MOXHbBIE MePbI [IJIS1 TOrO, YTOObI YIOCTOBEPUTLCS B Ka-
YyeCcTBe HalllMX TEeKCTOB, OLIMOKY BCce paBHO ciydaloTcs. Eciy Bbl HailgeTe olIMoKy
B OJIHO¥M M3 HAIUUX KHUT — BO3MOXHO, OLIMOKY B TEKCTe MU B KOJe, — Mbl OyaemM
oueHb 61arogapHbl, ec/iM Bbl COO6IIMTE HAaM O Heit. CaenaB 3TO, Bbl M36aBUTE IpY-
TMX UMTaTeNIei OT PacCCTPOMCTB U ITIOMOXeTe HaM YIYULIMTh MOCeayIole Bepcuu
3TOM KHUTH.

Ecnu BbI HaiteTe Kakue-nMb0 OWMOKM B KOAe, MOXKaayiicTa, COOGLIMTEe O HUX
[JIaBHOMY peiakTopy Mo aapecy dmkpress@gmail.com, ¥ Mbl UCITPaBUM 3TO B CJie-
OYIOUMX TUpaXax.
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BeBepeHue

Ceituac uHTepecHoe BpeMst Ij1sl paboTbl B UT-uHmycTpuu. Mbl He MOCTaB/isseM Ha-
LWIMM KJIMEHTaM MporpaMmMHoe obecrieyeHue, yCTAHOBUB €ro Ha OHY-eqUHCTBEH-
HYI0 MallMHY U COBepllas AeXypHble 3BOHKM pa3 B AeHb'. BMecTO 3TOro Mol mef-
JIEHHO MTpeBpallaeMcsi B CUCTEMHBIX UH)KEHEpOB.

Certyac Mbl yCTaHaBJIMBaeM ITpOrpaMMHbIe [IPUJIOXEHUs], CBSI3bIBasi BOeIU-
HO CJTYXXObI, KOTOpble paboTaloT B pacrnpeeNeHHO! KOMIIbIOTEPHO! CETU U B3au-
MOJEMACTBYIOT MO Pa3HbIM CETEBbIM MPOTOKOJAM. TUMMMUYHOE MPUJIOKEHUE MOKET
BK/IIOYaTb Beb-cepBepbl, cepBepbl MPUIOKEHUHN, CUCTEMY KILWIMPOBAHUST ITaHHbIX
B OMEepaTUBHON MaMsITU, ouepenu 3amay, ouepeau coodieHui, 6a3nl gaHHbIX SQL,
cucTeMbl XpaHeHUs JaHHbIX, NoSQL-xpaHunuuia u 6a1aHCUPOBIIUMKY HArpy3Ku.

MbI Takxke JOIKHbI YOeIUThCS B HAIMYMU JOCTATOUHOrO KOJIMUECTBA PeCypCoB,
" B CJydae MmajgeHust CUCcTeMbl (@ OHa O6yaeT rmaaaTh) Mbl 3JIeFaHTHO BbIAIEM U3 CU-
Tyauuu. Takke UMEIOTCSI BTOPOCTENeHHbIe CTYXXObl, KOTOPbIE HY)KHO pa3BOpauYUBaTh
U MOIIepXKMBATh, TaKMe KaK CIyK0a XypHaaMpOBaHMSI, MOHUTOPUHIA U aHaIu3a.
HmeroTcs M BHeLIHME CNIYKObI, C KOTOPBIMU HY)KHO YCTaHaBJIUBaTh B3aUMOJEN-
CTBUe, Harpumep ¢ uHTepdeitcamu «uHbpacTpyKTypa Kak cepBuc» (Infrastructure-
as-a-Service, [aaS) gnst ynpaBieHus 3K3eMILIIpaMy BUPTYalbHbIX MallIMH?.

MbI MOXeM CBSI3aTh 3TU CJIYXKObI BPYUHYIO: «IIPUKPYTUTb» HYKHbI€ CepBepbI,
3aias Ha KaKObIM U3 HUX, YCTAHOBUB MaKeThI MPUJIOXKEeHUI, OTpegaKTUpoBaB dait-
JIbl KOHuUrypauuu, u T. . Ho 3to cepbe3Hbiit Tpya. Takoii npolecc TpedyeT MHOTo
BpeMeHMU, CIIOCOOCTBYET MOSIBJIEHUI0 MHOMKECTBA OIIMOOK, Aa U MPOCTO YTOMIJISIET,
0COGEHHO B TPETHIi UM YeTBEePThIi pa3. A pabora BpyuHYIo Haf, 60j1ee CJI03KHbBIMU
3aJlayaMu, Kak, Halpumep, ycTaHoBKa o6jaka OpenStack ass Ballero rmpujosxe-
HUSI, - TaK U MPOCTO cyMacliecTBue. EcTb criocob nyuiie.

Ecnu Bbl yMTaeTe 3Ty KHUTY, 3HAUYUT, YK€ 3aropeauch uaeeit yrpaBaeHUs KOH-
durypaumsamu u Tenepb paccmatpubaeTe Ansible Kak cpencTBo ynpasieHus. Kem

! Jla, Mbl COTJIAaCHBI, HUKTO M HMKOTA Ha CAMOM JieJie TaK He MOCTaBJIsiI mporpaMmmMHoe obe-
crieyeHue.

2 PekomeHnylo npeBocxomHble kHuru «The Practice of Cloud System Administration»
n «Designing Data-Intensive Applications» mo co3gaHuio 1 nogaepskke 3TUX TUIIOB pac-
Mpene/IeHHbIX CUCTEM.
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6bI Bbl HM ObUIM, pa3pabOTYMKOM MM CUCTEMHBIM aAMUHUCTPATOPOM, UILYIUUM
Jy4ylIero CpeacTBa aBToOMaTH3aluu, 1 Iymalo, Bbl Halgere B aule Ansible mpeBoc-
XO/IHOE pellleH|e Balux mpobaeM.

MPUMEYAHUE O BEPCUAX

Bce rpuMepbl Kofia B 3TO¥ KHMUTe 6bUIM MTPOTECTUPOBaHbI B Bepcuu Ansible 2.3.0.0,
KOTOpasi Ha MOMEHT HalMCaHMUsl KHUTU SIBJsIach caMoit cBexkeit. [ToCKOMbKY Mo -
JepKKa MpeablayIMX BepCUil IBIsSeTCs BaXKHOIA Lieblo mpoekta Ansible, aTu rpu-
Mepbl IO/DKHBI TOAAEPXKUBATLCA U TOC/EAYIOLMMIU BePCUSIMU B HEU3MEHHOM BUJIE.

OTkyga B3anocb Ha3BaHue «Ansible»?

HasBaHue 3aMMcTBOBaHO U3 06nacTu Hay4HoM daHTacTuku. Ansible - 310 ycTpoOiCTBO
cBAa3u, cnocobHoe nepenasatb MHOOPMaLUIO BbicTpee ckopocTu ceeTa. [Tucatens Ypcy-
na e [yuH snepsble NpeacTasuna 3Ty Maelo B CBoeM pomaHe «lnaHeTa POkaHHOHA»,
a ocTanbHble nucaTenu-$aHTacTbl NOAXBATUNN ee.

Ecnu 6biTb 6onee TouHbIM, Marikn eXaaH no3anmcTBoBan HassaHue Ansible U3 KHu-
ru OpcoHa Ckotta Kapaa «Mrpa IHpepa». B 3101 kHure Ansible ucnonb3osancs ans
OAHOBPEMEHHOrO KOHTpons 6onbworo Yncna kopabnewn, ynaneHHbIX Ha OrpoOMHbIe
pacctosHua. loaymaiite 06 3TOM kak 0 MeTadope KOHTPONA yaaneHHbIX CepBepos.

ANSIBLE: OBNACTb NPUMEHEHMS

Cucremy Ansible yacTo ormuchIBalOT KaK CPEICTBO YIIpaBlaeHUss KOHPUTypauusimu,
1 0ObIYHO OHA YITOMMHAETCS B TOM Xe KOHTeKcTe, uTo 1 Chef, Puppet u Salt. Korga
MbI TOBOPMM 006 yrpaBAeHUM KOHOUTYypalLUsMH, TO YaCTO MOApa3ymMeBaeM HeKoe
omnmucaTelbHOE COCTOSIHME CEPBEPOB, a 3aTeM (PUMKCALMIO UX pealbHOTO COCTOSTHUS
C MCIOJIb30BAaHMEM CIEeLMA/IbHBIX CPENCTB: HEO6XOAMMbIe MaKeTbl MPUIOKEeHU
yCTaHOBJeHbI, $aitbl KOHPUTypaUuu colepkaT OXuAaeMble 3HaYeHUs U UMEIOT
Tpebyemble pa3pelienus B ¢aitaoBoif cucteMe, Heo6XoaMMble CITYX6bI paboTaloT
u 1. 0. [lomo6HO ApyruM cpencTBaM ynpasaeHus, Ansible npegocrasisieT mpeamer-
HO-OpUEHTUPOBaHHbIN 13bIK (Domain Specific Language, DSL), KOTOPbIit UCIIOIb3Y-
eTCsl 1J151 ONTMCaHUSI COCTOSIHMIA CepPBEpOB.

3TU MHCTPYMEHTbI TaKXKe MOXHO MUCITOJAb30BaTh IJISl  pa38epmul8aHusi IMpo-
rpaMMHoro obecreyenus. [log pasBepTbIBAHMEM MbI YACTO MOApa3yMeBaeM Mpo-
1LIecc MoJay4eHMst IBOMUHOTO KOJia U3 UCXOAHOTO (ec/iv He06X0AMMO), KOMTMPOBAHUS
Heo6xoauMbIX (aitnoB Ha cepBep(bl) U 3aMyckK cyx6. Capistrano v Fabric — nBa npu-
Mepa MHCTPYMEHTOB C OTKPBITHIM KOIOM [IJIsi pa3BePThIBAaHUS MPUIOKEHMI. An-
sible Toxe siB/IsIeTCSI MPEBOCXOHBIM MHCTPYMEHTOM Kak [/l pa3BepThIBaHUSI, TaK
M 07151 YIIpaBJieHUs KOHGUTypauusiMy MporpaMMHoro obecrieuenus. Mcrmonb3oBa-
HME eMHOI CUCTeMbI YIIpaBleHUss KOHQUTYpaUUsIMU U pa3BepThIBAHUEM 3HAUU-
TEJbHO YITPOILAET XKM3Hb CUCTEMHBIM aIMMHUCTPATOPAM.
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Hekoropsle crnielMagncTbl OTMEUalOT HEOOXOAMMOCTb C021ACO8AHUA PA3BEPThI-
BaHMs, KOrJia B IIPOLIECC BOBJIEUEHO HECKOJIbKO yIa/IeHHbIX CEpBEpPOB U OIepaLumn
JIOJDKHBI OCYUIECTBJISITbCS B OMpeneneHHOM IMopsinke. Hampumep, 6a3y maHHBIX
HY>KHO YCTAaHOBUTb IO YCTAHOBKU BeO-CepPBEpPOB MM BHIBOAUTb BeO-cepBephl U3-
IOJ1, YIIpaBjieHUsl 6aJlaHCUPOBIIMKA HAarpy3Ku TOJAbKO IO OLHOMY, UTOObI CMCTEMa
He IMpeKpaliiana paborty Bo BpeMsi 06HoBieHusi. Cucrema Ansible xoporiiia 1 B 3Tom,
MOCKOJIbKY M3HauyaabHO CO3/aBasiach JJis TPOBeieHUs] MaHMITY LM cpa3y Ha He-
CKOJIbKUX cepBepax. Ansible uMeeT yauBUTEIbHO TPOCTYIO0 MOIEJb YITPaBIE€HUS ITO-
PSIIKOM IeCTBUIA.

HaxkoHel, Bbl yC/IbILIMTE, KaK JIIOAM TOBOPSIT 06 UHUYUanu3ayuu (provisioning) Ho-
BbIX CEPBEPOB. B KOHTeKCTe 06/1aUHBIX YCIYT, TAKMX Kak Amazon EC2, mog uHU1M-
ajusalueit moJpasymMeBaeTCsl pa3BepThiBaHME HOBOTO 3K3eMILIspa BUPTYabHOIA
MawnHbl. Ansible oxBaTbiBaeT u 3Ty 06/1aCTh, IPEAOCTABISISS HECKOIBKO MOYJIENH
noaaepXku obnakos, BKaouast EC2, Azure, Digital Ocean, Google Compute Engine,
Linode n Rackspace, a Takxke nobble obnaka, mogaep>xxusatoiye OpenStack API.

o Heckonbko cbMBaeT ¢ TONKY UCNONb30BaHUE TEPMUHA UHULUAMOP B LOKYMEHTALUMUU K YTUNU-

Te Vagrant, KOTOpyK Mbl 06CyaAMM fanee B 3TOW rnase, B OTHOLWEHUU CUCTEMbI YNpaBneHus
KoHdurypaumamu. Tak, Vagrant HasbiBaeT Ansible cBoero poaa MHULMATOPOM TaM, rae, Kak
MHE KaXXeTcs, MHULMATOPOM ABNSETCA CaM Vagrant, NOCKONbKY UMEHHO OH OTBe4YaeT 3a 3a-
NyCK BUPTYaNbHbIX MalLKH.

KAK PABOTAET ANSIBLE

Ha puc. 1.1 nmokasaH mpocToil mpumep ucronb3oBaHust Ansible. ITonb3oBaTens,
KOTOpOro Mbl 6ynem 3BaTh Creiicu, mpumMeHsieT Ansible 1y1st HacTpo¥ikyu Tpex Be6-
cepBepoB Nginx, AeiicTByOWMX oA yrnpabiaenuem Ubuntu. OHa Hanucana a1 An-
sible cuenapwuit webservers.yml. B TepmuHonorum Ansible ciieHapuyu Ha3bIBalOTCH
playbook. ClieHapuit orucbIiBaeT, Kakme XocTsl (Ansible HasbIBaeT UX ydaneHHsMU
cepsepamul) ToJIeXXaT HACTPOIKe U YIOPSIAOUEHHBIN CITUCOK 3adau, KOTOPbIe JOJIK-
HbI ObITh BBIMIOJIHEHBI HA 3TUX XOCTaX. B 3TOM mpumepe XOCTbI HOCAT MMeHa webl,
web2 v web3, v 011 HACTPOMKM KaXKIOT0 M3 HUX TPEOYeTCs BHIMOIHUTD CJIeAyIOlIMe
3a/aum:

O ycraHoBuUTb Nginx;

O creHepupoBathb daitibl KOHGUrypauum ans Nginx;

O ckomupoBaTh cepTuduKaT 6€30MmacHOCTH;

O 3amyctuthb Nginx.

B cnenyioleii rnaBe Mbl 06CyaIMM, UTO B JE€ACTBUTEIbHOCTY BXOAUT B 3TOT Clie-
Hapuit. Cteiicu 3amycKaeT ClieHapuit KoMmaHoi ansible-playbook. B mpumepe cue-
Hapuit Ha3bIBaeTcs webservers.yml v 3aIycKaeTcst KOMaHI0M

$ ansible-playbook webservers.yml

Ansible ycraHaBiuBaeT napasienbHble SSH-coemuHenns ¢ xocramu webl, web2
1 web3. BoInonHseT nepBylo 3ajauyy M3 CIIMCKA HA BCEX XOCTax OHOBPEMEHHO.



26 <+ Bgsenexve

B aTom npuMepe nepsas 3aia4ya — ycTaHOBKa apt-nmakera Nginx (rmockonbky Ubuntu
MCITONIb3YeT AMcIeTyep naketos apt). To ecTh JaHHAas 3a7aya B CLIeHapMM BBITIS AT
NPMMEpPHO TaK:

- name: install nginx
apt: name=nginx

BoimonHsis ee, Ansible npogenaer cieaytouiue qeicTBus:

1. CreHepupyeT cueHapuii Ha s3bike Python, KOTopbIit ycTaHOBUT makeT Nginx.

2. Ckomupyert ero Ha XocTbl webl, web2 u web3.

3. 3amycTtut Ha xocrtax webl, web2 u web3.

4. JloxneTcs, ITOKa CLieHapuil 3aBepIUUTCS Ha BCeX XOCTax.

Ianee Ansible mpucTynuT K cnenywoulei 3agaye B CIIMCKe ¥ MTOBTOPUT OMMUCAH-
Hbl€e 3TH KXe yeThbIpe 11ara. BaxkHo OTMeTUTb, UTO:

O Kaxnzasi 3a/1a4a BbIMOJIHSETCS Ha BCEX XOCTaX OIHOBPEMEHHO;

QO Ansible oxxugaer, moka 3amaua 6ymeT 3aBepilieHa Ha BCeX XOCTax, IPexae uem

MPUCTYNIUTD K BbIMTOJIHEHUIO CIeayIoLLei;
O 3amauy BbIMONHSIIOTCS B YCTAHOBJIEHHOM BaMU MOpSsiAKe.

webservers.ym|

- name: Configure webservers
hosts: webservers
tasks:
- name: Install nginx
apt: namexn%inx
- name: install config file
template: src=nginx.conf.j2
dest:/etc/n;inxlngingx.onf
notity: restart nginx
handlers:
- name: notify nginx
service: name=nginx

state=restarted
Web 1
»1 Web2
Crevicu
$ ansible-playbook webservers.yml i

Puc. 1.1 < Ansible BbinonHseT cueHapuit HacTpoitku
Tpex Beb-cepeepoB

KAKWE NPEUMYLLECTBA OAET ANSIBLE?

CylecTBYeT HeCKO/IbKO OTKPBITbIX CUCTEM YIpaBieHus: KoHpurypaunsimu. Huxke
MepeuncIsioTCs HeKOTOpble 0COOEHHOCTH, ITPUBJEKIIMe Moe BHMMaHue K Ansible.



Beenenve < 27

MpocroTa cuHTakcuca

HanomHto, uTto 3amauu ynpasieHus KoHburypauusamu B Ansible ornpeapensiorcs
B Bue cyeHapues (playbooks). CuHTakcuc ciuieHapueB Ansible ocHoBaH Ha YAML,
SI3bIKE OMMCAHUS JaHHbIX, KOTOPBI CO34aBajICs CIIelMalbHO, UTOObI JIETKO BOCITPU-
HMMAaThCS UYeJ0BeKoM. B HekoTopom ponge YAML mis JSON - to ke, uto Markdown
ans HTML.

MHe HpaBUTCSI AyMaThb PO clieHapuy Ansible Kak PO BHIMTOJIHSAEMYIO TOKYMEH-
tauuio. OHu cponHu daitnam README, KOTOpbie ONMUCHIBAIOT AeMCTBUS, HE06XO0-
IUMble IJIs1 pa3BepPThIBaHMUS MPOTPAMMHOI0 00ecIieueHus, Ho, B OTJIMUME OT HUX,
CLleHapuu BCerma comepsKaT aKTyaJbHble MHCTPYKLMM, ITOCKOJIbKY CAMU SIBJISIIOTCS
BbITTOTHSIE€MbIM KOIOM.

OTCYTCTBMG Heob6xoanuMocTu YCTAHOBKHU Ha yAadNeHHbIX XO0CTaxX

Iins ynpaBiaeHUs cepBepamMu C MOMOLIbI0 Ansible Ha HUX JO/KHA GbITH YCTaHOBIIE-
Ha nmopnepxkka SSH u Python Bepcuu 2.5 unu Bbiute 160 Python 2.4 ¢ 61ubamnoTexoi
simplejson. HeT HMKaKoit HEO6XOAMMOCTM YCTaHABIMBATD Ha XOCTaX J1H060e Apyroe
MporpaMMHOe obecIieueHue.

Ha ynpasnsitouieit mauiHe (TOi, YTO BbI UCIIONb3YeTe 1S YIIpaBAeHUs yaaneH-
HbIMM MalIMHAMM) JO/KEH ObITh ycTaHOBIeH Python Bepcun 2.6 miu Bhilie.

0 HekoTopble Moaynu MoryT notpebosaTtb ycTaHOBKM Python Bepcum 2.5 unu Bbie, Apyrie Mo-
ryT UMeTb UHble TpebosaHus. O6s3aTenbHO NpoBepsaiTe LOKYMEHTALMIO NO KAXAOMY MOAYAIO,
4TO6bl NOHATb, UMEET K OH cneuunduyeckue TpeboBaHMs.

OCHOBaH Ha TeXHONOrMK NPUHYAUTENbHOU HACTPOMKH

HekoTopble cucTeMbl yIipaBieHUsI KOHPUTYpaLUSIMUA, UCITONb3YIOLIME areHTOB, Ta-
Kkue kak Chef u Puppet, Mo yMOTUYaHUIO OCHOBAHbI Ha TEXHOJIOTUU A0OP080JIbHOL
Hacmpotiku. ATeHTbl, yCTaHOBJIEHHbIE HA cepBepax, MepUOAMYECKU MOIKITIOYAIOTCS
K LIEHTPAJIbHOI CTyk6e 1 yuTaT MHPOpMaLMI0 0 KOHGUTYpaLuuu. YIipaBaeHUe U3-
MeHeHUSIMU KOHUTYpaALMU CEpPBEPOB B 3TOM C/1y4Yae BbITVISIIUT TaK:
Bbl: BHOCUTE M3MEHEHUS B CLIEHAPUIi1 YIIPaBAeHUSI KOHOUTYpALIUSIMU.
Bbl: epenaeTe M3MeHEeHUS LIEHTPAAbHbIN CITyXOe.
AreHT Ha cepBepe: MepPUOANYECKU BKIIOYAETCS 110 TaliMepy.
AreHT Ha cepBepe: MOJKIIOYAETCS K LIEHTPaAbHOM CTykobe.
ATeHT Ha cepBepe: YMTAeT HOBbIE CLIeHapUM YIIPABAeHUS KOHOUTYPALIUSIMU.
AreHT Ha CepBepe: 3aIycKaeT MOJIyYeHHbIe CLIeHApUU JIOKATbHO, OOHOBJISIS
COCTOSIHUE cepBepa.

Ansible, HampoTUB, MO0 YMOJYaHUIO UCIIOAb3YET TEXHOJIOTUIO NPUHYOUMeENbHOU
HACTpOMKU. BHeceHMe M3MeHeHU! BhIJISIAUT TaK:

1. Bbl: BHOCMTE M3MEHEHMUS B CLEHAPUIA.

2. Bbl: 3ammyckaeTe HOBbI CLIeHApUIA.

3. Ansible: mogknouaeTcs K cepBepaM U 3aITyCKaeT MOMIY/IU, OOHOBJISISI COCTOS -

HUe CepBepoB.

O e (T
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Kaxk TonbKo BbI 3anycTUTE KOMaHIy ansible-playbook, Ansible mogkmounrcs K yaa-
JIEHHBIM CepBepaM U BBIITOJHUT BCIO paboTy.

[IpuHynuTenbHass HaCTPOMKa AaeT BaXXKHOe MpPeMMYLLeCTBO — Bbl KOHTPOIUpYye-
Te BpeMs 06HOB/IeHUs cepBepoB. BaM He mpuxoautcs xaatb. CTOPOHHUKM 106DPO-
BOJILHOV HACTPOV KM YTBEPXKIAIOT, YTO MX MOAXOM Ayyllle MaclTabupyercs: Ha 60/b-
1110€e YMC/IO CepBepoB U ynobHee, KOraa HOBbie cepBepbl MOTYT MOSIBUTHCS B J11000¥
MOMeHT. OfHaKo OTJI0XUM 3Ty AMCKYCCUIO Ha MOTOM, a MOKa OTMeuy, 4YTo Ansible
C YCITIeXOM MUCIONAb30BaCs 4151 yipaBaeHUs ThICsYaMy Y3/10B U MOKa3asn OT/IMYHbIe
pe3ynbTaThl B CETSX C AMHaMM4ecky 1o6aBisieMbIMU U yaaisieMbIMU CepBepamMu.

Ecnu BaM eiiCTBUTENIBHO HPaBUTCS MOZE/b, OCHOBAaHHAs Ha Mpuemax mobpo-
BOJIbHOV HacTpoyiky, 11s Bac Ansible obuiumanbHO nonaepkxuBaeT ocobbiiit pexxum,
Ha3sbiBaeMblIit ansible-pull. S He pacKpbIiBal0 0COOEHHOCTEN 3TOr0 peXuma B paMKax
JaHHOV KHUTU. Ho BbI MOXeTe y3HaTb 60/blie 06 3TOM U3 opuuManbHOi JOKYMEH-
tauuu: http://docs.ansible.com/ansible/playbooks_intro.html#ansible-pull.

YnpasneHue He601bWMM YUCNIOM CEpBEPOB

Ia, Ansible MOXXHO MCITO/Ib30BATh /IS YIIPAaBI€HUsI COTHAMM U JaXe ThICSYaMM y3-
noB. Ho yrpaBisiTh €AMHCTBEHHBIM Y3JI0M C MOMoLIbI0 Ansible Takxe oyeHb jier-
KO — BaM HY)KHO JIMLIb Ham1CaTh OOMH CleHapuit. Ansible nogTBepXXoaet npuUHUMI
Anana Kesi: «[IpocToe TOMKHO OCTaBaThCs MPOCTBIM, & CJIOXKHOE — BO3MOXHbIM».

BcTpoeHHble Moaynu

Ansible MOXXHO MCIIOb30BATh [I/151 BHIMOTHEHUS [TPOU3BOJILHBIX KOMaHI 060/104KM
Ha yIaJieHHbIX cepBepax, HO ero AeiCTBUTEIbHO MOLIHOM CTOPOHOM sIB/IsIeTCS Ha-
60p moxayneit. Momynu Heo6XOAMMBbI /151 BBIMOJTHEHMSI TAKMUX 33/1a4, KaK YCTaHOBKA
MaKeToOB MPUJIOXKEHUA, Mmepe3anycK CayX0bl Uiy KonupoBaHue (aiinoB KOHOUry-
paumu.

Kaxk MbI yBUIMM no3xe, Moaynu Ansible HecyT dexnapamugHyio pyHKUMIO U UC-
MOJIb3YIOTCS 1J1S1 ONMCAaHUsI TpeOYeMOro COCTOSIHMS cepBepoB. Hanpumep, Bbl MOI/IN
ObI BbI3BAaTh MOMY/Ib User, YTOObI YO@AUTHCS B CYLECTBOBAHMM YUETHONM 3amucy de-
ploy B rpyrre web:

user: name=deploy group=web

Monynu Takxe ABAAIOTCA udemnomeHmHuimu'. Ecnu rmonb3oBatens deploy He
cymectByeT, Ansible cosmact ero. Ecniu oH cyuiectByer, Ansible nmpocto nepeiiger
K cnenylouiemMy wary. To ectb cuieHapuu Ansible MOXXHO 3amyckaTb Ha cepBepe MHO-
ro pas. 3To 60/blI0e yCOBEPLIEHCTBOBAHME, [T0 CPABHEHUIO C MTOJX00M Ha OCHOBE
ClleHapyeB KOMaHIHO! 000/I04KY, TOTOMY YTO MOBTOPHbBIN 3aMyCK TaKUX ClieHa-
pMeB MOXeT MPUBECTU K He3alJaHMPOBAaHHBIM M XOPOLIO, eciy 6e306MIHbIM I10-
C/IEICTBUSIM.

! WMmeMmnoTéHTHOCTb —~ CBOMCTBO OOBbEKTa MM ornepauun npu nNOBTOPHOM TNPpUMEHEHUU
ornepaumnm K 06'bEKTY JaBaThb TOT Ke pe3yJabTaT, UTO U MPU OOUHAPDHOM. — HDUM. nepes.
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Kak 06¢cTonT geno ¢ KoHBepreHumen?

B KHMrax no ynpaBneHuo KOHPUrypaumsaMm 4acto YNOMUHAETCS UAES KOHBEP2EeHUUU
(nnn cxopMMOCTH), KOTOpast HEPeaKo accoumMmpyeTcs ¢ uMeHeM Mapka byprecca (Mark
Burgess) u ero cuctemon ynpasneHnus koHourypaumsmu CFEngine. Ecnu cuctema
ynpasneHns KOHOUIrypaumsiMmu KOHBEPreHTHA, OHA MOXET MHOrOKpaTHO BbINOMHATb
ynpaenstolLmMe BO3AEUCTBUS, C KAXAbIM pa3oM NpUBOAA CepBep BCe Hanxe K xenae-
MOMY COCTOSIHUIO.

Nnes KoHBEpreHuMn HenpuMeHuMa kK Ansible 13-3a OTCYTCTBMS NOHATUS MHOro3Tan-
HbIX BO34EMCTBUI Ha KOHbUrypauuio cepeepos. Moaynu Ansible yctpoeHbl Tak, 4To
€AMHCTBEHHbIN 3anyck cueHapus Ansible cpa3y NpUBOAMT Kaxabli cepBep B xenae-
MO€ COCTOSIHME.

Ecnu BaM uHTepecHo, 4TO ayMaeT asTop Ansible 06 naee KoHBepreHuuu, NnpouTUTE
nybnukauuo Maikna JeXaaHa «MaeMnNoOTEHTHOCTb, KOHBEPreHUNs U Apyrue npudya-
NMBble CNOBA, KOTOPbIE Mbl UCNONb3YEM CIMWKOM YacTo» («ldempotence, convergence,
and other silly fancy words we use too often») Ha cTpaHuue rpynnsl Ansible Project:
https://bit.ly/1InGh1A.

OueHb TOHKMI cnomn abcTpakuum

HekoTopble cucTeMbl yrpaBieHus KOHGUTYpauusiMu MpefoCTaBasoT YPOBEHb ab-
CTPakKL}M HACTONBKO MOILHbIA, UTO MO3BOJSIIOT UCIONb30BaTh OAHMU U Te 3Ke ClieHa-
puu 17151 yIipaBiieHUsl cepBepamMu ¢ pa3HbIMM ONepalMOHHbIMY cucTeMamu. Hampu-
Mep, BMEeCTO KOHKPeTHbIX AUCMeTYepOB MaKeToB, TAKMX KaK yum uau apt, MOXHO
MUCITO/Ib30BaTh aOCTPaKIMIO «MaKeT», MOAIEepXMBAEMYIO CUCTEMON YyIpaBaeHUs
KOHUTypaumsiMu.

Ansible paboTaeTt He TaK — [IJi1S1 YCTAHOBKM MMAKETOB B CUCTEMbI, OCHOBAHHbIE Ha
JucreTdepe apt, Bbl JOKHbBI UCIONIb30BaTh AUCHeTYEep apt, a B CUCTEeMbI, OCHOBAaH-
Hble Ha AucIeTyepe yum, — IUcIeTyep yum.

Ha mpakTuke 3TO ympoulaeT ucrnonb3oBaHue Ansible, XOTs1 Ha mepBblil B3IJIs],
MOXeT MMOoKa3aTbCsl HefoCTaTKOM. Ansible He TpeOyeT u3yueHuss HOBbIX HabOpOB
abcTpakuuit, HUBEUPYIOLWMX Pa3HULY MEXIY OMepallMOHHbBIMU CUCTEMaMM. ITO
COKpallaetr 00beM AOKYMEHTALMU [IJ1s1 M3yYeHusl Iepe] HauaioM HarucaHus clie-
Hapues.

[Tpu XkenaHuM Bbl MOXKETE MUCATb COOCTBEHHbIE clieHapuy Ansible 1151 BbITonHe -
HUS1 OTNpeeeHHbIX JeMCTBMUM, B 3aBUCMMOCTHM OT ONepallMOHHONM CUCTEeMbI Ha yaa-
JneHHOM cepBepe. Ho 51 ctaparochk M3beraTb 3TOr0, KOHLIEHTPUPYS CBOe BHMMaHMeE Ha
HaMucaHMM CLieHapyeB 1151 KOHKPEeTHbBIX OrepalMOHHbIX CUCTEM, TaKuxX Kak Ubuntu.

Mogaynb SIBASIeTCS OCHOBHOM e[MHMIIei MOBTOPHOTO MUCIONIb30BaHUSI B COOO-
uiectBe Ansible. [TockonbKy 061acTh MpUMeHeHMs] MOAY/S OrpaHUYeHa M 3aBUCUT
OT OMpeJe/lIeHHO! OnepalMOHHON CUCTeMbl, 3TO MO3BOJISIeT MUCATh KaueCTBEeHHbIe
" HafeXHo paborarouime moaynu. [IpoekT Ansible Bcerga oTKphIT AJ1s1 HOBbIX MO-
Iynei, mpeajiaraeMbix Co061EeCTBOM. S 3TO 3HAI0, MOCKOIbKY CaM MPeIIokKuI He-
CKOJIBKO.
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CueHapuu Ansible He rpegHa3HayeHb! 1151 UCIIONb30BAaHUSI B Pa3HbIX KOHTEK-
crax. B rnaBe 7 mbl 06CyIuM ponu Kak CpefCTBO OpraHu3aL My ClieHapueB AJ1s Mo-
BTOPHOTrO ucnonab3oBaHus. Takke Mbl 06cyaum Ansible Galaxy — oHnaiiH-peno3u-
TOpUI ponei.

OnHako Ha IMpaKTMUKe KaXk[asi opraHu3alusi cepBepa HaCTpauBaeTCsl C HEKOTOPbI-
MM OTIMUUSIMU, [TOITOMY JIyUllle [I0OCTapaThCsl HAMMCATh CLieHapuUy 1151 CBOeI KOM-
MaHUU, YeM MbITaThCs UCIIOMb30BaTh YHUBEPCaabHble. ENMHCTBEHHBIN [10BOI OIS
U3YUYEHUs UYyXKUX CLieHapueB — 3TO, HallpUMep, B3IISIHYTb, KaK U UTO 6bLJIO CIe/IaHO.

Cea3b mexxay Ansible u Ansible, Inc.

Ha3saHue Ansible OTHOCMTCA KaK K NpOrpaMMHOMY o6ecneyeHuio, Tak U K KOMNaHuu,
Beaywein npoekt. Maikn [eXaaH, cozpatens nporpammHoro obecneyeHus Ansible,
ABNAETCA ObIBLIMM TEXHUYECKUM AUpPEeKTOPOM KoMnaHuu Ansible. Bo usbexaHue ny-
TaHWLbI XO4YY YTOUHUTb, YTO ANa 0603HAYEHUA NPOAYKTA S UCNONb3yH Ansible, a KOM-
naHuu - Ansible, Inc.

Ansible, Inc. npoBOAMT 0Oy4eHHe U NPeaOCTaBNSET KOHCYNbTAaUMOHHbIE YCayrM no An-
sible, a Takke cobcTBEeHHOM Be6-cucTeMe ynpasneHus Ansible Tower, 0 KOTOpoW pac-
ckasbiBaetcs B rnase 19. B oktabpe 2015-ro Red Hat kynuna Ansible Inc.

He chamwkoM nu nPOCTA CUCTEMA ANSIBLE?

B nepuopn paboThl Ha KHUTOM MOM peakTop CKa3al MHe, YTO «<HEeKOTOpbIe Clielu-
aJIUCThI, UCTIOb3YIOLIME CUCTEMY YIpaBiaeHUs KoHburypauusamu XYZ, Ha3bIBalOT
Ansible «uuknom for o cueHapusim». [In1aHUpPYs IEPEXOL, C APYTOi CUCTEMBI YIIPaB-
neHust KoHbUrypaumsmu Ha Ansible, 1e/iCTBUTENEHO MOTYT BO3HUKHYTb COMHEHUS
B ero 3¢HeKTUBHOCTH.

OmHako, Kak CKopo 6ymeT moka3aHo, Ansible umeer ropasmo 6o/ee IWKUPOKYIO
(GYHKIMOHANTBHOCTDB, YEM CLIEHApMM KOMaHIHOM 060/104KU. Kak y)Ke yIToMUHaI0Ch,
Monynu Ansible rapaHTUPYIOT UIEMITOTEHTHOCTh, Ansible MMeeT MpeBOCXOOHYIO
MOAJEPXKKY 1IabJIOHOB U MMepeMEeHHbBIX C pa3HbIMU 00J1aCTIMU BUAMMOCTH. JI1060i4,
KTO CYMTAET, UTO CyThb Ansible 3akmiouaercss B paboTe cO ClieHapUsSIMU KOMaHIHOM
060/104KM, HUKOTAA He 3aHMMaJCs MOANEpP)KKOMA HeTPUBMANbHBIX MPOrpaMM Ha
si3bIKe 000710uKU. Eciu ecTh BbIGOD, 1 mpeamnouty Ansible clieHapmMsamM KOMaHIHOM
060/104KH.

A kak HacueT Macuutabupyemocty SSH? B rnaBe 12 6yaet nokasaHo, uto Ansible
npumeHsier SSH-MynbTUIIIEKCUPOBaHME /i1 ONTUMMU3ALUU TTPOU3BOAUTENLHO-
cTu. HekoTopble crieluanucThl UCMOAL3YIOT Ansible A5 yripaBaeHUs ThicIuaMu
y3/10B.

! Hampumep, 03HaKOMbTeCh ¢ MaTepuanoMm «Mcrnonb3oBanue Ansible nis ynpasneHus mac-
mTabupyeMbiM My6anuHbIM 061aKkoM» («Using Ansible at Scale to Manage a Public Cloud»)
ot Jesse Keating, 6biBlIero corpyaHuka Rackspace.
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51 He HaCTONbKO XOPOLWO 3HAKOM C OCTaNbHbIMKU CUCTEMAMMU, YTOOLI paccMaTpuBaTb UX pas-
Nuyms B getanax. Ecnu BaM Heo6xoAMM aeTanbHbI CPaBHUTENbHBIA aHANU3 CUCTEM ynpas-
neHus KoHdUrypaumuamu, npounutaite kHury «Taste Test: Puppet, Chef, Salt, Ansible» MaTtTa
[xeitHca (Matt Jaynes). Tak cnyuunnocs, 4to MaTT npeanoyen Ansible.

Y10 9 DOMKEH 3HATH?

Insa 3apdexruBHOM paboThl ¢ Ansible He06X0OMMO 3HATh OCHOBbI AAMUHUCTPU-
pOBaHUS OIepaluoOHHOM cucteMsbl Linux. Ansible mo3BossieT aBTOMaTU3MpOBaTh
MIPOLIECChI, HO HE BBITIOJHAET BOJIILEOHBIM 06pa30oM TeX U3 HUX, C KOTOPbIMU Bbl HE
CIIpaBJisIeTeCh.

[lpennonarato, UTO YATATENN JAHHO! KHUTU JO/DKHBI ObITh 3HAKOMBI, 110 Kpait-
Helt Mepe, ¢ ogHUM U3 auctpubyTnBoB Linux (Ubuntu, RHEL/CentOS, SUSE u mnp.)
M IOHMUMaTh, KaK:

MOJK/IIOUUTHCS K yAaJeHHOM MalunHe yepe3 SSH;

paboTraTbh B KOMaHJHO cTpoKe Bash (kaHabl 1 repeHanpasjeHue);
yCTaHaBIMBATD MAaKeThl TPUIOKEHUIA;

MCII0JIb30BaTh KOMaHY sudo;

MPOBEPSTH U YCTAHABIUBATH pa3pelueHus as ¢aitios;

3aITyCKaTbh ¥ OCTAHABINBATH CITYKOBbI;

yCTaHaBAMBATD ITepeMEHHbIE CPe[ibl;

MUcaTh clieHapuu (Ha Ilo60M SI3bIKe).

Ecnn Bce 3TO BaM M3BECTHO, MOKETE CMeJIO IIPUCTYIIATh K paboTe ¢ Ansible.

51 He mpeponaralo, YTO Bbl 3HaeTe KAaKOM-TO ONpeeeHHbIN SI3bIK TPOrpaMMU-
poBaHus. Harmpumep, BaM He HY)XHO 3HaTh Python, eciu Bbl He co6upaeTech caMo-
CTOSITEJILHO MTUCATh MOIYJIN.

Ansible ucnons3syet popmar paitnoB YAML u sa3bIKk wa6soHoB Jinja2. CnemoBa-
TeJIbHO, BAM HEOOXOAMMO U3YUUTDb UX, HO 00€ TEXHOJOTUM ITPOCThI B OCBOEHUM.

(ONCNONONCNONONE)

O YEM HE PACCKA3BIBAETCS B 3TOM KHUIE

JTa KHUTa He SIBJISIETCS MCUEPITbIBAIOIIMM PYKOBOACTBOM IT0 paboTe ¢ Ansible. OHa
M03BOJISIET MOATOTOBUTBLCS K UCIIONB30BaHMIO Ansible B KpaTuaitime CpoKu U 1aeT
omnMcaHue HEKOTOPBIX 33[1a4, KOTOpbIe HEJOCTATOUHO MOJTHO OMMUCHIBAIOTCS B 0pu-
LIMaJbHOM JOKYMeHTaluM.

KHura He onmchIBaeT UCIOAb30BaHMs 0pULIMaIbHBIX Moay/eit Ansible. Ux 6onee
200, M OHM OCTATOYHO XOPOILO ITpeCTaB/leHbl B 0QULIMATbHOM JOKYMEHTALMU.

KHura oxBaTbIBaeT TOJILKO OCHOBHbIE BO3MOXXHOCTM MeXaHU3Ma 11abaoHoB Jin-
ja2, MOCKOJIbKY MX BITOJIHE IOCTAaTOYHO /151 paboTsl ¢ Ansible. [Ins1 6onee riny6okoro
n3yyeHus Jinja2 s1 peKOMeHIy 06paTUTBHCS K OPULIMATIBbHOM JAOKYMEHTaUMU T10
Jinja2 Ha crpaHuue http://jinja.pocoo.org/docs/dev/.

KHura He maeT metanbHOro onucaHus GpyHKuuit Ansible, Mcrionb3yeMbIix B OCHOB-
HOM 1151 paboThl B paHHUX Bepcusax Linux. Cioga otHocsiTcs kimeHT SSH Paramiko
U YCKOPEHHBIL PEXCUM.
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HakoHell, s He paccMaTpUBar HEKOTOPBIX GyHKUMIT Ansible I, 4TO6bI COXpaHUTH
pa3mep KHUTU B pa3yMHbIX npenenax. K HUM oTHocATCS: pexXkMM 0OHOB/IEHUSI KOH-
durypaumu no MHULMATHUBE KIMEHTOB, )XYpHaIMPOBaHUe, COeIUHEHME C XOCTaMU
M0 MPOTOKOJIaM, OTIMYHBIM OT SSH, 1 3ampoc y nonab3oBaTesis naposeit u Apyroi
mHdopmaLuu.

YCcTAHOBKA ANSIBLE

Ha cerogHsIIHUI JeHb BCe OCHOBHbIE OUCTPUOYTUBBI Linux BKIOYAIOT MakeT An-
sible. I[TosaTomy, eciu Bbl paboTaeTe B Linux, BbI CMOXeTe YCTaHOBUTb €TI0, UCTTO/b3Ys
«pOIHOM» aucrnetyep rnmaketoB. Ho umeifTe B BUAY, YTO 3TO MOXET ObITh He camas
nocneqHsst Bepcus Ansible. Eciy Bl pabotaete B Mac OS X, 1 peKOMEH[IYI0 MCITO/b-
30BaThb 3aMevaTe/IbHbII Jucreryep nmaketoB Homebrew.

Ecnu takoro makera B Bauieit Bepcuu OC HeT, Bbl MOXeTe YCTaHOBUTb Ansible
C MMOMOILBIO pip, AUCIIeTYepa MakeToB Python, BHIITOMHUB C/IeYIOLLYI0 KOMaHAY:

$ sudo pip install ansible

Ipu xxenaHuu Ansible MOXHO YCTaHOBUTD B JIOKAJbHOE BUPMYANbHOE OKPYHCEHUE
Python (virtualenv). Eciiit Bbl He3HAKOMBI C BUPTYaJbHBIMY OKPY>X€HUSIMU, MOKETe
MCIONb30BaTh O0/Iee HOBBINM MHCTPYMEHT 1O/ Ha3BaHUueM pipsi. OH aBTOMaTUYeCKU
CO3[1aCT HOBOe BUPTYyabHOE OKPY>XeHMe U YCTAaHOBUT B Hero Ansible:

$ wget https://raw.githubusercontent.com/mitsuhiko/pipsi/master/get-pipsi.py
$ python get-pipsi.py
$ pipsi install ansible

Ecnu BBl pelinTe BOCIIONMb30BaThCs Pipsi, Jo6aBbTe NyTh ~/.local/bin B mepeMeH-
HY10 OKpy>XeHus1t PATH. HekoTopble marMHbl ¥ Mogynu Ansible moryt norpe6oBath
YCTaHOBKY [IOMOMHUTENbHBIX 6MbaMoTek Python. Eciu Bbl Mpou3Benu yCTaHOBKY
C IOMOILbIO Pipsi ¥ xoTenu 661 ycTaHOBUTD docker-py (HEO6XOOMMBIIA 4151 MOAY/1ei
n3 6ubnmnorteku Ansible Docker) 1 boto (Heo6XoaUMBI A1 MOOYy/1ei 13 6UOIUOTEKU
Ansible EC2), BLINOJIHUTE CleAyI0IMe KOMaHIbl:

$ cd ~/.local/venvs/ansible
$ source bin/activate
$ pip install docker-py boto

Ecny BaM MHTEpeCHO UCMBITaTh B paboTe HOBeNLIYI0 Bepcuio Ansible, 3arpysure
ee u3 GitHub:

$ git clone https://github.com/ansible/ansible.git -recursive

ITpu paboTe ¢ 3TOI Bepcueit BaM KaXkIblil pa3 6yaeT HYy>KHO BbIMTOMHATb C/IeAYI0-
1Y€ KOMaHbl, YTOOBI yCTAHOBUTD ITEpEMEHHbIE OKPYKEH U, BKTIOUast TepeMEHHYI0
PATH, uTo6bI 060/104Ka CMOIJIa HAXOAUTh IporpamMmbl ansible u ansible-playbooks.

$ cd ./ansible
$ source ./hacking/env-setup
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JloronHUTeNbHYI0 MHGOpPMAaLNIo 06 YCTaHOBKE MOKHO HaiTU Ha CJIEAYIOLUX pe-
cypcax:

O oduimanpHas JOKyMeHTaLus Mo yctaHoBKe Ansible (http://docs.ansible.com/
ansible/intro_installation.html);
pip (http://pip.readthedocs.io/en/stable/);
virtualenv (http://docs.python-guide.org/en/latest/dev/virtualenvs/);
pipsi (https://github.com/mitsuhiko/pipsi).

00

MoaroToBKA CEPBEPA AN SKCMNEPUMEHTOB

[ns1 BbITOMHEHUS] TPUMEPOB, TPUBEJEHHbIX B KHUTe, BAM Heobxoaumo umeTh SSH-
JOOCTYN U MpaBa Mnoib3oBartens root Ha cepBepe Linux. K cuacTblo, cerogHs jerko
MOJYYMUTb HEeJOpPOroil JOCTYIM K BUPTyanbHO!M MallMHe Linux B 061L1eqOCTYITHBIX
cryxbax 061auHbIX yoIyT, Takux Kak Amazon EC2, Google Compute Engine, Micro-
soft Azure!, Digital Ocean, Linode.., B 06111eM, BbI TTOHSIJIA.

Ucnonb3osaHue Vagrant ans noAroToBKU cepeepa

Ecnu BbI peAnmoynTaeTe He TpaTUTHCSI HA 06J1aYHbIe YCYTH, 1 TPeAJIOXMUIT Obl yCTa-
HOBUTb Vagrant — OTJAMYHbIM MHCTPYMEHT yIpaBJieHUs BUPTYaabHbIMM MalllMHa-
MM C OTKPBITBIM KOAOM. C ero MoMoILbi0 MOXHO 3aITyCTUTb BUPTYaabHYI0 MAaLIUMHY
¢ Linux Ha HoyTOyKe. OHa M MOCJIYKUT BaM CepBepoM [I/is1 SKCITIepUMEHTOB.

B Vagrant umeeTcst BCTpoeHHast BO3MOXXHOCTb MOJATOTOBKM BUPTYaJIbHbIX MalllvA
¢ Ansible. TTogpo6Hee 06 3TOM OyIeT pacckazaHo B ry1aBe 3. A MOKa OyIeM CUUT:stn
BUPTYya/IbHYI0 MalIMHY TOJ, yIpaBiaeHueM Vagrant 06bIYHbIM cepBepom Linux

Vagrant Tpe6yet ycraHoBkM VirtualBox. Ckauaitte VirtualBox (https://wwwpris
albox.org/), a 3atem Vagrant (https://www.vagrantup.com/).

PekomeH[IyI0 CO3[aTh OTHEIbHbIN KaTajaor AJisg cleHapueB Ansible u mpouie

grant (Vagrantfile) mis 64-6uTHoro o6pasa BUpTyaabHoi MAuHbI &L
(Trusty Tahr) u 3arpy3uts ee.

$ mkdir playbooks

$ cd playbooks

$ vagrant init ubuntu/trusty6a
$ vagrant up

Mpu NnepBoM 3anycke KOMaAAa vagrant up 3arpysuT ¢dain obpasa BUPTyanbHOM MalmHbl. Ha
3TO MOXeT NoTpeboBaTbCA HEKOTOPOE BPEMS B 3aBUCUMOCTM OT KayecTBa coeanHeHus ¢ UH-
TEpPHETOM.

B Cj1y4yae ycriexa Bbl YBUONUTE, KAK B OKHE TEpMMHAJId I'IOGEI‘YT ciaegyroume CTpoOKH:

' Jla, Azure nognep>kuBaeT ceppepbl Linux.
2 BupTyanbHasi MallMHa B TepMUHoIoruu Vagrant HasbiBaeTcsi machine, a ee 06pas — box.
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Bringing machine 'default' up with 'virtualbox' provider...

==> default:
==> default:
==> default:
==> default:
==> default:
==> default:
==> default:
default:
==> default:
default:
==> default:
==> default:
default:
default:
default:
default:
default:
default:
default:
default:
default:
default:
default:
default:
==> default:
==> default:
default:
default:
default:
default:
default:
default:
default:
default:
default:
==> default:
default:

Importing base box 'ubuntu/trusty64’...

Matching MAC address for NAT networking...

Checking if box 'ubuntu/trusty64' is up to date...

Setting the name of the VM: playbooks_default_1474348723697_56934
Clearing any previously set forwarded ports...

Clearing any previously set network interfaces...

Preparing network interfaces based on configuration...
Adapter 1: nat

Forwarding ports...

22 (guest) => 2222 (host) (adapter 1)

Booting VM...

Waiting for machine to boot. This may take a few minutes...
SSH address: 127.0.0.1:2222

SSH username: vagrant

SSH auth method: private key

Warning: Remote connection disconnect. Retrying...

Warning: Remote connection disconnect. Retrying...

Vagrant insecure key detected. Vagrant will automatically replace
this with a newly generated keypair for better security.

Inserting generated public key within guest...

Removing insecure key from the guest if it's present...

Key inserted! Disconnecting and reconnecting using new SSH key...
Machine booted and ready!

Checking for guest additions in VM...

The guest additions on this VM do not match the installed version
of VirtualBox! In most cases this is fine, but in rare cases it can
prevent things such as shared folders from working properly. If you
see shared folder errors, please make sure the guest additions
within the virtual machine match the version of VirtualBox you have
installed on your host and reload your VM.

Guest Additions Version: 4.3.36

VirtualBox Version: 5.0

Mounting shared folders...

/vagrant => /Users/lorin/dev/ansiblebook/ch@1/playbooks

Ternepb MOXHO nornpo6oBaTh 3aiiTu o SSH Ha Bally HOBYIO BUPTYa/lbHYIO MalIu-
Hy Ubuntu 14.04, BbIITONHUB C1€AYIOLLYI0 KOMaHAY:

$ vagrant ssh

Ecnu Bce npotiiiio 61aromnoayyHo, Bbl YBUAUTE 3KPaH C TPUBETCTBUEM:

Welcome to Ubuntu 14.04.5 LTS (GNU/Linux 3.13.0-96-generic x86_64)

* Documentation: https://help.ubuntu.com/

System information as of Fri Sep 23 05:13:05 UTC 2016

System load: 0.76 Processes: 80
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Usage of /: 3.5% of 39.34GB Users logged in: 0
Memory usage: 25% IP address for eth@: 10.0.2.15
Swap usage: 0%

Graph this data and manage this system at:
https://landscape.canonical.com/

Get cloud support with Ubuntu Advantage Cloud Cuest:
http://www.ubuntu.com/business/services/cloud

0 packages can be updated.
0 updates are security updates.

New release '16.04.1 LTS' available.
Run 'do-release-upgrade' to upgrade to it.

BBenure exit, yToObI 3aBepINTh ceaHc SSH.

JTOT MMOAXO0J, T03BOJISIET B3aMMOJIEICTBOBATb C KOMaHAHOM 000/104K0M. OmHaKo
Ansible TpeGyeT nogk/I0YeHUSI K BUPTYaJbHOM MalIMHe nocpeacTsoM SSH-kameH-
Ta, a He KOMaHbl vagrant ssh.

[TonmpocuTe Vagrant BoiBeCTM Ha 3KpaH aeTtaau SSH-nogk/ioyeHus :

$ vagrant ssh-config

1 y ce6st MOMYyYMII TAKOW pe3y/bTaT:

Host default
HostName 127.0.0.1
User vagrant
Port 2222
UserKnownHostsFile /dev/null
StrictHostKeyChecking no
PasswordAuthentication no
IdentityFile /Users/lorin/dev/ansiblebook/ch@1/playbooks/.vagrant/
machines/default/virtualbox/private_key
IdentitiesOnly yes
LogLevel FATAL

BoT cambie BaXkHbIe CTPOKU:

HostName 127.0.0.1

User vagrant

Port 2222

IdentityFile /Users/lorin/dev/ansiblebook/ch01/playbooks/.vagrant/
machines/default/virtualbox/private_key

o B Vagrant 1.7 uaMeHuncs nopsaok paboTbl ¢ npuBaTHbIMKU SSH-kouaMu. HaumHas ¢ 3Tow
Bepcun Vagrant reHepupyeT HOBbIV NPUBATHbIA KNKOY ANS KAXAOM MawuHb. bonee paHHue
BEPCMM UCNONL30BANW OAMH U TOT XKe KNHOY, KOTOPbIA NO YMONYAHUIO XPaHUNCS B KaTanore
~/.vagrant.d/insecure_private_key. TpuMepb! B 3TOW KHWUre OCHOBAaHb! Ha Vagrant 1.7.

Y Bac CTPOKM O/IKHBI BBIMIS/IETh MOXOXKE, 32 UCK/IIOYEHUEM MeCTa XpaHeHUs
daitna noeHTMduKaumu.
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Y6enurech, UTO CMOXKeTe HayaTb HOBbIII SSH-ceaHC M3 KOMaHIHOM CTPOKH, UC-
MMonb3ys 3Ty MHGopMaLuio. B MoeM ciyyae KOMaHaa BbITISIAUT TaK:

$ ssh vagrant@127.0.0.1 -p 2222 -1 /Users/lorin/dev/ansiblebook/ch@1/
playbooks/.vagrant/machines/default/virtualbox/private_key

Bbl JO/KHBI YBUAETb 3KpaH Bxoda B Ubuntu. BeeauTe exit, 4To6bl 3aBepLINTD
SSH-ceaHc.

Mepenaua nHpopmauum o cepsepe B Ansible

Ansible MOXeT yrIpaBasiTh TOJIbKO U3BECTHBIMMU el cepBepamu. [lepenath nHpopMma-
LMo 0 cepBepax B Ansible MoxxHo B ¢aitne peectpa.

Kaxxgomy cepBepy HO/DKHO ObITh TPUCBOEHO UMS A1 uaeHTUdMKauum B Ansible.
C 3TOi1 L1eIbI0 MOXHO UCITOJIb30BaTh MMSI XOCTa MJIX BbIOpaTh APYroit MCeBOOHMM.
C MMeHeM TaKKe JO/KHbI ONpeAesiTbCsl JOMOMHUTENbHbIE TapaMeTpPbl MOAK/II0Ye-
Hus. [IpMcBOMM HalemMy cepBepy IICeBAOHUM testserver.

Cospnaiite B katanore playbooks daitn c umeHnem hosts. OH 6yaeT CIYyKUTb peecT-
poM. Ecnu B KauecTBe TECTOBOTO CepBepa Bbl UCIIOAb3yeTe BUPTYaAbHYIO MalIUHY
Vagrant, ¢aiin hosts DO/KeH BbIMISAETh, Kak B mpuMepe 1.1. 4 paz6éun cogepxumoe
¢dartna Ha HEeCKOJbKO CTPOK, YTOObI YMECTUTDb €ro I0 LWIMPUHEe CTpaHMllbl. B meii-
cTBUTENbHOCTU MHGOpMalLMs B daitne npeacTaBieHa OAHOM CTPOKOY 6e3 06paTHBIX
KOCBIX.

Mpumep 1.1 < Qaiin playbooks/hosts

testserver ansible_host=127.0.0.1 ansible_port=2222 \
ansible_user=vagrant \
ansible_private_key_file=.vagrant/machines/default/virtualbox/private_key

31ecb MOXXHO BUAETb OAUH U3 HEJOCTAaTKOB UCIIONb30BaHMs1 Vagrant: Mbl BBIHYX-
JleHbl IBHO MepeaaTh AOMOJHUTEIbHbIE apTYMEHTbI, YTOObI cO001MTL Ansible ma-
paMeTpbl MOAKIOYEHUs1. B 601bLIMHCTBE C/TyyaeB B 3TUX JOMOJTHUTENbHBIX JAHHBIX
HeT He06X0AMMOCTH.

Jlanee B 3TOJ1 I1aBe Bbl YBUAUTE, KaK UCIIONb30BaTh Gaitn ansible.cfg, 4To6bI 13-
6exkaTb HarpomoxaeHusi MHGopmauuu B daitie peecrpa. B mocnenyoumx rnaBax
Bbl YBUIUTE, KaK C TO e 11e/IbI0 MOXKHO UCII0/b30BaTh NepeMeHHbIe Ansible.

Ecnu nmpeamonoxutb, 4yTo y Bac ectb Ubuntu-mauimHa B o6make Amazon EC2
C MMEeHEeM X0CTa ec2-203-0-113-120.compute-1.amazonaws .com, comepxkumoe daitna pe-
ectpa 6yaeT BbII/ISAETh TaK (BCe B OAHY CTPOKY):

testserver ansible_host=ec2-203-0-113-120.compute-1.amazonaws.com \
ansible_user=ubuntu ansible_private_key_file=/path/to/keyfile.pem

o Ansible nogaepxvBaet nporpaMMy ssh-agent, n03ToMy HeT HEO6XOAMMOCTHU SIBHO YKa3biBaTb
dannbl SSH-knouei B peectpe. ECamn npexae BaM He 40OBOAMNOCL NONbL30BATLCA 3TOM NpO-
rpaMMoi, bonee aetanbHy MHOOPMaUMIO O Hel Bbl HaiaeTe B pasaene «AreHT SSH» B npu-
NOXeHun A.
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YToO6bI MPOBEPUTH CITOCOOHOCTh Ansible MOgK/IIOUUTLCS K cepBepy, UCITOJIb3yeM
YTWIATY KOMaHIHOM CTPOKM ansible. Mbl 6ymem u3peaka rnojib30BaThCs €10, B OC-
HOBHOM [IJ151 pellleHUsl crieluduIeckux 3amad.

IMonpocum Ansible ycTaHOBUTB COeMHEHME C CEPBEPOM testserver, yKa3aHHbIM
B daiine peectpa hosts, 1 BbI3BaTh MOY/Ib ping:

$ ansible testserver -i hosts -m ping

Ecnn Ha nokanbHOM SSH-KIMeHTe BK/IKUeHa NMPOBepKa KIKueil XOCTa, Bbl YBU-
JIUTe HeUTO, MOoXoxkee Ha MepBYI0 MOMbITKY Ansible mogkIOUMTLCS K cepBepy:

The authenticity of host '[127.0.0.1]:2222 ([127.0.0.1]:2222)" \

can't be established.

RSA key fingerprint is e8:0d:7d:ef:57:07:81:98:40:31:19:53:38:d0:76:21.
Are you sure you want to continue connecting (yes/no)?

[IpocTto BBEgUTE yes.
B ciyyae ycrnexa mosiBUTCS C/IeAyOLLMIA pe3yabTar:

testserver | success >> {
"changed": false,
"Ding": "Doﬂg"

}

0 Ecnu Ansible coobwumT 06 owubke, nobasbTe B KOMaHAY dnar -vvvv, 4Tobbl NONYYMTL 6oNbLe
uHdopmaumm 06 owmnbke:

$ ansible testserver -i hosts -m ping -vvwv

MbI BUOMM, UTO KOMaH/a BbIITOJHMJIACh ycIlelHO. YacTb oTBeTa "changed": false
TOBOPUT O TOM, YTO BbIMTOJIHEHME MOAY/SI HE U3MEHMJIO COCTOSIHMS cepBepa. TekcT
"ping":"pong" SIBJISIETCSI XapaKTepPHOM! 0COOEHHOCTbIO MOAYJIS ping.

Mopyab ping He MPOU3BOAUT HUKAKUX U3MeHeHU. OH JTU1Ib ITPOBEPSIET CITOCOO-

HocTb Ansible Hauath SSH-ceaHc ¢ cepBepoM.

YnpouweHue 3apaum ¢ nomowbio Paiina ansible.cfg

HaMm npuuuiock BBeCTM MHOrO TekcTa B ¢aitn peectpa, YTOObI COOOMIUTD CUCTEME
Ansible nandopmaumio o rectoBom cepsepe. K cuactbio, Ansible nmogaepskusaer He-
CKOJIBKO CITOCOO0B Nnepenauy Takoi uHGopmMaLmm, M Mbl He 00s13aHbI TPYNITMPOBAThH
ee B 0fHOM MecTe. Ceifyac Mbl BOCITO/Ib3YeMCsl OTHUM U3 TaKUX CI10co60B — daitiom
ansible.cfg — nns onpeneneHust HEKOTOPBIX HACTPOEK IO YMOIYAHUIO, YTOOBI TOTOM
HaM He MMPUIULIOCh HABUPATh TaK MHOTO TEKCTA.

lae nyuwe xpauutb dann ansible.cfg?

Ansible 6yanet uckaTtb Gann ansible.cfg B cnepyowmx MECTONONOXKEHUAX B YKA3aHHOM
nopsake:

1. ®ainn, ykasaHHbl B NnepeMeHHON OKpyxeHUs ANSIBLE_CONFIC.

2. ./ansible.cfg (ansible.cfg B Tekywem kartanore).
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3. ~/ansible.cfg (.ansible.cfg B Bawem noMawHeM katanore).

4. /etc/ansible/ansible.cfg.

1 06bI4HO xpaHio ansible.cfg B TekylieM kaTanore, BMeCTe CO CLeHapusaMu. 3TO NO3BO-
NAET XPaHUTb €ro B TOM Xe peno3uTopuu, rae XpaHaTcs MOU CLEHapUMK.

[Tpumep 1.2 mokasbiBaeT, Kak B daitne ansible.cfg onpenensroTcss MeCTOIONIOXKe-
Hue aitna peectpa (inventory), MMs moab3oBaTessi SSH (remote_user) ¥ MpuUBaTHbIA
ko4 SSH (private_key_file). OTu HACTpOMKM MpeAIonararT MCIOIb30BaHue Va-
grant. I[Ipy UCMoab30BaHUM OTHEIbHOIO CEpBEpa HEOOXOAMMO YCTAHOBUTH TOITBKO
3HayeHus remote_user U private_key_file.

B Hamem npumepe KoHbuUrypauuu rnpoBepka SSH-kiroueit xocta OTKIOYEHA.
1o ynobHo npu pabore ¢ Vagrant. B mpoTuBHOM c/tyyae HEOOXOAMMO BHOCUTD U3-
MmeHeHust B ¢aitn ~/.ssh/known_hosts Kaxabiit pa3, Korga yoaaseTcsi MMeIuincs
MM CO30aeTCst HOBbIN Vagrant-cepeep. OnHaKO OTK/IOYEHMEe [IPOBEPKU KIK0Yei I
CEpPBEPOB B CETU HECET OIpee/ieHHbIe pUCKU. EC/IM Bbl HE3HAKOMBI C ayTeHTUDUKA-
LMeN Ipy MOMOLIM KJTFOUY€i XOCTa, TO MOXXETe IMTPOUMUTATh 00 3ITOM B IIPUIIOXKEHUM A.

Mpumep 1.2 < ansible.cfg

[defaults]

inventory = hosts

remote_user = vagrant

private_key_file = .vagrant/machines/default/virtualbox/private_key
host_key_checking = False

Ansible u cuctema ynpasneHus sepcuamMu

Ansible no yMmonuaHuio xpaHuT peectp B daine Jetc/ansible/hosts. OgHako NUYHO
A NPeAnoYnTal0 XpaHWTb ero BMecTe C MOUMW CLEHapWUaMU B CUCTEME YNpaBneHus
BEPCUAMMU.

Xota paboTa € TakKUMKU CUCTEMAMU He 3aTpParMBaeTCs B ITOW KHUTE, 3 HACTOATENbHO pe-
KOMEeHAY MCNONb30BaTb AN YNPaBNeHUs CLEHApUAMU cucTeMy, NnoaobHywo Git. Ecau
Bbl pa3paboTynk NPOrpaMMHOro obecneyeHums, To y)xe 3HaKOMbI C CUCTEMAMU ynpaB-
neHus sepcusaMu. Ecnun Bbl CUCTEMHbIA aAMUHUCTPATOP W Npexae He NoNb30BaNUCh
UMW, TOrAa 3TO XOPOWMUI NOBOA HAa4aTb 3HAKOMCTBO.

C HacTpoitKaMu [0 YMOTUYaHUIO OTITaJaeT HEOOXOAMMOCTb YKa3bIBATh MMSI MTOJTb-
3oBaresist uau daitn ¢ krouamu SSH B daite hosts. 3anuch ynpoluaeTcs g0:

testserver ansible_ host=127.0.0.1 ansible_ port=2222

MbI TaKke MOXeM 3anycTuTh Ansible 6e3 aprymeHnra -1 hostname:

$ ansible testserver -m ping

MHe HpaBMUTCSI UCITOIb30BaTh MHCTPYMEHT KOMaHIHOM CTPOKM ansible mns 3a-
MyCcKa MPOM3BOIbHBIX KOMaH/I Ha yJaleHHbIX cepBepax. [I[pou3BoIbHbIE KOMaH/IbI
TaK)Ke MO3KHO BBITTOJIHATH C ITOMOILbIO MOAy/1si command. [Ipu 3amycke Mofay/ist He06-
XOJMMO yKa3aTh apryMeHT -a C 3aMTyCKaeMOoi KOMaH0iA.
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Hanpwmep, BOT KaK MOXXHO IPpOBEPUTb BpeMS paﬁoTbI cepBepa ¢ MOMEHTA I10-
c/iegJHero 3aIycka:

$ ansible testserver -m command -a uptime

PESYIleaT O OJDKEeH BbIT/ISA0€Tb IPUMEPHO TaK:

testserver | success | rc=0 >>
17:14:07 up 1:16, 1 user, load average: 0.16, 0.05, 0.04

Momynb command HaCTOJBKO YacCTO MCIOJIb3YeTCsl, UYTO CAeJIaH MOAY/IeM IO YMOJI-
YaHUIO, TO €CTb €r0 UM MOKHO OIMYCTUTb B KOMaHe:

$ ansible testserver -a uptime

Ecnu komMaHzAa B aprymMeHTe -a CofepXXUT npobesbl, ee HE06X0IMMO 3aKITIUUTh
B KaBbIUKM, YTOOBI KOMaHAHAasl 060/104Ka Nepesana BCIO CTPOKY KaK euHbIN apry-
MeHT. /1151 npuMepa BOT KaK BbIMISIAUT U3BJIeYeHMe HeCKOJIbKUX MOCTIeIHUX CTPOK
U3 XypHana /var/log/dmesg:

$ ansible testserver -a "tail /var/log/dmesg"

BbiBO#, BO3BpalllaemMblii MaliMHOM Vagrant, BLIIISIOUT Ceay0mnM o6pa3om:

testserver | success | rc=0 >>

[ 5.170544] type=1400 audit(1409500641.335:9): apparmor="STATUS" operation=
"profile_replace" profile="unconfined" name="/usr/1ib/NetworkManager/nm-dhcp-c
lient.act on" pid=888 comm="apparmor_parser"

[ 5.170547] type=1400 audit(1409500641.335:10): apparmor="STATUS" operation=
"profile_replace" profile="unconfined" name="/usr/lib/connman/scripts/dhclientscript"
pid=888 comm="apparmor_parser"

[ 5.222366] vboxvideo: Unknown symbol drm_open (err 0)

.222370] vboxvideo: Unknown symbol drm_poll (err 0)

.222372] vboxvideo: Unknown symbol drm_pci_init (err 0)

.222375] vboxvideo: Unknown symbol drm_ioctl (err 0)

.222376] vboxvideo: Unknown symbol drm_vblank_init (err 0)

.222378] vboxvideo: Unknown symbol drm_mmap (err 0)

.222380] vboxvideo: Unknown symbol drm_pci_exit (err 0)

.222381] vboxvideo: Unknown symbol drm_release (err 0)

—_———————
(S BV, RV IV, RV, RV, RV, )

YTo6bl BHIMOMHUTD KOMaHAY C TPUBUIETMSIMU rOOt, HY)XKHO MepefaTb napaMeTp
-b. B aToM cnyuae Ansible BBITOMHUT KOMaHAy OT JiMLla Mosb3oBaTtes root. Hanpu-
Mep, 47151 BOCTyna K /var/log/syslog TpebyroTCs MpUBUIETUU 00t :

$ ansible testserver -b -a "tail /var/log/syslog"

PesynbTaT 6ygeT B A€ Th IPUMEPHO TaK:

testserver | success | rc=0 >

Aug 31 15:57:49 vagrant-ubuntu-trusty-64 ntpdate[1465]: /

adjust time server 91.189

94.4 offset -0.003191 sec

Aug 31 16:17:01 vagrant-ubuntu-trusty-64 CRON[1480]: (root) CMD ( cd /

&& run-p

rts --report /etc/cron.hourly)

Aug 31 17:04:18 vagrant-ubuntu-trusty-64 ansible-ping: Invoked with data=None
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Aug 31 17:12:33 vagrant-ubuntu-trusty-64 ansible-ping: Invoked with data=None

Aug 31 17:14:07 vagrant-ubuntu-trusty-64 ansible-command: Invoked with executable
None shell=False args=uptime removes=None creates=None chdir=None

Aug 31 17:16:01 vagrant-ubuntu-trusty-64 ansible-command: Invoked with executable
None shell=False args=tail /var/log/messages removes=None creates=None chdir=None
Aug 31 17:17:01 vagrant-ubuntu-trusty-64 CRON[2091]: (root) CMD ( cd /

&& run-pa

rts --report /etc/cron.hourly)

Aug 31 17:17:09 vagrant-ubuntu-trusty-64 ansible-command: Invoked with /
executable=

N one shell=False args=tail /var/log/dmesg removes=None creates=None chdir=None
Aug 31 17:19:01 vagrant-ubuntu-trusty-64 ansible-command: Invoked with /
executable=

None shell=False args=tail /var/log/messages removes=None creates=None chdir=None
Aug 31 17:22:32 vagrant-ubuntu-trusty-64 ansible-command: Invoked with /
executable=

one shell=False args=tail /var/log/syslog removes=None creates=None chdir=None

Kak Buaure, Ansible ¢pukcupyet cBou neiictsus B syslog.

YTunura ansible He orpaHMYMBaeTCs MOAY/ASIMMU ping U command: Bbl MOXeTe UC-
0J1b30BaTh J1I000V MOAY/b MO XenaHuoo. HanpuMmep, ciaeayroieit KOMaHA0 MOX-
HO ycraHOoBuTb Nginx B Ubuntu:

$ ansible testserver -b -m apt -a name=nginx

Ecnum yctaHoBuTb Nginx He yaanoch, BO3MOXHO, HY>XHO 06HOBMTb CNMCOK NakeToB. YTo6bl An-
sible BbINONHWNA 3KBMBANEHT KOMaHAb! apt-get update nepep YCTAaHOBKOW NaKeTa, 3aMeHUTe
apryMeHT name=nginx Ha "name=nginx update_cache=yes".

[Tepe3anyctuTb Nginx MOXHO Tak:

$ ansible testserver -b -m service -a "name=nginx \
state=restarted"

[TOCKO/IbKY TOJIBKO I0/1b30BaTEb 00t MOXET YCTaHOBUTH nakeT Nginx u nepesa-
MYCTUTD CTYXKObI, HEO6XOAMMO YKa3aTh apryMeHT -b.

YUT0 AANbLIE

BcromHMM, 0 YeM paccKa3blBajaoCh B 3TOM I71aBe. 31eCh Mbl paCCMOTpPEeM OCHOBHbIE
MOHATUS cucTeMbl Ansible, BKilouast B3aumMomaeincTBus ¢ yoaaeHHbIMU cepBepamu,
U OTJINUMSA OT APYTUX CUCTEM YIpaBaeHUs] KoHPUurypauusimu. Mbl TakKe yBUIEH,
Kak M0J1b30BaTbCsl YTUINTON KOMaHAHOM CTPOKM ansible 4151 BLINOJHEHUS MPOCTHIX
3aJay4 Ha eIMHCTBEHHOM XOCTe.

OpnHako ucrnoab3oBaHue ansible a5 BbIMMOTHEHMUsT KOMaHA Ha OOHOM XOCTe He
0COGEHHO MHTePeCHO. B cnemyoliei rimaBe Mbl paCCMOTPUM JI€MACTBUTENbHO IO1e3-
Hble CLleHapuMu.
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CueHapuu: Hayano

Pab6oras c Ansible, 6onblIyr0 yacTh BpeMeHU Bbl OyieTe yaeasTb HalmMCaHUIo Cie-
HapueB. Cuyenapuem B Ansible HasbIBaeTcs ¢aitsi, ONMUCHIBAIOLIMIA TOPSAIOK YIIpaB-
JeHus KoHuUrypauusaMmu. PaccMoTpuMm, Hanpumep, yCTaHOBKY BeG-cepBepa Nginx
M ero HaCTPOWKY JUIS MOAIEePXKKYU 3aIMIIEHHDBIX COeIMHEHUA.
K KOHI1y 3TOJ I71aBbl Y Bac JO/DKHBI MOSIBUTBCS Clieytoliye Gaiibl:
playbooks/ansible.cfg;
playbooks/hosts;
playbooks/Vagrantfile;
playbooks/web-notls.yml,;
playbooks/web-tls.yml,
playbooks/files/nginx.key;
playbooks/files/nginx.crt;
playbooks/files/nginx.conf;
playbooks/templates/index.html.j2;
playbooks/templates/nginx.conf.j2.

(ONONCRONCNONCNORON®,

MoarotoBka

[peskae yem 3aMmycTUTh ClieHapuit Ha MallMHe Vagrant, HE06X0AMMO OTKPBITb MTOP-
Tbl 80 1 443. Kak rmoka3aHo Ha puc. 2.1, Mmbl HacTpoum Vagrant Tak, YTOObI 3aITPOChHI
K moptam 8080 u1 8443 Ha 10KaAbHOM MalliHe NepeHanpasasiuck nopram 80 u 443
Ha MalMHe Vagrant. 9TO O3BOJIUT MOJYYUTDb JOCTYI K Be6-CepBepY, 3aMylleHHOMY
Ha Vagrant, mo agpecam http://localhost:8080 u https://localhost:8443.

W3meHuTe comepkumoe Vagrantfile, Kak MoKa3aHO HUKe:

VAGRANTFILE_API_VERSION = "2"

Vagrant.configure(VAGRANTFILE_API_VERSION) do |config]|
config.vm.box = "ubuntu/trusty64"
config.vm.network "forwarded_port", guest: 80, host: 8080
config.vm.network "forwarded_port", guest: 443, host: 8443
end
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Ynpasnsiowas MawnHa

i illoied] [ %]

]

" MawnHa
; Vagrant
'

)

]

---af W3 I
GET htt://localhost:8080
8080 }----'
= 8443 ________ 1
GET https://localhost:8443 ::::::]

Puc. 2.1 < OTKpbITUE NOPTOB Ha MalmMHe Vagrant

bpayzep

ITu HacTpoyku otobpassat noptbl 8080 1 8443 nokaabHOM MaluuHbI B OpThI 80
u 443 mawmHbl Vagrant. [locie coxpaHeHMs] U3MeHeHMI AaifTe KOMaHAy NpuMe-
HUTD UX:

$ vagrant reload

B pe3yabTaTe Ha 3KpaHe JO/IKHbBI MIOSBUTHCS CIeQYIOIME CTPOKMU:

==> default: Forwarding ports...
default: 80 => 8080 (adapter 1)
default: 443 => 8443 (adapter 1)
default: 22 => 2222 (adapter 1)

OYEHb NPOCTOM CLEHAPUIA

B HalueM nmepBOM npuMepe CLieHapusi Mbl HACTPOMM XOCT [IJ1s1 3aImycka Beb-cepBepa
Nginx. B aroM npuMepe Mbl He 6yaem HacTpamMBaTh noaaepkky TLS-1mdpoBanus
Be6-cepBepoM. IDTO cAenaeT YCTAaHOBKY mpoile. OgHAaKO MpaBWIbHbINA Beb-caiiT
JOJDKeH rogaepxuBath TLS-mmdpoBaHue, U Mbl YBUIUM, KaK 3TO CHOe/1aTh, Aajee
B 3TOJ I/1aBe.

TLS u SSL

Bo3moxHo, BaM 6onee 3HakoMa abbpesunatypa SSL,uem TLS. SSL - 3To 6onee crapbiii
npoTokon, ucnonblyeMsii ans obecneveHns GesonacHocTu B3aumopencTsui Hpay-
3epos 1 Beb-cepsepos. HO Tenepb OH NOCTENeHHO BbiTecHAeTCs 6onee HOBLIM NpoO-
TOoK0oNOM TLS. HecMOTpA Ha TO YTO MHOrMe NPOAOMKAKT MCNoNb30BaTb abbpesunaTypy
SSL,noapasymesasn 6onee HOBbIM NPOTOKON, B 3TOM KHUTE 1 Byay MCNONb30BaTb TOYHOE
Ha3saHue: TLS.

CHauasia MOCMOTPMM, UTO ITOJYYUTCS, eC/IU 3aMyCTUTD CLieHapuit U3 mpumepa 2.1,
a 3aTeM JeTaJbHO U3yYUM ero Coaep>KUMoe.
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Mpumep 2.1 < web-notls.yml
- name: Configure webserver with nginx
hosts: webservers
become: True
tasks:
- name: install nginx
apt: name=nginx update_cache=yes

- name: copy nginx config file
copy: src=files/nginx.conf dest=/etc/nginx/sites-available/default

- name: enable configuration
file: >
dest=/etc/nginx/sites-enabled/default
src=/etc/nginx/sites-available/default
state=1ink

- name: copy index.html
template: src=templates/index.html.j2 dest=/usr/share/nginx/html/index.html
mode=0644

- name: restart nginx
service: name=nginx state=restarted

MoueMy B 0oaHOM cnyyae ucnonblyercs «True», a B Apyrom «Yes»?

BHUMaTenbHbIA YuTaTeNb 3aMETUT, YTO B NpuMepe 2.1 B 0AHOM C/lyyae UCNoNb3yeTcs
True (An9 3anycka sudo) 1 yes B Apyrom cnyyae (4N o6HoBNEHMUS K3LwWwa apt).

Ansible - gocTaToyHo rubkas cuctema B OTHOLWEHUM 0603HAYEHUS B CLLEHAPUSAX 3HA-
YEHUI «UCTUHA» U «Noxb». CTPOro roBops, apryMeHTbl Moayns (Takue Kak update_
cache=yes) MHTEPNPETUPYIOTCA UHAYE, YeM 3HaYeHNs rae-nnbo ewe B cueHapuu (Takue
Kak sudo: True). 3T n apyrue 3HayeHus obpabaTbiBAOTCA CUHTAKCMYECKUM aHanu-
3aTtopoM YAML u, cnepoBatenbHO, MOAYUMHAIOTCS 0603HAYEHUAM 3HAYEHUI UCTUHAY
n «noxb» YAML:

Ncmuna 8 YAML
true, True, TRUE, yes, Yes, YES, on, On, ON, y, Y

Jloweb 8 YAML
false, False, FALSE, no, No, NO, off, Off, OFF, n, N

ApryMeHTbl NepeaatnTcs MoaynsM B BUAE CTPOK U NOAYMHSAKOTCS BHYTPEHHWUM COrna-
weHuam B8 Ansible:

UcmuHa 8 apeymeHme modyns
yes, on, 1, true

Jloxe 8 apaymeHme Mooyns
no, off, @, false

51 CkNOHeH cnepnoBaThb NPUMeEpPAM U3 0PULMANbHOM AOKYMeHTauun Ansible, raoe 06biy-
HO 4NA nepefayy B apryMeHTax Moaynein Ucnonb3ykTcs yes U no (4TO COOTBETCTBYET
[OKYMeHTauuu no Moaynam) u True u False BO BCEX Apyrnx cnyyasx.
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®daiin koHdpurypaummn Nginx

JaHHOMY ClLieHapui0 Heo6X0OMMbI IBa AOMOMHUTENbHBIX ¢aitna. CHavana co3na-
num daitn koudurypauumu Nginx.

Nginx nocrapnsiercs ¢ paitsoM KOHGUrypaLUyu, FOTOBBIM K UCITOTb30BaHMIO TOMb-
KO 151 06C/Ty>KMBaHUS CTAaTUUHBIX daitnoB. Ho yalie ero Heo6xooumMo gopabatsl-
BaTb ITOJ CBOM HY>XXAbL. [T03TOMY MbI U3MeHUM Gaits1 KOHOUTYpaLMHU [0 YMOTYAHUIO
B paMKax JaHHOro npumepa. Kak craHeT MOHATHO IMO3)Ke, Mbl JOKHbBI 06aBUTh
B daitn koHpurypauuu noaaepxkky TLS. B npumepe 2.2 npuBoaUTCS CTaHAAPTHBIN
daitn koudurypaumu Nginx. Coxpauure ero c umenem playbooks/files/nginx.conf.

B cooTBeTCTBUM C COrNaleHnaMu, NpuHATbIMK B Ansible, hainbl AONXKHbI COXPaHATLCA B NOA-
katanore files, a wabnoHsbl Jinja2 - B noakartanore templates. 1 6yay npuaep>XmMBaTtbca 3T0ro
COrNaweHus Ha NPOTSXKEHUU BCEN KHUTK.

Mpumep 2.2 < files/nginx.conf
server {
listen 80 default_server;
listen [::]:80 default_server ipv6only=on;
root /usr/share/nginx/html;
index index.html index.htm;

server_name localhost;

location / {
try_files Suri Suri/ =404;
}
}

Co3paHue HauanbHOM CTpaHULUbI

[o6aBuM CBO HadaiabHYI cTpaHuly. Ucronb3yem uiabnoHs! Ansible, uTo6s! cre-
HepupoBaTh ¢aitn. Coxpanure daitn u3 npumepa 2.3 B playbooks/templates/index.
html.j2.

Mpumep 2.3 < playbooks/templates/index.html.j2.

<html>
<head>
<title>Welcome to ansible</title>
</head>
<body>
<h1>nginx, configured by Ansible</h1>
<p>If you can see this, Ansible successfully installed nginx.</p>

<p>{{ ansible_managed }}</p>
</body>
</html>

! O6paTuMTe BHMMaHMe, UTO €C/IM COXPaHUTb ero ¢ UMeHeM nginx.conf, oH 3aMeHuT dain

sites-enabled/default, a He ocHOBHOV¥ daitn kKoHburypaumm /etc/nginx.conf.
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B 3Trom 1abyioHe UCIONAb3yeTCs creluanbHas nepeMeHHast Ansible ansible_man-
aged. O6pabaTsiBas 11a6/10H, Ansible 3aMeHUT ee MHpOpMalLIMeit 0 BpeMeHU co31a-
Hus ¢aitna mwabmona. Ha puc. 2.2 mokasaH CKPUHIIOT Be6-Opay3epa ¢ CO3AaHHOM
HTML-cTpanuiei.

@=s Welcome to ansible x Persona

€ C #f _ localhost:8080 o -

nginx, configured by Ansible

If you can scc this, Ansible successfully installed nginx.

Ansible managed:
fUscrs/lorinhochstein/dev/ansiblebook/ch02/playbooks/templates/index.html .j2 modified on
2015-02-15 14:46:35 by lorinhochstcin on laptop

Puc. 2.2 < Bup nonyuuswenca HayanbHOM CTPaHULbI

CospaHue rpynnbl Be6-cepsepoB

Teneps cozgaaum rpynmny webservers B ¢aityie peectpa, 4ToObI MOMTYYUTbh BO3MOXK-
HOCTb COC/IaThCs Ha Hee B cueHapuu. [Toka B 3Ty rpyrnmy BOMAET TOMbKO Halll TECTO-
BbI1 cepBep testserver.

daitnel peectpa uMeroT ¢opmar .ini. IllompobHee 3TOT PopmMaT Mbl paCCMOTPUM
no3nHee. OTkpoiiTe daitn playbooks/hosts B pemakTope U 1o6aBbTe CTPOKY [webser -
vers] HaJl CTPOKOM testserver, Kak MOKa3aHO B nMpumepe 2.4. ITO 03HAYaET, UTO
testserver BKJIIOUEH B I'PYyIITy webservers.

Mpumep 2.4 <+ playbooks/hosts

[webservers]
testserver ansible_host=127.0.0.1 ansible_port=2222

Terepb MOHO MONpPOOOBATh BLIMOAHUTL KOMaHAy ping [/s1 rpYIIbl webservers
C IOMOUIBIO YTUIUTEI ansible:

$ ansible webservers -m ping
PEBYHbTaT OOJIKEeH BbIIMIAOEeTh TaK:

testserver | success >> {
"changed": false,
"ping": "pong”

3ANYCK CLEHAPUS
CueHapuy BBIMTOHSIIOTCS KOMaHIoM ansible-playbook, Harmpumep:

$ ansible-playbook web-notls.yml
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B npumepe 2.5 roka3aHo, KaK JO/KEH BbIIISAAETh pe3ynbTar.

Mpumep 2.5 < PesynbTat 3anycka cueHapus KOMaHaow ansible-playbook

PLAY [Configure webserver with nginx] #tskrsskasskdssassrrskhdsarskiss
GATHERING FACTS 222222222222 s s s s s s st sl
ok: [testserver]

TASK: [install nginx] A 222 R R 2R R s st s

changed: [testserver]

TASK: [cOpy NGinx CONFig flle] #rtsktttsdtatsntbbsknsbskhhbhkkhaskkhh sk khhEk kR

changed: [testserver]

TASK: [enable configuration] KAKKKKK KRR KRR AR AR K AR KRR K ek kA ARk k kR kh R A
ok: [testserver]

TASK: [copy index.html] KRARE AR AR IR AR IR K kA kAR KRR AR KRR A AR KKK ARKRRRRKRRK AR
changed: [testserver]
TASK: [restart nginx] E2 2 T 1
changed: [testserver]
PLAY RECAP %k sk sk ok sk ko ks ok ok ok ok ook ook ook ook ook ook ok ok ok ok ok ook ek o e

testserver : ok=6 changed=4 unreachable=0 failed=0

Nporpamma Cowsay

Ecnu Ha Bawewn NOKaNbHOM MalwuWHe YCTAaHOBNEHa nporpaMMa cowsay, Bbisofg Ansible

6WJ,eT BbIrNAneTb Tak:

< PLAY [Configure webserver with nginx] >

Ecnu Bbl He xOTUTe BUOETb KOPOB, MOXETe OTKMKYUTL BbI30B COWSsay, YCTAaHOBWB nepe-

MEHHYI0 OKpYXeHMa ANSIBLE_NOCOWS:
$ export ANSIBLE_NOCOWS=1
OTKNKUUTL cowsay MOXHO Takxke, n,06asuB B dann ansible.cfg cTpoku:

[defaults]
nocows = 1

Ecay Bbl He MOAYYMIM HUKAKUX OIIMOOK', Y BaC JOMKHO MOMYYMTHCS OTKPbITh
B 6paysepe crpauuiy http://localhost:8080. B pe3ynbraTe Bbl JOKHbI YBUIETh Ha-

Ya/lIbHY10 CTPAHMUILY, KaK MOKa3aHo Ha puc. 2.2.

! Ec/v BbI CTOJIKHY/IUCH C OLIMGKO#, 00paTUTECH K I1aBe 14, rae onMchiBaeTCs, Kak ee ycTpa-

HMTbD.
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Ecnu daiin cueHapusa OTMEYEH KaK BbINOSHAEMbIA U HAYUMHAETCA C TaKOW CTPOKM!:
#!/usr/bin/env ansible-playbook
B N0A06GHOM Cnyyae Bbl CMOXKeTe 3anyCTUTb ero HenoCpeACTBEHHO:

$ ./web-notls.yml

CueHAPM nnwyTcs HA YAML

Bce cuenapum Ansible muinytes Ha YAML. YAML - 3to dopmar gaiina, HamoMuHa-
wuit JSON, HO HAMHOTO NpolLe 4J15 BOCIIPUATUS Yes0BeKOM. [Ipexae yem rnepemntu
K CLIeHapH10, paCCMOTPUM OCHOBHBIE IMOHATUS YAML, Hanbosiee BaxkHbIe MPU HaTIU-
CaHUU CLieHapueB.

Hauyano danna
®aitnbl YAML HauuHawoTCs ¢ Tpex Aeducos, 0603HavaIIMX HAYalIo JOKYMEHTA:

Onnako Ansible He mocuuTaeT olIMOKON, €C/IM Bbl 3a0ymeTe yka3aTb Tpu Aeduca
B HayaJie ClieHapusi.

KommeHTapuu

KoMMeHTapuy HaUMHAIOTCS CO 3HaKa «pellleTka» U MpoJ0/KaloTCs 10 KOHIlA CTPO-
KM, KaK B CLIeHapusIX Ha 13bIKe KOMaHHOi o6omouku, Python u Ruby:

# JTO KOMMEHTapui Ha A3bike YAML

Crpoku

O6bIyHO cTpoKkM B YAML He 3aKII0YaKOTCS B KaBbIYKM, JaXKe €CJIM OHU BKIIOYAIOT
npo6eJibl. XOTs 3TO He Bo3bpaHsieTcs. Hanmpumep, BOT cTpoka Ha s13bike YAML:

3TO NpUMep NPeanoxeHus
Ananor B JSON BBIMISOUT TaK:
"370 npumep npeanoxeHus”

WHorga Ansible TpebyeT 3aKa04aTh CTPOKM B KaBbIUKU. OOBIYHO 3TO CTPOKU
¢ purypHbiMu ckobkamu {{ 1 }}, KOTOpbIe UCIOIb3YIOTCS )1 TIOACTAHOBKY 3Haye-
HUI1 nepeMeHHbIX. Ho 06 3TOM uyTh Mo3xe.

byneBbl BbipaxeHus

B YAML ectb cobcTBeHHbIN jgoruueckuit tur. OH TpepsiaraeT WMPOKUIT BbIOOp
CTPOK, KOTOpble MOTYT MHTEPIPETUPOBATbCS KaK «UCTUHA» U «IOXb». ITOT BO-
MpOC Mbl pacCMOTpe/M B 3aMeTKe «I[loueMy B OHOM ciy4ae ucrnosnb3yercs “True”,

! U3BecTHOI TaKkKe Kak Shebang.
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a B apyrom “Yes”?» Bbllle. Sl TMYHO BCeraa UCIOJb3yI0 KOHCTAHTbI True 1 False B CBO-
UX CLieHapusiX.
Hanpumep, BoT 6yseBo BoipaxkeHMe Ha YAML:

True

AHaor B JSON BbIIIIOUT TaK:

true

Cnuckum

Crmucku B YAML noxoxu Ha MmaccuBbl B JSON 1 Ruby mnu cnimcku B Python. Ctporo

roBopsi, B YAML oHM Ha3bIBaKOTCS N0C1ed08ameasHOCMAMu, HO sl Ha3bIBalo UX ChUC-

Kamu, 4To6bl M36eKaTh MPOTUBOpeUnit ¢ oduLMaabHOM JOKyMeHTauuein Ansible.
Cnucku odopmisiioTcs ¢ momouibio geduca:

- My Fair Lady

- Oklahoma

- The Pirates of Penzance

AHanor B JSON:

"My Fair Lady",
"Oklahoma",
"The Pirates of Penzance"

Eule pa3 o6patute BHMMaHue, UuTo B YAML He HY)XHO 3aK/II04aTb CTPOKU B Ka-
BBIUKM, Ja)ke MpU HAJIMYMUU B HUX TPO6EIOB.
YAML Takske nogaepxuBaeT GopMaT BCTPOEHHbIX CITUCKOB. OH BBIMISIAUT TaK:

[My Fair Lady, Oklahoma, The Pirates of Penzance]

Cnosapu

Cnosapu B YAML nmono6Hb1 o6bekTaM B JSON, cioBapsim B Python unu xau-maccusam
B Ruby. Texuuuecku B YAML oHM Ha3bIBaIOTCS 0MoOpaAMEHUAMU, HO 51 HA3bIBAIO UX
cnosapamu, UTobbl U36exaTb MPOTUBOpEUMit ¢ oduLIMaabHOM JOKYMeHTal et An-
sible.

OHU BBIMISAAT TAK:

address: 742 Evergreen Terrace
city: Springfield
state: North Takoma

AHaor B JSON:
{

"address": "742 Evergreen Terrace",
"city": "Springfield",
"state": "North Takoma"

}
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YAML Traxcke nmoagepxkuBaeT popMaT BCTPOEHHbIX C/I0Bapeif:

{address: 742 Evergreen Terrace, city: Springfield, state: North Takoma}

O6veanHeHue CTPOK

Bo BpeMs HarmucaHusl ClieHapueB YacTO BO3HMKAIOT CUTYaLlMM, KOIIa HEOOX0AMMO
rnepegaTh MOAY/II0 MHOTO apryMeHTOB. B 3cTeTMyecKux 1esiX UX MOXKHO MoMec-
TUTb B HECKOJILKO CTPOK B (aitne. OmHAKO MpyU 3TOM Heobxoammo, yToobl Ansible
BOCITIPMHUMAJI UX KaK eUHYIO CTPOKY.

B YAML as1 3TOro MOXXHO BOCITO/1b30BaThCsl 3HaKOM «6osblue» (>). [lapcep YAML
B 3TOM C/Tyyae 3aMEeHUT pa3pbIBbl CTPOK Mpobenamu. Hanpumep:

address: >
Department of Computer Science,
A.V. Williams Building,
University of Maryland

city: College Park

state: Maryland

AHanor B JSON:

{
"address": "Department of Computer Science, A.V. Williams Building,
University of Maryland",
"city": "College Park",
"state": "Maryland"
}

CTPYKTYPA CUEHAPUSA

PaccmoTpum Hauu cueHapuit ¢ Touku 3peHusi YAML. B npumepe 2.6 oH npuBoauTCs
CHOBa:

Npumep 2.6 < web-notls.yml
- name: Configure webserver with nginx
hosts: webservers
become: True
tasks:
- name: install nginx
apt: name=nginx update_cache=yes

- name: copy nginx config file
copy: src=files/nginx.conf dest=/etc/nginx/sites-available/default

- name: enable configuration
file: >
dest=/etc/nginx/sites-enabled/default
src=/etc/nginx/sites-available/default
state=link

- name: copy index.html
template: src=templates/index.html.j2 dest=/usr/share/nginx/html/index.html
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mode=0644

- name: restart nginx
service: name=nginx state=restarted

B npumepe 2.7 npuBoauTcs aHanor 3toro ¢aitna B opmate [SON.

Mpumep 2.7 < Ananor web-notls.ym! 8 popmare JSON

[
{

"name": "Configure webserver with nginx",

"hosts": "webservers",

"become": true,

"tasks": [

{

"name": "Install nginx",
" "name=nginx update_cache=yes"

apt":
13
{
"name": "copy nginx config file",
"template": "src=files/nginx.conf dest=/etc/nginx/
sites-available/default"
)J
{
"name": "enable configuration",
"file": "dest=/etc/nginx/sites-enabled/default src=/etc/nginx/sites-available
/default state=1ink"
]l
{
"name": "copy index.html",
"template" : "src=templates/index.html.3j2 dest=/usr/share/nginx/html/
index.html mode=0644"

1
{
" w.om s oom
name": "restart nginx",
"service": "name=nginx state=restarted"
}
]

}
]

Q DonyctuMbiii paiin B popmMate JSON aBnseTcs Takxe gonycTumblM darinomM B popmarte YAML,
notoMy 4to YAML ponyckaeT 3akniyeHne CTPoK B KaBbl4YKW, BOCMPUHUMAET 3HAYeHus true
n false Kak AEUCTBUTENbHbIE NIOTMYECKUE BbIPAXKEHUS, A TaKXKe CUMHTAKCUC onpeaeneHus
CMUCKOB M CNOBapeW, aHaNorMyHbIi CUHTaKCcMCy MaccueoB M obbekToB B JSON. Ho 51 He co-
BETYI NucaTb cueHapum Ha JSON, nockonbky yenoseky ropasno npouie Yutate YAML.

Onepauuu

B mo6om popmarte — YAML unn JSON - cLieHapuit SBasieTCs CITIMCKOM CI0Bapeit, uiam
CITUCKOM onepayuii.
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BOT Kak BbITISSAUT oriepauus U3 Hauero npmmepalz

- name: Configure webserver with nginx
hosts: webservers
become: True
tasks:
- name: install nginx
apt: name=nginx update_cache=yes

- name: copy nginx config file
copy: src=files/nginx.conf dest=/etc/nginx/sites-available/default
- name: enable configuration
file: >
dest=/etc/nginx/sites-enabled/default

src=/etc/nginx/sites-available/default
state=link

- name: copy index.html
template: src=templates/index.html.j2 dest=/usr/share/nginx/html/index.html
mode=0644

- name: restart nginx
service: name=nginx state=restarted

Kasknast orepaums J0/KHA COAepsKaTh:

Q CIIMCOK HAaCTpaMBaeMbIX XOCMO8;

O crucok 3adau, BLITTOHAEMbIX Ha 3TUX XOCTax.

BocripuHuMaiiTe orepauuio Kak HEYTO, CBA3bIBaKOLIee XOCThI U 3aJaun.

Kpome xocToB ¥ 3aay, orepauui Takske MOTYT COepKaTh IapameTpbl. Mbl pac-
CMOTPUM 3TOT BOTIPOC IMO3/Hee, a ceifyac Mo3HaKOMMUMCS C TPEMSI OCHOBHBIMU Ta-
pameTpamu:

name
KommeHTapwit, onmucbiBaloumnii onepanuio. Ansible BbIBeIET €ro repe[, 3armyCcKoM
ornepauuu.

become
Ecnu umeet 3HaueHue «MCTUHA», Ansible BBITOMHUT Kaxkaylo 3amavy, peaBapu-
TeJIbHO NTPUOOPETS MPUBUIETUU TT0JIb30BaTENS 100t (IO YMOTYaHUIO). 3TO MOXKET
TIPUTOAUTLCS OJ1s1 yripaBieHusi ceppepaMu Ubuntu, mMOCKonbKy IO yMOIYaHUIO
3Ta CUCTeMa He TO03BOJsIeT ycTaHaBauMBaTh SSH-coeguHeHue ¢ MpUBUIETUSIMU
root.

vars
Criucok nepeMeHHbIX U 3HaYeHMM. Mbl YBUAUM Ha3HaueHMe 3TOro napamMerpa
Mo3aHee B JaHHO I71aBe.

! Ha camoM [Jefe 3TO CMUCOK, COJepsKallinit OTHY Onepatuio.
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3apauu

Haur npumep clieHapust COIEPXKUT OQHY OMepaLuio C MAThI0 3aaadyaMu. Bot nepsast
3amayva:

- name: install nginx
apt: name=nginx update_cache=yes

HOCKOJ’[be nmapaMeTp name He SIBJISETCA 06H38TeﬂbeIM, 3agavdy MOXXHO 3aIucCaThb
TakK:

- apt: name=nginx update_cache=yes

Ilaxe MpUTOM, UTO MMeHa 3aa4y MOXXHO He yKa3bIBaTh, I PEKOMEHIYI0 MUCITO/b-
30BaTh UX, MOCKOJbKY OHM C/Y>KaT XOPOIIMMM HAallOMMHAHUSIMU UX Lieneit. ViMeHa
6yayT 0cO6eHHO MOJe3HbI AJ1sl TéX, KTO MOMbITAeTCsl pa306paThCsl B BalleM ClieHa-
puM, B TOM YMC/Ie ¥ BaM 4yepe3 ronroaa. Kak mbl y:ke Bumenu, Ansible BbIBOAUT uMs
3aauy nepen ee 3amyckoMm. HakoHell, Kak Bbl YBUAMUTE B I71aBe 16, MOXKHO TaKxke
MCITONb30BaTh GIar - -start-at-task <uma 3agaun>, YTOOBI C MTOMOILIbIO ansible-playbook
3aMyCTUTD CLIeHapuit C cepeanHbI 3a1aun. B aToM cyyae He06X0AUMMO COCIAaThCS Ha
3aJauy rno MMeHH.

Kakmass 3agaua Jo/mkHa coaepskaThb KIIOY ¢ Ha3BaHMEM MOIY/S M ero apry-
MeHTaMM. B JTaHHOM mpuMepe MOIY/1b Ha3bIBAeTCs apt M MPUHUMAET apTyMEHTBI
name=nginx update_cache=yes.

OTU apryMeHTbI COOO1LAIOT MO0 apt YCTAHOBUTD MAKET Nginx U OOHOBUTH KILI
MaKeToB (aHalor KOMaHAbI apt-get update) rmepen yCTaHOBKOIA.

Ba)kHO MOHSITh, UTO C TOYKU 3peHus napcepa YAML, ucrnonb3zyemoro Ansible, ap-
TYMEHTBI BOCTPMHUMAIOTCSI KaK CTPOKM, & He croBapu. To ecTh, YTOObI pa3buTk ap-
TYMEHTBI Ha HECKOJIBKO CTPOK, HEOOXOAMMO UCIOb30BaTh MPABUI0 0ObeIMHEHUS
cTpok YAML:

- name: install nginx
apt: >
name=nginx
update_cache=yes

Ansible moaep;kMBaeT TakKe CMHTAKCUC, TO3BOISTIOLMIA OMIPeIesiTh apryMeH-
ThI MOAY/EM Kak cioBapy YAML. 3T0O MOXeT PUTOAUTLCS TTpU paboTe ¢ MOLY/ISIMU,
MMEIOLMMM COCTaBHbIE€ apTyMeHTbI. Mbl paCCMOTPUM 3TOT BOMPOC B 3aMeTKe «Ko-
pPOTKOE OTCTYIUIEHME: COCTaBHbIe apryMeHThI 3aJ1a4y» B I71aBe 6.

Ansible mogaep:kuBaeT Takke CTapblii CUHTAKCUC, UCITOMb3YIOLMIA KO action
M 3amMCbIBAOLIMII UMS MOAY/Asl B 3HaueHue. Hanpumep, npenbiayuimii npumep
MO>KHO 3aMucaThb Tak:

- name: install nginx
action: apt name=nginx update_cache=yes
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Moaynu

Modyau - 3to cueHapumn', KOTopble MOCTaBASOTCS ¢ Ansible u nmpousBogsaT omnpe-
JeJleHHOoe JeiicTBue Ha xocre. [IpaBaa, Halo MPU3HATh, UYTO 3TO JOBOJIBHO 00lilee
onucaHue, HO cpeay moay/ei Ansible BcTpeuaeTcss MHOXXeCTBO BapMaHTOB. B 3Toi
r71aBe UCIOJIb3YIOTCS CeAYIOLIME MOTYIN

apt
YcTaHaBAMBaeT MM yHajsieT MaKeTbl C UCIOIb30BaHMEM OUCIETYEPA MAKETOB
apt.

copy
KormupyeT aiin ¢ 1oKkanbHOM MaulMHbl Ha XOCTHI.

file
YcraHaBnuBaeT aTpubyThl ¢aitsia, CMMBOJIMYECKO CChIIKM MM KaTasora.

service
3aryckaeT, 0OCTaHaBAMBAET WJIM Mepe3aryCKaeT CIyKoy.

template
Cosmaer ¢aitn Ha OCHOBe 1IabJI0HA M KOMUPYET ero Ha XOCThI.

YreHue aoKymeHTaumm no moaynam Ansible

Ansible nocTtasnseTcs ¢ yTUAMTOM KOMaHOHOM CTPOkM ansible-doc, KOTOpas BbIBOAMT
JOKyMeHTauuno no moaynam Ansible. Mcnonb3yite ee kak man-cTpaHuubl ons Moay-
newn. Hanpumep, ons BbIBOAA OOKYMEHTAUMKU K MOAYNKO service BbINOAHUTE KOMAHAY:

$ ansible-doc service

[na nonb3osateneit Mac OS X cywecTeyeT npekpacHoe Cpeactso NpocMOTpa AOKY-
meHTaumu Dash (https://kapeli.com/dash), obnapatowee noanepkkor Ansible. Dash
NUHOEKCUPYET BCHO AOKYMEHTauMo no moaynam Ansible. 3To koMMepueckas nporpam-
Ma (Ha MOMEHT HanucaHus KHUIM ee CTOMMOCTb coctasnana $24.99), Ho, no Moemy
MHEHMUI0, OHa BecueHHa.

Kak paccka3sbiBanoch B mepBoii ry1aBe, Ansible BbITTONHSIET 3a1auy Ha XOCTe, TeHe-
puUpys CLileHapui, UCXOoAs M3 UMeHM MOJYJISl U ero apryMeHTOB, a 3aTeM KOMMUpPYeT
€ro Ha XOCT M 3amycCKaer.

B cocraB Ansible BxonuT 6oee 200 Mozysieit, M MX YMCIIO PACTET C KaXKIOM HOBOM
Bepcueit. Takoke MOXXHO HalTM MOIY/IM, HANTMCAHHbIE CTOPOHHMMM pa3paboTymka-
MU, UJIM HAaIUCATh CBOM COOCTBEHHBIE.

! Mogynu, noctaBasieMble ¢ Ansible, Harucanbl Ha Python. Ho, B mpuHuMIIe, OHY MOTYT
ObITh HAMMCAHbI Ha TI0O0M SA3bIKE.
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Pe3tome

UTaK: cleHapuit COLEePXXUT OHY MIM HeCKOJIbKO onepauuii. Onepauumu CBsI3bIBaKOT-
Csl C HEYMOPSAAOYEHHbIM MHOXECTBOM XOCTOB Y YIOPSAOUYEHHbIM CIIUCKOM 3aaady.
Kakgast 3agaya COOTBETCTBYET TOJIbKO OJHOMY MOMAY/IIO.

IuarpamMma Ha puc. 2.3 u3o6paxaeT B3aMMOCBSA3U MEXIY CLIeHapUsIMHU, orepa-
UMMM, XOCTAMMU, 3ala4aMy U MOIYASIMMU.

Cuenapui <] Onepauus ‘< Xoct
3agava Moaynb

Puc. 2.3 < [unarpamma B3aumMocsessei

EcTb U3MEHEHUA? OTCNEXXUBAHUE COCTOSIHUSI XOCTA

Korza Bbl 3anmyckaete komaHay ansible-playbook, oHa BbIBOAUT MH(OpPMaLMIO O CO-
CTOSIHUM KaXXO01 3a7,au, BbI[IOJTHSAEMOM B paMKax ornepauuu.

BepHuTech K mpumepy 2.5 1 06paTMTe BHUMaHUe, YTO COCTOSIHUE HEKOTOPBIX 3a-
[1ay yKa3aHo Kak changed (M3MeHeHO), a Apyrux — ok. Hanpumep, 3agaua install nginx
mumeeT CcTaTyc changed. Ha MoeM TepMuHasie OH Bble/€H XeAThIM.

TASK: [install nginx] R2 2222222222222 Rt t]

changed: [testserver]

C opyroit CcTOpoHbI, 3a1a4a enable configuration MMeeT cTaTyc ok, HA MOEM TEPMU-
HaJie BblOe/IeHHbI! 3e/IeHbIM:

TASK: [enable COnflgUratlon] KK EKIKI KK KA KA KA Ak kA A AR KA KA A I Ak kA ARk * KAk ok ok kK

ok: [testserver]

Jio6as 3anmyuieHHas 3aaya MoTeHLMaabHO MOXET U3ME@HUTb COCTOSIHME XOCTa.
[Tepen TeM Kak COBEpLIMTb Kakoe-1ub0 geiicTBMe, MOAYIM NIPOBEPSIIOT, TpebyeTcs
M U3MEHUTDb COCTOsIHME XOcCTa. Ecnu cocTosiHMe XocTa COOTBETCTBYET 3HAUeHUSIM
aprymMeHTOB Monyisi, Ansible He nmpegnpuMHMMaeT HUKAKUX OENCTBUIT U coOOLIaeT,
YTO CTaTyC ok.

Ecnu MexIy COCTOSIHMEM XOCTa M 3HAUeHUSIMM apryMeHTOB MOJY/sl ecTb pas-
HuLa, Ansible BHOCUT M3MeHeHMsI B COCTOSIHME XOCTa U COOOIIaeT, YTO CTATyC ObL1
u3MeHeH (changed).

Kak nokasaHo B mpuMMepe Bbillle, 3a7aya install nginx BHec1a U3MeHeHMs], a 3TO
3HAYUT, YTO [0 3amycka CLleHapus MakeT nginx He Obla ycTaHOBJEH. 3azaya enable
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configuration He BHecJa U3MEHEHM, 3HAUUT, Ha cepBepe yKke ObL1 coXpaHeH ¢ait
KOHMUTYpaUMKU U OH UIEHTUUEH TOMY, KOTOPbIN 1 KOMpoBasl. [IpuunHa B TOM, UTO
daitn nginx.conf, KOTOpPbIt I UCIONBL30BA B CBOEM CLiEHApMM, UOEHTUUEH (aitry
nginx.conf, KOTOpbIi ycTaHaBIMBaeTcs U3 nakera nginx 8 Ubuntu.

[To3ke B 3TOI I1aBe Mbl YBUAUM, YTO CIIOCOOHOCTb Ansible onpenenaTs u3me-
HeHMe COCTOSIHUSI MOKHO MCITO/Ib30BaTh [/1s1 BbIMTOJHEHMUS JOTIOJHUTEbHbBIX Jei-
CTBMIA C MOMOIbIO 0Opabomuukos. Ho naxe 6e3 06pabOTUMKOB IMOJNE3HO MMEThb
B CBOEM pacropsikeHun MHGopMaluio 06 M3MEHEHUM COCTOSTHUSI XOCTOB B Pe3yJib-
TaTe BbIMOTHEHUSI CLIEHApUSI.

CTAHOBMMCS 3HATOKAMM: NOAAEPXKKA TLS

Tenepb paccMOTpuUM 60J1€€ CIIOKHBINM ITpuMep. [Jo6aBUM B IpeabIAYIIMii CLIeHapUi
HacTpoiky nogaepkku TLS Be6-cepBepom. [Iy1s1 3TOTO HAaM MOHAA0OSTCS ClIeqyi0-
LIMe HOBbIE 3/IEMEHTbI:

O nepeMeHHBbIE;

O 06paboTuMKH.

B npumepe 2.8 npuBOAUTCS Halll CLeHapuii C BKIIOUEHHOM HAaCTPOMKOM MOM-
nepxku TLS.

Mpumep 2.8 < web-tls.yml

- name: Configure webserver with nginx and tls
hosts: webservers
become: True
vars:
key_file: /etc/nginx/ssl/nginx.key
cert_file: /etc/nginx/ssl/nginx.crt
conf_file: /etc/nginx/sites-available/default
server_name: localhost
tasks:
- name: Install nginx
apt: name=nginx update_cache=yes cache_valid_time=3600

- name: create directories for ssl certificates
file: path=/etc/nginx/ssl state=directory

- name: copy TLS key
copy: src=files/nginx.key dest={{ key_file }} owner=root mode=0600
notify: restart nginx

- name: copy TLS certificate
copy: src=files/nginx.crt dest={{ cert_file }}
notify: restart nginx

- name: copy nginx config file
template: src=templates/nginx.conf.j2 dest={{ conf_file }}
notify: restart nginx

- name: enable configuration
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file: dest=/etc/nginx/sites-enabled/default src={{ conf_file }} state=link
notify: restart nginx

- name: copy index.html
template: src=templates/index.html.j2 dest=/usr/share/nginx/html/index.html
mode=0644

handlers:
- name: restart nginx
service: name=nginx state=restarted

CospaHue ceptudmkara TLS

MbI JOMKHBI BpY4YHYH co3maTh ceprtudukart TLS. s mpOMBILIIEHHOH 3KCILTya-
tauuu ceptudukat TLS Heob6xommMMo nMpuodpecTu B LIEHTpe cepTUdUKaLUMU UIn
MCITO/b30BaTh GecriIaTHYIO CTyXO0y, Takyr Kak Let’s Encrypt, KoTopasi nmogaepxm-
BaeTcs B Ansible mocpencrsom monyns letsencrypt. Mbl UCITOIb3yeM «CaMOIIOA A -
caHHbI» (self-signed) cepTudukat, MOCKoOIbKY €ro MOXHO CO3AaTh 6ecriaTHO.

Cospaitre mopkarasor files B kartanore playbooks, a 3atem ceptudukar TLS
M KJTIOY:

$ mkdir files

$ openssl req -x509 -nodes -days 3650 -newkey rsa:2048 \
-subj /CN=localhost \
-keyout files/nginx.key -out files/nginx.crt

JTa napa KomaHn co3aact ¢aitisl nginx.key v nginx.crt B katanore files. Cpox geit-
cTBus ceptudukara orpaunyeH 10 rogamu (3650 THeit) co AHS ero co3gaHusl.

MepemeHHble
Tenepb onepaums B HallleM CLieHapuy BKJIKO4YaeT pa3aen vars:

vars:
key_file: /etc/nginx/ssl/nginx.key
cert_file: /etc/nginx/ssl/nginx.crt
conf_file: /etc/nginx/sites-available/default
server_name: localhost

ITOT pa3ges1 onpenessieT 4 mepeMeHHbIe 1 UX 3HAYEeHMUSI.

B HalieM npumepe Kaxkaoe 3HaueHue — 3TO CTPOKa (Hanpumep, /etc/nginx/ssl/
nginx.key), HO BOOOlIe 3HAUYEHMEM ITEPEMEHHO MOXET CIYXXUTh JII000€e BbIpaske-
Hue, gonyctumoe B YAML. B nornosHeHMe K CTPOKaM U 6y/1eBbIM BbIPasKeHUSIM MOX-
HO UCIO/Ib30BaTh CIIMCKM U CJIOBApH.

[TepeMeHHbIe MOXHO MCIOb30BaTh B 3aa4ax 1 B daitiax wabaoHOB. JJ1s1 CChlI-
KU Ha IepeMeHHbIe UCIOoNb3YIOTCsl cKoOKM {{ 1 }}. Ansible 3ameHuT CKOOKM 3Haye-
HUEeM [IepeMeHHO!.

[Ipenmnonoxum, 4TO B CLIeHapuu MMeeTCs Cleyruas 3agava:

- name: copy TLS key
copy: src=files/nginx.key dest={{ key_file }} owner=root mode=0600
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ITpn BeimoniHeHuM 3amauu Ansible 3amenut {{ key_file }} Ha /etc/nginx/ssl/
nginx.key.

Koraa ncnonb3oBaTb KaBbluKu

Ecnu ccoinka Ha nepeMeHHY0 cneayeT cpasy nocne uMeHu Moayns, napcep YAML owwu-
604YHO BOCNPUMET ee Kak Ha4ano BCTPOEHHOro cnosaps. Hanpumep:

- name: perform some task
command: {{ myapp }} -a foo

Ansible nonbITaeTcs MHTEPNPETUPOBATL NEPBYH YacTb BblpaxeHus {{ myapp }} -a foo
He KaK CTPOKY, @ KaK CnoBapb, 4 BblAACT OwubKy. B aaHHOM cnyyae HeobxoauMo 3a-
K/TOYUTb apryMeHTbl B KaBbIYKM:

- name: perform some task
command: "{{ myapp }} -a foo"

Moxoxas ownbka BO3HMKaET npn HanU4Ynun ABOETOYMA B APryMeEHTE. HaanMep:

- name: show a debug message
debug: msg="The debug module will print a message: neat, eh?"

[BsoeTtoune B apryMeHTe msg cbuBaeT cuHTakcuyeckui aHanmsatop YAML. Ytobbl u3-
6exatb 3Toro, He06X0AMMO 3aKNHUUTb B KaBbIYKU BCE BbIPAXKEHWE apryMeHTa.

K coxaneHuto, npocToe 3akNyeHne apryMeHTa B KaBblYKW LLEJIMKOM TakxXe He pewuT
npobnemy.

- name: show a debug message
debug: "msg=The debug module will print a message: neat, eh?"

3TO yA0OBNETBOPUT CUHTAKCUUECKUM aHanu3aTop YAML, Ho pe3ynbtat ByaeT otamyathb-
€A OT 0XMAAEMOrO:
TASK: [show F] debug NESSBQE] KkkkkkkkkkkKkkkkhhkkkkkhhkkkhkhkkkkkkkkhkkkkhhkk ok
ok: [localhost] => {
l|msg": "The"

}

ApryMeHT msg Moayns debug TpebyeT 3aKNOUEHWUA CTPOKMU B KaBbluKU AN18 COXpaHe-
Hus Nnpobenos. B faHHOM KOHKPETHOM Cflyyae HeOHX0AMMO 3aKNKUNUTL B KaBblUKK He
TONMbKO APTyMEHT LEMUKOM, HO M CaM apryMeHT msg. Ansible pacno3HaeTt oauHapHbie
1 ABOMHbBIE KABbIYKM, T. €. MOXKHO MOCTYNUTb TaK:

- name: show 3 debug message
debug: "msg='The debug module will print a message: neat, eh?'"

3TO AaCT OXUAAEMbIW pe3ynbraT:

TASK: [show a debug message] ***xxxxkkkttuikkkbbhhhhkbbhhhhhkbhhhhhkhthhnhhkk
ok: [localhost] => {

msg": "The debug module will print a message: neat, eh?"

}

Ansible creHepupyeT BnosnHe MHGOPMaTUBHbIE CO0bLEeHnsa 06 ownbkax, ecnu Bbl 3a-
byaeTte pacCTaBuTb KaBblYKK U Y BAC NOMYYUTCS HEAONYyCTUMbIR kKoa YAML,
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CospaHue wabnoHa ¢ koHdurypaumen Nginx

Ecnn BbI 3aHMManuch Be6-nporpaMMmMpoBaHUEM, TO, BEPOSITHO, CTa/IKUBATUCh C CU-
cTemoit 1abaoHOB a8 co3ganus pasmetku HTML. Eciu HeT, To MOSICHIO, YTO wao-
JIOH — 3TO MPOCTOM TEKCTOBLIN (aits, B KOTOPOM C UCIIOJIb30BaHMEM CITeL[MaIbHOTO
CMHTAKCHCa OIpeeNSIoTCs TepeMeHHbIe, KOTOpbIe JOJIKHbI 3aMeHSIThCS haKTuue-
CKMMM 3HaueHussMU. Ecau BbI Koraa-nmu6o mosyyanu aBTOMaTUUECKU CreHepupo-
BaHHOE 3JIEKTPOHHOE MUCbMO OT KaKOoi-1M00 KOMITAaHUU, TO HABEPHSAKA 3aMeTUIIH,
YTO B [MUCbMe UCITOTb3yeTcs 11abJIOH, aHaIOTUYHBIN TPpUBEeeHHOMY B ITpuMepe 2.9.

Mpumep 2.9 <+ L1a6noH 3N€KTPOHHOrO NMCbMA
Dear {{ name }},

You have {{ num_comments }} new comments on your blog: {{ blog_name }}.

B cnyuae ¢ Ansible 3To He HTML-cTpaHULIBI UM 37IeKTPOHHBIE MTUCbMa, a paitsibl
KoHdurypaumuu. Ecnmm MoxkHO n36exaTh pegakTupoBaHus ¢aitioB KoHGUrypaLumn
BPYYHYIO, JyYille TaK U MOCTYMUTb. 3TO 0COGEHHO I0JIe3HO, eC/IU UCIOIb3YIOTCS
OJHM U Te e KoH(pUrypaluoHHble 1aHHbIe (HanpuMmep, [P-agpec cepBepa ouepenu
WY yUETHbIe CBeleHUs AJia 6a3bl JaHHbIX) B HECKOAbKUX ¢aitnax. [opasgo pa3ym-
Hee IMOMeCTUTb MHGOPMaLMI0 O KOHKPETHOM OKDYKEHUM B OTHOM MeCTe, a 3aTeM
co3maBaTh Bce ¢aitbl, Tpebyrolime 3Toi nHGopMaL Uy, Ha OCHOBE 1ab/IoHa.

Ilns mommepskku 1a6moHoB Ansible ucrnonb3yetr MexanusMm Jinja2. Eciu BbI Kor-
Ia-nmbo Mmoap30Banuch 6ubIMOTEKAMM 11a6IOHOB, TAKMMM Kak Mustache, ERB unn
Django, Toraa Jinja2 rnmokaxeTcsi BaM 3HaKOMbIM UHCTPYMEHTOM.

B daitn koHburypauumn Nginx HeoOxoaumo O06aBUTb MHGOPMALMUIO O MeCTe
XpaHeHMs: Kmoua u ceptudukara TLS. UToObI UCKIIOYMUTD UCIIONb30BAHUE XKECTKO
3aIaHHBIX 3HAY€HUH, KOTOPbI€ MOTYT U3MEHSITbCS CO BpeMeHeM, Mbl BOCITOJIb3yeM-
Cs1 MoAIepyKKOi1 1abnoHoB B Ansible.

B karanore playbooks cosnaiite rmoakaranor templates u daitn templates/nginx.
conf.j2, kak rnokasaHo B npumepe 2.10.

Mpumep 2.10 <+ templates/nginx.confj2
server {

listen 80 default_server;
listen [::]:80 default_server ipv6only=on;

listen 443 ssl;

root /usr/share/nginx/html;
index index.html index.htm;

server_name {{ server_name }};
ssl_certificate {{ cert_file }};
ssl_certificate_key {{ key_file }};

location / {
try_files Suri Suri/ =404;
}
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Mpb1 ucnionb3yeM paciinpenue ¢aitna . j2, 4Tobbl MoKa3aTs, uTo Gain sBasercs
urabaoHoMm Jinja2. OgHaKO Bbl MOXKETE UCIIOJIb30BaTh JIt060e Ipyroe paciiupeHue.
s Ansible 3To HeBaskHO.

B Hawiem 1abaoHe UCIOAb3YIOTCS TPU NTepEMEHHbIE:

QO server_name — Ha3BaHMe XOCTa BeO-cepBepa (Harpumep, www.example.com);

Q cert_file - myTb K daitny ceprudukara TLS;

O key_file — nyTb K daitny npuBatHoro kiwoya TLS.

MpbI onipeieniiM 3T1 epeMeHHbIe B CLIEHAPUN.

Ansible Takxe ucrosib3yeT MexaHU3M 111abJIOHOB Jinja2 mis onpeneneHus nepe-
MEHHBIX B ClieHapusixX. BcrmoMHuUTe: Mbl y)ke BcTpeuanu BeipaxkeHue {{ conf_file }}
B CaMOM CLIeHapum.

o PaHHue Bepcum Ansible ucnonb3oBanu 3Hak gonnapa ($) BMecto GurypHbix ckobok ans o6o-
3Ha4YeHUs nepeMeHHbIX B cueHapusx. Mpexae, 4Tobbl pa3biMeHOBaTb nepeMeHHy foo, Ha
Hee HyXHO 6bIn0 cocnatben Kak $foo, B TO BpeMs kak ceryac ucnonblyetcs dopma {{ foo }}.
3Hak fonnapa npekpaTMau UCNonb3oBaThb. M ecnu Bbl BCTPETUTE €ro B CLEHapWUK, HANAEHHOM

B MIHTepHeTe, 3HalTe, 4TO Nepes BaMKU KOA, CO3AaHHbIW B paHHew Bepcumn Ansible.

Bbl MOXeTe MCIT0b30BaTh BCe BO3MOXHOCTH Jinja2 B cBOMX 11a6j0HaX, HO MbI
He 6ymeM moaApo6HO paccMaTpUBATh MX 3€Ch. 3a JOMOJHUTENbHOM MHOpMalMei
o wabnoHax Jinja2 obpauiaiTech K obuuManbHo foKymeHTauuu (http://jinja.pocoo.
org/docs/dev/templates/). BnpoueM, BaM efiBa Jin MOTPeOYIOTCS BCE MPOABUHYTbIE
BO3MOXXHOCTH. HO BbI TOYTHM HaBepHSIKA OyeTe Mob30BaThCst GUAbTPaMM; Mbl pac-
CMOTPMM MX B ITOC/IeAYIOLL el IaBe.

06paboTunku

A Temepb BepHeMCs K HalleMy clieHapuio web-tls.yml. Mbl He obcyamnu elle Ba
anemMeHTa. OnMH U3 HUX —~ pa3aen 06paboTumkoB handlers:

handlers:
- name: restart nginx
service: name=nginx state=restarted

W BTOpOIt — K104 notify B HEKOTOPbIX 3aJauax:

- name: copy TLS key
copy: src=files/nginx.key dest={{ key_file }} owner=root mode=0600
notify: restart nginx

O6paboTunKM — 3TO OJHA U3 YCJIOBHBIX opM, rmogaepkuBaeMsix B Ansible. O6-
pPabOTUMK CXOX C 3aJaueit, HO 3aITyCKaeTCs TOMIbKO MOC/Ie MOoTyuYeHUs YBeIOMIeHHUs
OT 3aauu. 3afaya IochlIaeT yBeIOMJIeHME, eCliM 0OHapYKMBAeTCsl MU3MEHeHue Co-
CTOSIHUSI CUCTEMBbI ITOCJIe €€ BbITTOJIHEHUS.

3amaua yBemomiiseT 06paboTuMK c UMeHeM, epedaHHbIM eii B apryMmeHTe. B rpe-
IblAylieM npuMmepe uMms obpaborumka restart nginx. Ceppep Nginx HY)XKHO nepesa-
MYyCTUTD', €C/IN U3MEHUTCS JI000I U3 KOMITOHEHTOB:

! BmecTo mepesamnycka cryxO6bl MOXHO nepe3arpy3uts Gaitn KoHburypanmym KoMaHI0M
state=reloaded.
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O xmou TLS;

O ceprudukar TLS;

O aitn koHbUrypauuu;

QO copepxuMoe Karasora sites-enabled.

MbI 106aB/IsieM MHCTPYKLMIO notify B KaXkaylo 3amauy, yToObl 06ecrneynuTh nepe-
3amnyck Nginx, ec/i BbITTOMHSAETCS OTHO M3 3TUX YCJIOBUIA.

Heckonbko ¢hakmoe 06 o6pab6omuuxax,

Komopsie He06X00uUM0 NOMHUMb

0O6paboTUMKM BBITTOTHAIOTCS TOJBKO MOC/IE 3aBepLIeHMs BCeX 3a1ay U TObKO OOMH
pas, gaxe ecnu ObUIO MOMTyYeHO HeCKONbKO. OHY BCeraa BHIMOMHSIOTCS B MOPSIIKE
c/efoBaHus B paszene handlers, a He B TOPSAKE MOCTYIUIEHUS] YBeTOM/IEHUA.

B odmumanbHoit fokymeHTauuu Ansible roBoputcs, 4To 06paboTYMKM B OCHOB-
HOM MCITIO/Ib3YIOTCS IS Tepe3anycka c1yx6 u repesarpysku. JIMUHO g UCIONb3YIO
MX UCKJTIOUMTENbHO U1 ITepe3arnycka cnyx6. Hamo ckasarb, UTO 3TO He JaeT 0coboit
BBITO/IbI, TOTOMY YTO Tepe3amyck CayXObl BCEraa MOXXHO OpPraHM30BaThb B KOHILIE
cueHapus u 060iTHCh 63 UCTIONb30BaAHUS YBEIOMIIEHUA.

Ipyroe Heymo6cTBO 06pabOTUMKOB COCTOMT B TOM, UTO OHM MOTYT CO3HaBaTh
CJIOXHOCTH TIPU OT/IaJIKE CLleHapusi, HarpuMep:

51 3amyckaro cueHapuii.

OnHa 13 3a1a4 ¢ yBeIOM/IEHMEM U3MEHSIET COCTOSTHUE.

B cnepytoweit 3agaue Bo3HMKaer omnbka, mpepoiBatouias pabory Ansible.

S ucnipaBsiio OUIMOKY B CLIEHAPUMU.

3amnyckai Ansible cHoBa.

Hu ogHa M3 3amay He coobuiaeT 06 M3MEHEHUU COCTOSIHUS BO BTOPOIA pas,
Ansible He 3anyckaeT o6paboTunka.

[ononHuTenbHY0 MHGOpMaL Mo 06 06paboTuMKax U UX TPUMEHEHUU Bbl Halle-
Te B pasgesne «YaydluieHHble 06paboTuymMku» B rase 9.

o LA L

3anyck cueHapus
3anyck cueHapus BbINMOJHSIETCS KOMaHA 0 ansible-playbook.

$ ansible-playbook web-tls.yml

BbiBOO mO/MKEH BHIT/ISIAETD NMPpUMEPHO Tak:

PLAY [Configure webserver with nginx and tls] *#*#*sskkskiuskiskrsshrshhashtss
GATHERING FA(TS AR 2222222 R R R R Rt R Rl ]
ok: [testserver]

TASK: [Install nginx] LA R 2R R SRR RS R R R R R R R Rt R s S]]

changed: [testserver]

TASK: [create directories for tls certificates] ****srasskkasshnrbshhrbnkhhtssk
changed: [testserver]

TASK: [cOpy TLS key] KRR AR AR AR AR AR AR AR AR AR ARk Rk Ak kAR ke kkkkkkkkkk ke ko
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changed: [testserver]

TASK: [Copy TLS certificate] khkkhkhkhkkkkhkhkhkhkhkhkhkkhkhkhkhkkhkkkhkhhhhhkhkhkhkhkhkhkhkkkkkkkkkkk
changed: [testserver]

TASK: [CODy nginx Config file] khkkhkkkhkkhkkhkhkkhhkhkhhkhkhhhhhhhkhhkhhrhhhhhkhhhkhhkkhhkkhkk
changed: [testserver]

TASK: [Eﬂable configuration] KAk kKRR AR KRR AR KRR AR AR AR KAk h kA Ak hhkkhkkhkkdhkhkhkkx
ok: [testserver]

NOTIFIED: [restart nginx] kkkhkkhkhkkhkhkkhkkhkhkhhkhkhkhkhkkkkhkhkhhkhhkhkhkhkhkhkhhhhkhkhkhkkkkkhkhhhkhkkk
changed: [testserver]

PLAY RECAP khkkhkkhhkhkkhkhhhhkhhkhkhhkhkhhkhkhhhhkhhkkhhkhhkhkhhhkhkhkhkkhkhhhhhhhkkhkhhkhhhkhkhkkkxk

testserver : ok=8 changed=6 unreachable=0 failed=0

OTkpoiite B 6pay3epe crpanully https://localhost:8443 (He 3a0yabTe «S» B KOHLE
https). Ecnu BbI ucnonb3yete Chrome, To, Kak U s, IOJTY4UTE HEIIPUITHOE coObLIIe-
HUE O TOM, UTO «yCTAHOBJIEHHOE COeMHEeHMe He 3alIuLIeHO» (CM. puc. 2.4).

800N w

Privacy error x Ny i 5

&« C A (X hups://localhost:8443 =

Your connection is not private

Attackers might be trying to steal your information from
localhost (for example, passwords, messages, or credit cards).

Advanced

Puc. 2.4 < Hekotopblie 6pay3epsl, Takue kak Chrome,
He [0BepAT «caMonoanucaHHbiM» ceptudukatam TLS

He 6ecriokoiitech. Omnbka oskumaeMa, MoCKOIbKY MbI CO31aJIM «CAMOITOAMCAH-
HbIlt» cepTudukat TLS. A Takue 6pay3epsl, Kak Chrome, T1OBEPSIIOT TObKO CEPTU-
¢dukaram, BbITYyLIEHHbIM JOBEPEHHBIM LIEHTPOM CEPTUDUKALINN.
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B 3TOi r1aBe Mbl M3y4YMJIM MHOTOe U3 TOro, umo aenaet Ansible ¢ xocramu. 06-
paboTUMKM — IUILBb OOHA U3 HOPM KOHTPOIIS, MoaepK1uBaeMbIx B Ansible. B mocie-
OYIOLIMX IJ1aBaX Mbl PACCMOTPUM LIMKIMYECKOe M YCIOBHOE BbIITONHEeHMe 331a4 Ha
OCHOBe 3HaueHU i IepeMeHHbIX.

B cnenytomeii rnaBe Mbl TaKKe TOroBOpuUM 06 acreKkre kmo. [Ipyrumu cioBamu,
KaK OMMCaTh XOCTbl, Ha KOTOPBIX BBIMONHSIOTCS CLIleHapuHu.



naBa

PeecTp:
onucaHue cepeepos

Jlo HacTOSILEero MOMEHTA Mbl pacCMaTpPMBaIy paboTy IULIb C OMHUM CEpBEPOM (MIIU
Xxocmom, B TepMuHosioruu Ansible). B 1eiicTBUTEIbHOCTY BaM MPEACTOUT YIIPaBIATh
MHOTMMM XOocTaMu. I'pymma XoCTOB, JaHHBIMM O KOTOPBIX pacrnojaraeT Ansible, Ha-
3pIBaeTCs peecmpom. B 3TOI riaBe Bbl y3HaeTe, KaK COCTaBUTh peecTp, ONMUChIBaI0-
LM TPYIIIY XOCTOB.

MDAAN PEECTPA

CamMblit IpocToi criocob onucaTh UMeIoLMecs] XOCTbl — MePeYUCIUTb UX B TEKCTO-
BbIX Gaitnax, Ha3bIBaeMbIX Qaiinamu peecmpa. Ilpocteitunit ¢aitn peectpa comep-
SKUT caMblif OOBIYHBIN CITMCOK MMEH XOCTOB, KaK MOKa3aHo B npumepe 3.1.

Mpumep 3.1 < lpocTenwmin dann peectpa
ontario.example.com
newhampshire.example.com
maryland.example.com

virginia.example.com

newyork.example.com

quebec.example.com

rhodeisland.example.com

Mo yMonuaHuto Ansible ucnonb3yeT nokanbHblid SSH-kAneHT. To ecTb cucTemMa noimMer nobble
NCEeBAOHWUMBI, KOTOpble Bbl onpeaenuTte B daine KoHdurypaumu SSH. OaHaKo 3T0 He OTHOCUT-
€8 K cnyyato, koraa Ansible HacTpoeHa Ha Mcnonb3oBaHue nnaruHa Paramiko, a He Nnarvta
SSH no ymonuaHuto.

[To ymonuaHuio Ansible aBToMmaTuuecku gobasnset B peectp xocT localhost. OHa
MOHMMAET, YTO UM locathost cchlaeTcsl Ha JIOKAIbHYKO MallMHY, MO3TOMY OyaeT
B3aMMOJeMCTBOBAaTh C Heil HanpsiMyto, MuHYs SSH-coennHeHue.
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o [axe nputoM, 4to Ansible aBToMaTuuecku aobasnser localhost B peectp, B BaweMm daiine
peecTpa A0/MKEH UMETLCA XOTA Bbl OAMH APYroi XOCT. MHaye BbINONHEHWE KOMaHAbI ansible-
playbook 3aBeplunTCs C OWMOKOM:

ERROR: provided hosts list is empty

Ecnm y Bac HeT apyrMx XOCTOB ANs BKNOYeHus B dain peectpa, Npocto AobasbTe B Hero
SIBHYIO 3anucb ¢ uMeHeM localhost, Hanpumep:

localhost ansible_connection=local

BBOAHAS YACTb: HECKONbKO MALIMH VAGRANT

Ona obcyxaeHust peectpa HaM Heo6XOOMMO MMETb HECKOJIbKO XOCTOB. [laBaiiTe
ckoHUrypupyeM B Vagrant Tpy XocTa M Ha30BEM MX vagranti, vagrant2 U vagrant3.
[Tpexxae yeM BHOCUTb M3MEHEHUs B CyllecTBYoLMit daitn Vagrantfile, He 3abynbre
YOAIUTh CYLECTBYIOLLYIO BUPTYaabHYIO MallIMHY, BbIIIOTHUB KOMaHAy

$ vagrant destroy --force

Ecnu 3anyctuth 3Ty KOMaHAy 6e3 dnara --force, Vagrant npeajioxxuT noatsep-
IUTh yAaleHue BUPTYaTbHOM MallIMHBbI.
[Mocne aroro uamenure dain Vagrantfile, kak mokasaHo B npumepe 3.2.

Mpumep 3.2 < Vagrantfile c Tpemsa cepsepamu
VAGRANTFILE_API_VERSION = "2"

Vagrant.configure(VAGRANTFILE_API_VERSION) do |config]|
# Wcnonb3yinTe OAWH U TOT Xe KNKY ANA BCEX MALMH
config.ssh.insert_key = false

config.vm.define "vagrantl" do |vagranti|
vagrantl.vm.box = "ubuntu/trusty64"
vagrantl.vm.network "forwarded_port", guest: 80, host: 8080
vagrantl.vm.network "forwarded_port", guest: 443, host: 8443
end
config.vm.define "vagrant2" do |vagrant2|
vagrant2.vm.box = "ubuntu/trusty64"
vagrant2.vm.network "forwarded_port", guest: 80, host: 8081
vagrant2.vm.network "forwarded_port", guest: 443, host: 8444
end
config.vm.define "vagrant3" do |vagrant3|
vagrant3.vm.box = "ubuntu/trusty64"
vagrant3.vm.network "forwarded_port", guest: 80, host: 8082
vagrant3.vm.network "forwarded_port", guest: 443, host: 8445
end
end

Hauunas c Bepcuu 1.7 Vagrant o yMo/lI4aHUIO MCMOAb3yeT pa3Hble SSH-kmoun
IUTsl KaXI0ro XocTa. B npumMepe 3.2 cogepkUTcs CTPOKa, KOTOpasi Bo3BpallaeT Va-
grant K UCIo/ib30BaHMI0 0gqHOro SSH-K/I0Ya /151 BCeX XOCTOB:

config.ssh.insert_key = false
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HWcrionb30BaHME OSHOTO U TOTO JKe KIoua JIJIs BCEX XOCTOB YIIPOLAeT HACTPOA-
Ky Ansible, mocKo/bKy B 3TOM C/Tyyae TpebyeTcsl yka3aTbh TOJIbKO oauH SSH-kiou
B daitne ansible.cfg. Ham Tak:xe He06X0AMMO M3MEHUTD 3HaueHue host_key_checking
B daitne ansible.cfg. IsmMeHeHHbIN dait OOMKEeH BbINISAETh, KaK IOKa3aHo B MpU-
mepe 3.3.

Mpumep 3.3 < ansible.cfg

[defaults]

hostfile = inventory

remote_user = vagrant

private_key_file = ~/.vagrant.d/insecure_private_key
host_key_checking = False

[Ipenmonaraetcsi, UTO KaXKAbIi U3 3TUX CEPBEPOB MOTEHLMATBHO MOXKET OBIThb
BeO-cepBepoM, TO3TOMY B IpumMepe 3.2 nopTbl 80 1 443 Ha KaXKaoi MalumHe Vagrant
O0TOOGpaXkeHb! B MOPTHI JIOKATIbHOM MalIMHBI.

BupryanbHble MallMHbI 3aTyCKAKOTCSI KOMaHOOM

$ vagrant up

Eciu Bce B nopsajake, OHa BbIBeJET C/1eayloniee:

Bringing machine 'vagrantl' up with 'virtualbox' provider...
Bringing machine 'vagrant2' up with 'virtualbox' provider...
Bringing machine 'vagrant3' up with 'virtualbox' provider...

vagrant3: 80 => 8082 (adapter 1)
vagrant3: 443 => 8445 (adapter 1)
vagrant3: 22 => 2201 (adapter 1)
==> vagrant3: Booting VM...
==> vagrant3: Waiting for machine to boot. This may take a few minutes...
vagrant3: SSH address: 127.0.0.1:2201
vagrant3: SSH username: vagrant
vagrant3: SSH auth method: private key
vagrant3: Warning: Connection timeout. Retrying...
==> vagrant3: Machine booted and ready!
==> vagrant3: Checking for guest additions in VM...
==> vagrant3: Mounting shared folders...
vagrant3: /vagrant => /Users/lorinhochstein/dev/oreilly-ansible/playbooks

Tereps co3mamum ¢ait peectpa, BKIIOYAIOUMIA BCE TPU MaLlMHBI.

CHayvasia MOCMOTpPUM, KaKue MOPThI JOKAAbHOM MalUMHBI OTOOPaskeHbI B MOPT
SSH (22) kaxxgo# BUpTyanbHOM MaliMHbl, HAMOMHIO, UTO 3TU JAHHbIE MOXHO MOy~
YUTb KOMaHJO0M

$ vagrant ssh-config

PesyanaT OOJDKEH BBITJIAOETh IPUMEPHO TaK:

Host vagrantl
HostName 127.0.0.1
User vagrant
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Port 2222

UserKnownHostsFile /dev/null

StrictHostKeyChecking no

PasswordAuthentication no

IdentityFile /Users/lorinhochstein/.vagrant.d/insecure_private_key
IdentitiesOnly yes

LogLevel FATAL

Host vagrant2
HostName 127.0.0.1
User vagrant
Port 2200
UserKnownHostsFile /dev/null
StrictHostKeyChecking no
PasswordAuthentication no
IdentityFile /Users/lorinhochstein/.vagrant.d/insecure_private_key
IdentitiesOnly yes
LogLevel FATAL

Host vagrant3
HostName 127.0.0.1
User vagrant
Port 2201
UserKnownHostsFile /dev/null
StrictHostKeyChecking no
PasswordAuthentication no
IdentityFile /Users/lorinhochstein/.vagrant.d/insecure_private_key
IdentitiesOnly yes
LogLevel FATAL

Kak Buaute, 0151 vagrantl Mcrionb3dyetcsl nopt 2222, aisl vagrant2 — nopt 2200
u 1151 vagrant3 — mopt 2201.
W3mennTte daitn hosts, Kak OKa3aHO HUXKe:

vagrantl ansible_ssh_host=127.0.0.1 ansible_ssh_port=2222
vagrant2 ansible_ssh_host=127.0.0.1 ansible_ssh_port=2200
vagrant3 ansible_ssh_host=127.0.0.1 ansible_ssh_port=2201

Terepb NMpoBepMM AOCTYITHOCTb 3TUX MaliuH. Hanpumep, nonyuyuts nudopma-
1[I0 O CETeBOM MHTepdeiice B vagrant2 MOKHO KOMaH10M

$ ansible vagrant2 -a "ip addr show dev eth@"

Ha Moeit malinHe s oay4yms1 TaKOi pe3y/ibTar:

vagrant2 | success | rc=0 >>
2: ethO: <BROADCAST,MULTICAST,UP,LOWER_UP> mtu 1500 gdisc pfifo_fast state UP
group default gqlen 1000

link/ether 08:00:27:fe:1e:4d brd ff:ff:ff.ff.ff:ff

inet 10.0.2.15/24 brd 10.0.2.255 scope global eth®

valid_lft forever preferred_lft forever

inet6 fe80::300:27ff:fefe:1e4d/64 scope link

valid_lft forever preferred_lft forever
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MoBEAEHYECKME NAPAMETPbI XOCTOB B PEECTPE

Ins onucaHus maluuH Vagrant B ¢aitnie peectpa Ansible Heo6xoaMMO SIBHO yKa3aTb
ums xocta (127.0.0.1) u mopr (2222, 2200 uam 2201), K KOTOpOMY ByIeT MOAKITIO-
yaTbcst SSH-knmeHT cuctemsl Ansible.

B Ansible 3T nepemeHHble Ha3bIBAIOTCS nogedeHueckumu napamempamu. He-
KOTOpbIe M3 HUX MOXXHO MCIO/Ib30BaTh A/ MU3MeHeHUs] 3Ha4eHUi 10 YMOTYaHUIO
(Tabn. 3.1).

Ta6auua 3.1. MNosedenyeckue napamempsi

NUma 3HaueHue Onucanune
NO yMOA4AHMUIO

ansible_host MMa xocTa Mma xocTta unm IP-agpec

ansible_port 22 MopT ans noakno4eHns no npotokony SSH

ansible_user root Monb3oBatens AN NOAKNIO4EHWS No npoTokony SSH

ansible_password (HeT) Maponb ana nogknoyeHns no npotokony SSH

ansible_connection smart Kak Ansible ByaeT noakno4aTbCa K XOCTy (CM. CheayroLwmn
pasaen)

ansible_private_key_file (HeT) MpueatHbIA SSH-KkNKOY ANa ayTeHTUHMKALMM NO NPOTOKONY
SSH

ansible_shell_type sh KoMaHaHas 060n04ka ans BbINONHEHUA KOMaH
(cM. chepyrowmi pasaen)

ansible_python_interpreter | /usr/bin/python | MyTb k MHTEpNpeTaTopy Python Ha xocTe (CM. cheayroLwmi
pasaen)

ansible_*_interpreter (HeT) Ananoru ansible_python_interpreter ans apyrux a3bikos
(cM. chepyrowmn pasaen)

Ha3HayeHue HEKOTOPBIX TapaMeTPOB OUEBMIHO U3 UX Ha3BaHUIA, Ipyrue Tpeody-
IOT JOTIOJTHUTE/IbHbIX ITOSICHEHUIA.

ansible_connection

Ansible mommep)kuBaeT HECKOJbKO TPAHCIIOPTOB — MEXaHM3MOB ITOIK/TIOYEHUS
K XoctaM. [1o yMO/IYaHUIO MCIIOIb3yeTcsl TpaHCnopT smart. OH mpoBepsieT MoaepX-
Ky JJokanbHbIM SSH-knneHToM dyHkumu ControlPersist. Ecin SSH-knueHT nogaep-
XuBaeT ee, Ansible ucronb3yeT nokanbHbI SSH-KkIMeHT. EC/iu TOKanbHbINM KIUEHT
He nmoanepsxuBaeT ControlPersist, Torga TpaHcnopT smart 6yaeT UCIoab30BaTh 61b-
nnoteky SSH-knueHTa Ha Python ¢ HasBanuem Paramiko.

ansible_shell_type

Ansible ycranaBauBaet SSH-coenuHeHus ¢ yoaleHHbIMM MallMHaMU U 3aTeM 3a-
MycKaeT Ha HUX cueHapuu. ITo ymonyauuio Ansible cuuraer, uto ymaneHHas 060-
Jloyka — 3T0 obosouka Bourne Shell, moctynHas kak /bin/sh, u cosgaet cooTBer-
CTBYIOLLME NTapaMeTpbl KOMaHIHOM CTPOKM, KOTOPbIE€ MUCIIONb3YIOTCS ¢ 000JI0YKOIM
Bourne Shell.
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B 3TOV nmepemMeHHOV MOXHO TaKxe nepenaTtb 3HayeHue csh, fish unu powershell
(npu pabote ¢ Windows). OfHaKO s HUKOTAA He CTaJKMBAJICS C HEOOXOAMMOCTbIO
MEHSITh TUIT 000JI0YKH.

ansible_python_interpreter

ITockonbKy MoAyau, BXoasiiiue B coctaB Ansible, peanusoBanbl Ha Python 2, yTo6bI
MCII0/Ib30BaTh UX, Ansible JO/MKHA 3HATh MECTOMOJIOKEHME MHTepIpeTaTopa Py-
thon Ha yganeHHoI MalMHe. BaM MOXeT MOTPeO6OBaThCSI UBMEHUTD 3TY NTepeMEH-
HYI0, €CJIM Ha YAaJIeHHOM MallliHe MYTh K BbIMO/NIHsIeMOMY daiiny uHTepIipeTaTopa
Python otnuuaercs ot /usr/bin/python. Hanipumep, aj1s1 XoctoB ¢ Arch Linux MmoxeTt
MOHAA00UTbCS MPUCBOUTH ITOM MepeMeHHOV 3HaueHue /usr/bin/python2, moromy
yTto myTb /usr/bin/python B Arch Linux cooTBeTcTByeT MHTeprnperaTopy Python 3,
a moxynu Ansible moka He coBmecTuMmsl ¢ Python 3.

ansible_"_interpreter

Ecnu Bbl cobMpaeTech UCI0/b30BaTh CBOI MOMAY/b, HalTMCaHHbIM He Ha Python, uc-
MOJIb3YiiTE 3TOT MapaMeTp, UTOObI ONpeAeNUTh ITyTh K MUHTEPITPETATOPY (HalmpuMmep,
/usr/bin/ruby). Ilogpo6Hee 06 3TOM MbI [TOTOBOPUM B TJ1aBe 12.

ﬂepeonpen.eneﬂue noseneH4YeCKUX napamMeTpoB NO YMONYAHUIO

Bbl MOXeTe I[epeornpenenuTb HEKOTOPbIE [TOBeJeHYECKME TapaMeTphbl [0 yMOoIua-
HUIO B cekuuu [defaults] daitna ansible.cfg (Tabn. 3.2). HamoMHio, YTO MBI y)Ke UC-
I10/1b30BaJIM 3Ty BO3SMOXHOCTb /IS MU3MeHeHUs 1osib3oBares SSH mo ymonuauuio.

Tabnuya 3.2. 3HayeHUs no yMon4yaHuio,
Komopele Mo2ym 6bimb 3ameHeHs! 8 ansible.cfg

Noseaenueckuin napametp | Napamerp 8 daine ansible.cfg
ansible_port remote_port

ansible_user remote_user
ansible_private_key_file private_key_file
ansible_shell_type executable (cm. HMxe)

[Tapamertp executable B datine ansible.cfg - He cOBCeM TO ke caMoe, YTO MTOBEJEH-
yeckuit napameTtp ansible_shell_type. [lapameTp executable ompenensieT MOMHBINA
MyThb K UCITOJIb3yeMOi1 060710YKe Ha yaaneHHOM MaliuHe (Harnpumep, /usr/local/bin/
fish). Ansible BbiGupaeT ums B KOHLie 3Toro nytu (ans /usr/local/bin/fish sto 6yget
uMs fish) 1 UCTIONb3yeT ero Kak 3HayeHue o yMoI4aHuIo 41 ansible_shell_type.

IPynNbl, FPYNNbI W EWE PA3 rPYNNb

3aHMMasICb HACTPOKaMM, Mbl OOBIYHO COBepLIAeM AEeMCTBUSI He C OLHUM XOCTOM,
a ¢ ux rpymnmnoii. Ansible aBTomatuuecku onpegenset rpymnmy all (unu *). OHa BKI0O-
yaeT B ce6s1 Bce XOCTbI, TepeyucieHHble B peecTpe. Hanpumep, Mbl MOXeM IpUMep-
HO OLIEHUTb CMHXPOHHOCTb X0/ YaCOB Ha MalllMHaX C MOMOILbIO KOMaH[bl:
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$ ansible all -a "date"
nJn
$ ansible '*' -3 "date"
Sy cebst moTy4n TaKo pesysIbTar:

vagrant3 | success | rc=0 >>
Sun Sep 7 02:56:46 UTC 2014

vagrant2 | success | rc=0 >>
Sun Sep 7 03:03:46 UTC 2014

vagrantl | success | rc=0 >>
Sun Sep 7 02:56:47 UTC 2014

B ¢aitne peecTpa MOXHO ornpenensTh cBou rpymmnbl. ®Paitabl peectpa B Ansible
odopmasiioTcs B popmare .ini, B KOTOPOM MapaMeTpbl IPYIIMPYIOTCS B CEKLMMA.

BoT KaK MOXHO 06BbeIMHUTD B IPYIITY vagrant Haily Vagrant-xocTbl Hapsay C Apy-
MMM XOCTaMM U3 pUMepa, TPUBOAMBILErOCs B Hauasie IJ1aBbl:

ontario.example.com
newhampshire.example.com
maryland.example.com
virginia.example.com
newyork.example.com
quebec.example.com
rhodeisland.example.com

[vagrant]

vagrantl ansible_ssh_host=127.0.0.1 ansible_ssh_port=2222
vagrant2 ansible_ssh_host=127.0.0.1 ansible_ssh_port=2200
vagrant3 ansible_ssh_host=127.0.0.1 ansible_ssh_port=2201

Taxke mMoxkHO 6bUIO 6bI MepeuncInMTh Vagrant-xocTbl B Hauasne daitia u norom
00beIMHUTD UX B TPYIIITY:

maryland.example.com

newhampshire.example.com

newyork.example.com

ontario.example.com

quebec.example.com

rhodeisland.example.com

vagrant1 ansible_ssh_host=127.0.0.1 ansible_ssh_port=2222
vagrant2 ansible_ssh_host=127.0.0.1 ansible_ssh_port=2200
vagrant3 ansible_ssh_host=127.0.0.1 ansible_ssh_port=2201
virginia.example.com

[vagrant]
vagrantl
vagrant?2
vagrant3
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MpuMmep: passepTbiBaHue npunoxenus Django

[IpencraBbTe, YTO BbI OTBEYAETE 3a pa3BepThiBaHUE BeO-MTPUIOKEHUS, peau30BaH-
HOTo Ha ocHOBe (pperiMBopKa Django 1 BbIMONHSIOLLETO MTPOJO/KUTEIbHbIE OTlepa-
uuu. UYto6bl pa3BepHYTh MIPUIOKEHME, HA XOCTE JO/DKHbI TAKXKe MPUCYTCTBOBATD:
nocneHsisl Bepcusi camoro Be6-npuoskeHust Django, BoinonHsemoro HTTP-
cepBepom Gunicorn;

Be6-cepBep Nginx, Haxomswuiicsa nepen cepsepoM Gunicorn 1 06¢/IyKMBal0-
LM cTaTUYeCKue pecypchl;

ouepenb 3agay Celery, BBIMOMHSAOLLAS TPOAOIKUTEbHBIE ONIEPALMU OT IMLA
BebO-cepBepa;

JUcreTyep ouepeneil coobienuit RabbitMQ, obecneunBatoiumit pabory Ce-
lery;

6a3a naHHbIX Postgres, ucrnonb3yemasi B KaueCTBe XpaHUIMULLA.

©c O O O

B nocneaytoumx rnasax Mol noapo6Ho paccMoTpuM npuMep pa3sepTbiBaHua Django-npuno-
eHUa Takoro Tvna. Ho B ToM npumMepe He ByayT ucnonb3osatbca Celery u RabbitMQ.

HeobxoguMo pa3BepHYTb AaHHOe MPWJIOKEeHUEe B Pa3HbIX OKPYKEHUSIX: Mpo-
MBILUJIEHHON (/151 peaJbHOro MCMOJAb30BaHMS), TECTOBOM (O/11 TECTUPOBAHMUS Ha
XOCTaX, K KOTOPbIM YJIeHbl Hallleyi KOMaHA bl UMEIOT AOCTYI) M Vagrant (A1 10Kalb-
HOT'O TECTUPOBAHUS).

B mpOMBILIIEHHOM OKPY>X€HUM He0OX0AUMO 06eCcreunThb ObICTPBIN U HAZEeXHbIN
OTKJIMK CUCTEMBI, IO3TOMY MbI:

QO 3amycTuM Beb-npusioskeHue Ha HeCKOJbKUX XOCTax M MOCTaBUM Iepes HUMMU

6anaHCUPOBILUK HAaTPy3KHU;

O 3amycTuM cepBepbl 0Yepeseil 3aa4 Ha HeCKOJIbKMX XOCTax;

O ycraHoBuM Gunicorn, Celery, RabbitMQ u Postgres Ha OTIenbHBIX cepBepax;

O wucnonp3yeM [IBa XOCTa Jjisl pa3MelleHus] OCHOBHO 6a3bl JaHHbIX Postgres

U ee KOMUMU.

HomycTuM, YTO Y HAaC MMeITCSI OOMH 6aNaHCUPOBILUMK HAaTPY3KHU, TpU Be6-cepBepa,
Tpu ouepenu 3azmay, oauH ceppep RabbitMQ u gBa cepBepa 6a3 JaHHbIX, T. €. BCETO
10 xocToB.

[IpencraBuM TakxXe, YTO B OKPY>KEHUM [1J151 TECTUPOBAHUSI Mbl peLIMIU UCITOJ1b30-
BaTb MeHbllle XOCTOB, YeM B TPOMBILLIJIEHHOM OKPY>K€HUU. ITO MO3BOJIUT COKPATUTh
U3JIePsKKU, TOCKO/IbKY Harpy3ka Ha TeCTOBOE OKpYsKeHMe OyIeT CyleCTBEHHO HUXKe.
JlonycTuM, A5l TECTOBOTO OKPY)XeHUS Mbl pellinay UCI0Ib30BaTh BCETO ABa XOCTa.
MbI ycTaHOBUM Be6G-cepBep U AUCIeTYEp ouepeay 3a1ay Ha OOMH XOCT, @ RabbitMQ
u Postgres — Ha Ipyroii.

B n0KkanbHOM OKpY)XeHUM Vagrant Mbl pelIMau UCIONAb30BaThb TPU CepBepa:
OIMH — JJ1s1 BeO-IIPUIOKEHUS], BTOPO# — /1Sl AUCIIETYEepa OUepean 3aaay, TpeTui —
I71s1 ycTaHOBKM RabbitMQ u Postgres.

B npumepe 3.4 mpencTaBiaeH BapuaHT BO3MOXHOro ¢aitna peectpa, B KOTOPOM
Hallly CcepBepbl CTPYNMUPOBaHbl MO MPU3HAKY MPUHALJIEXHOCTU K OKPY>KEHUIO
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(MpOMbILIIEHHOMY, TeCTOBOMY, Vagrant) U no (GyHKUMOHaJbHOCTU (Be6-cepsep,
Ibcgtnxth ouepenu 3amau u T. 1.).

Mpumep 3.4 < Daitn peecTpa 4na pa3eepTbiBaHUa npunoxexua Django

[production]
delaware.example.com
georgia.example.com
maryland.example.com
newhampshire.example.com
newjersey.example.com
newyork.example.com
northcarolina.example.com
pennsylvania.example.com
rhodeisland.example.com
virginia.example.com

[staging]
ontario.example.com
quebec.example.com

[vagrant]

vagrantl ansible_ssh_host=127.0.0.1 ansible_ssh_port=2222
vagrant2 ansible_ssh_host=127.0.0.1 ansible_ssh_port=2200
vagrant3 ansible_ssh_host=127.0.0.1 ansible_ssh_port=2201

[1b]
delaware.example.com

[web]
georgia.example.com
newhampshire.example.com
newjersey.example.com
ontario.example.com
vagrantl

[task]
newyork.example.com
northcarolina.example.com
maryland.example.com
ontario.example.com
vagrant2

[rabbitmq]
pennsylvania.example.com
quebec.example.com
vagrant3

[db]
rhodeisland.example.com
virginia.example.com
quebec.example.com
vagrant3
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MpbI Mor/i1 661 CHauasIa MepeuncamuThb Bce CepBepsl B Hauase daiiia, He onpenensst
TPYIIIbI, HO B 3TOM HET HEOOXOAMMOCTHU, U 3TO CAenasno 6bl dhaitn elle qaMHHee.

O6paTuTe BHMMaHMe, YTO HAM MOHALOOMIOCH TOMBKO OAMH pa3 yKa3aTb MoBe-
JeHyecKue rapaMeTpsl 415 3K3eMIIsapoB Vagrant.

MNceBAOHUMDI U nopTbl
MbI onucanu Hawu XoCThl Vagrant Tax:

[vagrant]

vagrant1 ansible_ssh_host=127.0.0.1 ansible_ssh_port=2222
vagrant2 ansible_ssh_host=127.0.0.1 ansible_ssh_port=2200
vagrant3 ansible_ssh_host=127.0.0.1 ansible_ssh_port=2201

WmeHa vagranti, vagrant2, vagrant3 — 3To ncegdoxumst. OHU — He HaCTOsILIME UMe-
Ha cepBepoB, HO UX yA,06HO UCIIOAb30BaTh 1151 0603HaUeHUs] ITUX XOCTOB.

Ansible nonaepxkuBaeT cMHTaKcUC <hostnames:<port> onmucaHust XocToB. TO ecThb
CTPOKY C OMMCaHMeM vagrantl MOKHO 3aMeHUTb 0ObsiBIeHUeM 127.0.0.1:2222. On-
HAaKO HaM He yOacTCs 3aJefiCTBOBAThb I'MIIOTETUUECKUIA peecTp, MpencTaBieHHbIN
B pumepe 3.5.

Mpumep 3.5 < 3TOT peectp He paboTaer

[vagrant]

127.0.0.1:2222
127.0.0.1:2200
127.0.0.1:2201

IIpuumHa B TOM, uTO C IP-agpecom 127.0.0.1 MOXHO ONpenenuTb TOAbKO OOUH
XOCT, [T03TOMY IpyIINa vagrant cofiepykasa 6bl B 3TOM ciydyae JuLIb OAUH XOCT BMECTO
Tpex.

FpynnupoBka rpynn

Ansible Mo3BossieT TakXe OMpeaensiTh IPYIIbI, COCTOSLME U3 OPYyTUX Ipynmn. Ha-
npuMep, Ha Be6G-cepBepbl U Ha CepBepbl ouepeneit TpebyeTcss yCTaHOBUTH (peiiM-
BOpK Django u ero 3aBucumocTu. [ToaTomy 6yneT Mose3Ho ONpenenuTb TPYITY
django, BK/IOYalOLLYy0 06e BbIllIeyKa3aHHbIe TPYMIbI. [ 3TOro JOCTaTOYHO n06a-
BUTb CJIeAYIOLME CTPOKM B (aitn peecTpa:

[django:children]

web

task

O6paTuTe BHMMaHMe, UTO JJIs1 OMpee/IeHUsT TPYIITbI TPYIT UCIIOIb3YeTCs ApY-
ro¥ CMUHTaKCUC, OTIMYHBIN OT CUHTAKCUCa OIpeAeneHus TPyIbl XOCTOB. biaronaps
aTomy Ansible roiimer, 4yTo web 1 task — 3TO IpYIIbI, @ HE XOCTBHI.

MMeHa xoCTOB C HOMepaMK (A0MALUHME NUTOMLbI U CTaA0)

®aiin peectpa B npumepe 3.4 BHIMISIAUT JOCTATOYHO CJIOXHBIM. Ha camoM zene oH
OTMMCHIBAET BCETO LB 15 pasHbIX XOCTOB. A 3TO KOJIMYECTBO HE TaK YX U BEJIUKO
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B HallleM o6ysiauHOM Ge3pa3zMepHoM Mupe. Tem He MeHee Jaxe 15 xocToB B (aiine
peecTpa MOTYT BbI3bIBaTh 3aTPYAHEHMS, TOTOMY UTO KaXkI bl XOCT MUMEET CBOE, YHU-
KaJIbHOE UMSI.

bunn Beitkep (Bill Baker) n3 Microsoft BbiaeInI OTIMYUTEIbHbIE OCOOEHHOCTH
YIpaBJeHMUs] cepBepamMM, KOTOpble MHTEPIPETUPYIOTCS KaK JdoMauiHue numom-
Yvl ¥ Kak cmado. CBOMM JAOMAIIHUM MMUTOMLAM MbI Ja€M OTJAMYUTENbHbIE MMEHA
1 paboTaeM ¢ HUMU B MHOAMBUOYAIbHOM MOPSIIKEe, HO )XMBOTHBIX B CTa/le€ MbI YaCTO
uaeHTUGULMUpPYeM 10 UX HOMepaM.

[Mogxon K MMEHOBAHMIO CEPBEPOB C MCIIOAb30BaHMEM Hymepauuu Oojiee mac-
mTabupyemblit, U Ansible ¢ 1€rKoCTbIO MOAAEPXKMBAET €r0 MOCPEICTBOM UMCIOBBIX
urabnoHoB. Hanpumep, ecnu y Bac umeetcs 20 cepBepoB ¢ uMeHaMu webl.example.
com, web2.example.com 1 T. II., BbI MOXKEeTe ONycaTh UX B daitsie peecTpa Tak:

[web]
web[1:20].example.com

Ecau Bbl mpeanovyuTaeTe UCIOAb30BaTh BeayllMe HyIu (Hanpumep, web01.exam-
ple.com), ykaxkuTe ux B onpeaeaeHMu 1Mana3oHa:

[web]
web[01:20].example.com

Ansile nogmepkuBaeT Takke BO3MOXHOCTb OMNpeeseHUs AMarna3oHoB OYKB.
Ecniu BBl mpennouyuTaeTe MCIOAb30BAaTh YCIOBHbIe 0003HaueHuss web-a.example.
com, web-b.example.com M T. Ii., TOra MOCTYIMUTE TaK:

[web]
web-[a-t].example.com

MEPEMEHHbBIE XOCTOB M FPYNN: BHYTPEHHAS CTOPOHA PEECTPA

BCHOMHMTQ, KaK Mbl Oripenejnian rnosegeH4yeCkme rnapaMeTpbl OJ151 XOCTOB Vagrant:

vagrantl ansible_ssh_host=127.0.0.1 ansible_ssh_port=2222
vagrant2 ansible_ssh_host=127.0.0.1 ansible_ssh_port=2200
vagrant3 ansible_ssh_host=127.0.0.1 ansible_ssh_port=2201

ITU mapaMeTphl SIBJISIIOTCS NepeMEHHbIMU, UMEIOLIMMM 0c060e 3HaYeHue Ais
Ansible. ToYHO TaK ke MOKHO 33JaTb IepeMeHHbIe C MPOM3BOJbHBIMU MUMEHAMM
M COOTBETCTBYIOILIME 3HAYeHMS 1)1 Pa3HbIX XOCTOB. Hampumep, MOKHO ONpee/UTh
repemMeHHYI0 color ¥ YCTAHOBUTD ee 3HaueHue J1J1s KaXk0ro ceppepa:

newhampshire.example.com color=red
maryland.example.com color=green
ontario.example.com color=blue
quebec.example.com color=purple

3Ty NepeMeHHYyI0 3aTeéM MOXXHO MCITI0JIb30BATh B CLIEHAPUU, KAK )'IlO6y}O OPYTryIo.
JInuHO 9 peaKo 3aKperuvisdio rnepeMeHHbie 3a OTAe/IbHbIMM XOCTaMM, HO A 4aCTO
CBA3bIBAIO [NT€peMeHHbIe C I'PpYIIINnaMHu.
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B nmpumepe ¢ Django BeG-NMpPUIOKEHMIO UM AUCIIETYEPY O4Yepeayu HeoOXOAMMO
B3aumomeicTBoBath ¢ RabbitMQ u Postgres. IIpennonosxkum, AOCTYN K 6a3e maH-
HbIX Postgres 3aluileH Ha CETeBOM YPOBHE (TObKO BeG-NpuioXeHMe 1 AUCIIeTyep
ouepeny 3aJay MOTYT UCIIOb30BaTh 6a3y JaHHbBIX) ¥ HA YPOBHE YYETHbBIX JaHHBIX.
Hoctyn K RabbitMQ 3awuuiieH npy 3TOM TOJbKO Ha CETEBOM YPOBHe.

[ns mpuBemeHusl CUCTeMbI B paboyee COCTOSIHME HaM HeoOX0MMO HaCTPOUTb:

O B Beb-cepBepe: UMs XOCTa, IMOPT, UMs MOAb30BaTe/sI U Mapoib OCHOBHOTO
cepBepa Postgres, a Takke UMst 6a3bl JaHHBIX;

B JMCIIeTYepe ouepenu: UMs XOCTa, MOPT, UM MOTb30BaTe/s1 U Maposb OC-
HOBHOTrO cepBepa Postgres, a Takke UMs1 6a3bl JaHHbIX;

B Be6G-cepBepe: MMs XOCTa M MopT cepBepa RabbitMQ);

B IMCIIeTYEpe ouepean: UMs XoCTa U NopT cepeepa RabbitMQ;

B OCHOBHOM cepBepe Postgres: ums XocTa, opT, MMs1 I0J1b30BaTe/s U [apob
Komnuu cepBepa Postgres (TOMbKO B MPOMBILIIEHHOM OKPY>XeHUM).

WHdopmauust o KoHPUrypaumuu 3aBUCUT OT OKPYXKEHMUS, TOITOMY MMEET CMbIC/
OMNpefeNuTh TPYNIOBbIe epeMeHHbIe /151 TPOMBIIIJIEHHO, TeCTOBO M vagrant
rpynmnmn. B npuMepe 3.6 MoKa3aH OAMH M3 BAPUAHTOB 00bSIBIEHUS 3TOM UHGOPMaLUu
B BUJle TepeMeHHbIX rpymmn B daiine peectpa.

00 O

Mpumep 3.6 < OnpeseneHune nepeMeHHbIX rpynn B peectpe

[all:vars]
ntp_server=ntp.ubuntu.com

[production:vars]
db_primary_host=rhodeisland.example.com
db_primary_port=5432
db_replica_host=virginia.example.com
db_name=widget_production
db_user=widgetuser
db_password=pFmMxcyD; Fc6)6
rabbitmg_host=pennsylvania.example.com
rabbitmq_port=5672

[staging:vars]
db_primary_host=quebec.example.com
db_name=widget_staging
db_user=widgetuser
db_password=L@4Ryz8cRUXed ]
rabbitmg_host=quebec.example.com
rabbitmg_port=5672

[vagrant:vars]
db_primary_host=vagrant3
db_primary_port=5432
db_primary_port=5432
db_name=widget_vagrant
db_user=widgetuser
db_password=password
rabbitmq_host=vagrant3
rabbitmq_port=5672
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ObpaTuTe BHMMaHMe, UYTO MIepeMeHHbIe TPYIIT 00beAUHSIOTCS B CeKLIMU C UMe-
HaMu [<group name>:vars]. Takske OTMeTbTe, YTO MbI BOCITO/Ib30Ba/IMCh IPYITION all,
KOTopyIo Ansible co3gaeT aBTOMaTU4eCKu /15 ONTpeeeHus TepeMeHHbIX /15 BCeX
XOCTOB.

MEPEMEHHBIE XOCTOB M rPynn:
CO30AHUE COBCTBEHHbIX MANOB

Ecnin y Bac He CAMIIKOM MHOTO XOCTOB, ITepeMeHHbIe MOXXHO ITOMECTUTDb B Qait
peectpa. Ho c yBennueHneMm oo6bemMa MHGOpMaLMM CTAHOBUTCS BCe CJIOXKHEE YIIPaB-
JIITb [TepeMeHHBbIMU TaKUM CITOCOO0M.

Kpome Toro, XoTst mepeMeHHbIe Ansible MOTyT XpaHUTb TOTMYECKUE U CTPOKOBbIE
3HayeHusl, CIIUCKU U CJIOBapH, B ¢aline peecTpa JOMyCKaeTcs 3a4aBaTh TOJMbKO JIO-
TMYecKue M CTPOKOBbIE 3HAUEHUSI.

Ansible npennaraet 6onee maciTabupyeMslit MOAXOM K yIIpaBIeHUIO ITepeMeH-
HbIMU. BbI MOKeTe cO31aTh OTHOebHBIN (At C TepeMeHHbIMM /IS KaXKI0ro X0CTa
" Kaxkaoii rpymibl. Takue ¢aitibl mepeMeHHbIX JOKHbBI UMeTb popmaTt YAML.

Ansible mpoBepsieT Hanuune aitoB MepeMeHHbIX XOCTOB B KaTasore host_vars
1 $aitoB rmepeMeHHbIX IPYII B KaTajlore group vars. DT KaTaloru JOKHbI HaX0-
JUTBHCS B KaTajore €O CLieHapueM M/ B KaTajore ¢ peecTpoM. B Halllem ciydae 3To
OIMH U TOT K€ KaTaJor.

Hampumep, ecan 6bl 1 XpaHun cueHapuu B Katanore /home/lorin/playbooks/,
a ¢aitn peectpa — B katanore /home/lorin/playbooks/hosts, 1 fokeH 6b11 ObI COXpa-
HUTb MepeMeHHbIe OJ1s1 XocTa quebec.example.com B daitne /home/lorin/playbooks/
host_vars/quebec.example.com, a mepemMeHHbI€e [JI51 TPYIITbl XOCTOB B IMPOMBbILUTEH-
HOM OKpYykeHuu — B paitne /home/lorin/playbooks/group_vars/production.

B nmpumepe 3.7 mokasaHo, Kak Bbirasaen 6vu1 daitn /home/lorin/playbooks/group_
vars/production.

Mpumep 3.7 < group_vars/production

db_primary_host: rhodeisland.example.com
db_primary_port=5432

db_replica_host: virginia.example.com
db_name: widget_production

db_user: widgetuser

db_password: pFmMxcyD;Fc6)6
rabbitmg_host:pennsylvania.example.com
rabbitmg_port=5672

ObpaTuTe BHMMaHMe, YTO /151 TpeCTaBAeHMs 3TUX 3HAUEHU I TaK)Ke MOXKHO UC-
roab3oBaTh cioBapu YAML, kak nmoka3aHo B rpumepe 3.8.

Mpumep 3.8 <+ group_vars/production, co cnosapsmu
db:

user: widgetuser

password: pFmMxcyD;Fc6)6
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name: widget_production

primary:
host: rhodeisland.example.com
port: 5432

replica:
host: virginia.example.com
port: 5432

rabbitmgq:
host: pennsylvania.example.com
port: 5672

[Tpu ucnonb3oBaHuu cnoBapeit YAML MeHsieTcs crioco6 J0oCTyIa K mepeMeHHbIM,
CpaBHMTE:

{{ db_primary_host }}
u
{{ db.primary.host }}

[Tpu XenaHUU MOXKHO MPOOO/KUTb pa3buBKy MHPopMauuu. Ansible mosponsier
onpenenuTb group_vars/production Kak KaTajaor ¥ IOMeCTUTb CI0JIa HeCKOIbKO dari-
J10B YAML c oripenenieHUsIMU ITepeMeHHbIX. Hanpumep, MOXXHO repeMeHHbIe, OTNU -
cbhiBaowMe 6a3y TaHHbIX, TOMECTUTb B Of1H ¢aiis, a mepeMeHHble, ONMUChIBAIOILME
RabbitMQ, — B Ipyroj#t, Kak rmoka3aHo B nmpumepax 3.9 u 3.10.

Mpumep 3.9 < group_vars/production/db
db:
user: widgetuser
password: pFmMxcyD;Fc6)6
name: widget_production
primary:
host: rhodeisland.example.com
port: 5432
replica:
host: virginia.example.com
port: 5432

Mpumep 3.10 < group_vars/production/rabbitmq

rabbitmgq:
host: pennsylvania.example.com
port: 6379

B 06111eM U 11eJI0M 51 CYUTAl0, UTO JIyYllie He YCIOXKHSATb U He pa36uBaTh MepeMeH-
Hble Ha CIMUIKOM 60/1bIlIoe KOMUUecTBO ¢aitios.

IVMHAMUYECKWA PEECTP

o HacTrosillero MOMeHTa Mbl OMMCHIBAIM HalIM XOCThbI B ¢aitne peectpa. OnHAKO
BaM MOXeET MMOHago6UTbCs XpaHUTb BCIO MHPOPMALIMIO O XOCTax BO BHEILHe cu-
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creme. Hanpumep, ecin XocThl pacronaraiTcs B obnake Amazon EC2, To Bcs UH-
dopmauus o Hux 6yget xpaHuThcsi B EC2, ¥ Bbl CMOXeTe U3BJIeKaTh €€ MOCPeICTBOM
Be6-uHTepdetica EC2, Query API mim ¢ MOMONIbIO MHCTPYMEHTAa KOMaHIHOM CTPO-
KM, TAKOTO Kak awscli. /Ipyrue ob6auHble MpoBaiaepbl MOAAEPKUBAIOT MOXOXKUE UH-
tepdeiicbl. Ecnu BbI ynpasiisieTe BallMMU COOCTBEHHBIMM CEpBEPaMU, UCIIOJb3Ys
aBTOMAaTU3UPOBAHHYIO CUCTEMY MHULIMAIM3aL MU, Takylo Kak Cobbler uam Ubuntu
MAAS, oHa yke OTC/IekKMBaeT Balliy cepBepbl. Uy, MoxeT 6bITh, Bcs Balia MHGop-
MalMs XPaHUTCS B OOHOM M3 TeX MPUUYIJIMBbIX 633 JaHHBIX yIIpaBaeHUs! KOHOUry-
pauusmu (CMDB).

B arom cnydyae BaM He MPUIETCS BPYYHYIO KOMMpoBaTh MHGpopMauuio B daiin
peecTpa, MOCKObKY B KOHEYHOM cueTe 3TOT daiin He OygeT COOTBETCTBOBATh CO-
JIepXXUMOMY BHellIHel CUCTeMbl — MOAJIMHHOTO UCTOYHMKA JaHHBIX O BALIMX XOCTaX.
Ansible moggepkuBaeT GyHKUMIO AUHAMUUECKO20 peecmpa, KOTOpast TO3BOJISIeT U3-
6exkaTb KOMMUPOBAHUS.

Ecnu daiin peectpa oTMeueH Kak BbIMONHSAEMbIN, Ansible 6yneT nHTeprnpeTupo-
BaTh €ro Kak CleHapuii IMHaMMUYeCKOro peectpa 1 3amyckaTb ero BMEeCTO UTeHUS.

Coenats Gaiin BbINOAHAEMBIM MOXHO KOMaHAoM chmod +x. Hanpumep:

$ chmod +x dynamic.py *

UHTEP®ENAC CLEHAPMA IMHAMMWYECKOIO PEECTPA

CueHapuii AMHAMMYECKOTO peecTpa OO/DKEH MOoAJepKMBAaTh ABa MapameTpa Ko-
MaHIHOM CTPOKMU:

O --host=<hostname> 0151 BbIBOAA MHGOpMaLMK O XOCTaxX;

O --list mns BbIBOAa MHGOpPMaLMK O TPYITIAX.

Bb1800 ungopmayuu o xocme

YT06bI MONMYUUTD JaHHBIE 0 KOHKPETHOM XOCTe, Ansible BbI3bIBaeT clieHapuii AuHa-
MMYECKOTro peecTpa KoMaHI0ii

$ ./dynamic.py --host=vagrant2

BbIBOA, cCLiIeHapus JOKEeH comepskaTh epeMeHHbIe OJ1s1 3aJaHHOr0 X0CTa, BKITI0-
yas oBeJeHUYecKMe rnapaMeTpbl, HalpuMep:

{ "ansible_ssh_host": "127.0.0.1", "ansible_ssh_port": 2200,
"ansible_ssh_user": "vagrant"}

PesynbTaThl BbIBOASTCS B Buae o6bekra JSON, MMeHa CBOVCTB B KOTOPOM COOT-
BETCTBYIOT MMEHAaM MepeMeHHbIX, a8 3HaUueHUsI — 3HaUeHUSIM 3TUX [TlepeMeHHbIX.

Bb1800 cnucka un1eHos 2pynn

CueHame OVMHaMMN4YeCKOro peecCtpa 4O/KEH YMeTb BbIBOAUTDb CITMCKU YJIEHOB BCEX
IpYIII, 4 TAKKE JaHHbIE 06 OTOeJIbHBIX XOCTaxX. Hanpumep, eC/IM NMpeaIioJ0XnUThb, YTO
CUeHapuii IMHaMMUUYeCKOro peecTpa HasbiBaeTcs dynamic.py, TOr4a Ajis MoiydyeHus
CIMCKa YIeHOB Bcex rpymi Ansible BbI30BeT ero KOMaHI0M
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$ ./dynamic.py --list
Pe3yanaT JOJIDKE€H BbIINISAOEeTh TadK:

{"production": ["delaware.example.com", "georgia.example.com",
"maryland.example.com", "newhampshire.example.com",
"newjersey.example.com", "newyork.example.com",
"northcarolina.example.com", "pennsylvania.example.com",
"rhodeisland.example.com", "virginia.example.com"],

"staging": ["ontario.example.com", "quebec.example.com"],

"vagrant": ["vagrantl", "vagrant2", "vagrant3"],

"1b": ["delaware.example.com"],

"web": ["georgia.example.com", "newhampshire.example.com",
"newjersey.example.com", "ontario.example.com", "vagrant1"]

"task": ["newyork.example.com", "northcarolina.example.com",
"ontario.example.com", "vagrant2"],

"rabbitmq": ["pennsylvania.example.com", "quebec.example.com", "vagrant3"],

"db": ["rhodeisland.example.com", "virginia.example.com", "vagrant3"]

PesynbTaT BRIBOOUTCS B BUze eanHOro o6bekra JSON, MMeHa CBOMCTB B KOTOPOM
COOTBETCTBYIOT MMEHaM IpYIII, a 3HaYeHMs — 3TO MaCCUBbI C UME@HaMU XOCTOB.

Ons onTuMmusaumMm KoMaHaa --list JO/KHA IMOALep)KUBATh BbIBOJ BCEX Iepe-
MEHHBIX BCE€X XOCTOB. ITO 0CBOOOXIaeT Ansible oT HeOGXOAMMOCTM TOBTOPHO BbI-
3bIBaTh CLIEHAPMIA C TapaMeTpoM --host, YTOOBI TOYUYUTh ITepeMeHHbIE OTe/TbHbIX
XOCTOB.

551 3TOro KoMaHaa -- list Jo/KHa BO3BpallaTh KJAKY _meta C [lepeMeHHbIMU BCeX
XOCTOB, KaK [TOKa3aHO HUXe:

_meta" :
{ "hostvars" :
"vagrantl" : { "ansible_ssh_host": "127.0.0.1", "ansible_ssh_port": 2222,
"ansible_ssh_user": "vagrant"},
"vagrant2": { "ansible_ssh_host": "127.0.0.1", "ansible_ssh_port": 2200,
"ansible_ssh_user": "vagrant"},

}

HanucaHue cueHapua AMHaMU4eCKoro peecrtpa

OnHoi 13 ymo6HbIX GyHKLMI Vagrant siBISI€TCS BO3MOKHOCTb [TOJTYYUTh CITMCOK 3a-
MyLIeHHbIX BUPTYaJbHbIX MalIMH KOMaHAOM vagrant status. [IomycTuMm, y Hac ume-
etcs ¢ain Vagrantfule, kak moka3aHo B npumepe 3.2. Eciu 3amycTuTh KOMaHAay va-
grant status, pe3yabTat 6yaeT BbIIISAETh, KaK B mpumepe 3.11:

Mpumep 3.11 < BuisepeHue ctaTyca Vagrant
$ vagrant status
Current machine states:

vagrantl running (virtualbox)
vagrant2 running (virtualbox)
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vagrant3 running (virtualbox)

This environment represents multiple VMs. The VMs are all listed
above with their current state. For more information about a specific
VM, run ‘vagrant status NAME'.

[Tockonbky Vagrant yske XpaHUT MHGOPMaLMIO O COCTOSTHUUM MallIuH, HeT Heoob-
XOAMMOCTM BHOCUTb UX CIIMCOK B (paitn peectpa. BMeCcTo 3TOro MOXHO HanmucaTh
CLleHapuil IMHaMUYeCKOro peectpa, KOTOpbIi 3ampaiiuBaeT y Vagrant JaHHble
0 3aMylLIeHHbIX Ha JaHHbI MOMEHT MalllHaX. B 3TOM cJryyae HaM He HYXXHO OyaeT
BHOCUTb 00HOBNIeHUS B daita peecTpa, Aaxe ecau uyucao MammH B Vagrantfile us-
MEHUTCH.

PaccmoTpum npuMep co3gaHusl ClieHapusi AMHAMMUYECKOro peectpa, KOTOpPbI
M3BJIeKaeT AaHHbIe 0 XocTax M3 Vagrant!. Haur ciieHapuit 6ymeT monydyatbh He06xo-
AUMY10 MHGOpMaL 1o, BHIITOIHSS KOMaHAy vagrant status. Ee BbIBOJ, KOTOPBI TpU-
BOAMTCS B puMepe 3.11, mpegHa3HayeH s JIloJeit, a He MaluuH. YTOObI MOTyYUTh
CIIMCOK 3aIyLIeHHbIX XOCTOB B (popmarte, MmoaxoAsuieM [Jjs1 aHaauM3a MallMHOM,
HYKHO 00aBUTb B KOMaHAy rapameTp - -machine-readable:

$ vagrant status --machine-readable

PeBYHbTaTBbWHﬂﬂMTTaKZ

1410577818,vagrant1,provider-name,virtualbox

1410577818,vagrant1,state,running

1410577818,vagrant1,state-human-short,running
1410577818,vagrant1,state-human-long,The VM is running. To stop this VM%!(VAGRANT
_COMMA) you can run ‘vagrant halt® to\nshut it down forcefully%!(VAGRANT_COMMA)
or you can run ‘vagrant suspend’ to simply\nsuspend the virtual machine. In
either case%!(VAGRANT_COMMA to restart it again%!(VAGRANT_COMMA)\nsimply run
‘vagrant up'.

1410577818,vagrant2,provider-name,virtualbox

1410577818,vagrant2,state,running

1410577818, vagrant2,state-human-short,running
1410577818,vagrant2,state-human-long,The VM is running. To stop this VM%!(VAGRANT
_COMMA) you can run ‘vagrant halt® to\nshut it down forcefully%!(VAGRANT_COMMA)
or you can run ‘vagrant suspend’ to simply\nsuspend the virtual machine. In
either case%!(VAGRANT_COMMA) to restart it again%!(VAGRANT_COMMA)\nsimply run
‘vagrant up”.

1410577818,vagrant3,provider-name,virtualbox

1410577818,vagrant3,state,running

1410577818,vagrant3,state-human-short,running
1410577818,vagrant3,state-human-long,The VM is running. To stop this VM%!(VAGRANT
_COMMA) you can run ‘vagrant halt® to\nshut it down forcefully%!(VAGRANT_COMMA)
or you can run ‘vagrant suspend’ to simply\nsuspend the virtual machine. In
either case%!(VAGRANT_COMMA) to restart it again%!(VAGRANT_COMMA)\nsimply

run ‘vagrant up’

! [Ha, B Ansible yke uMeeTcCs clieHapuit AMHaMuueckoro peectpa. OqHaKo BaM OyJeT roses-
HO TpoJenaThb 3TO yIIpaXkKHeHKe.
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Monyuutb MHbOpMauuio 06 OTAENBLHO B3ATOI MallMHe Vagrant, Harpumep va-
grant2, MOXXHO KOMaH/10

$ vagrant ssh-config vagrant2

OHa BrIBEAET CIIG,U;Y}OIIIMﬁ pe3y/bTarT:

Host vagrant2
HostName 127.0.0.1
User vagrant
Port 2200
UserKnownHostsFile /dev/null
StrictHostKeyChecking no
PasswordAuthentication no
IdentityFile /Users/lorinhochstein/.vagrant.d/insecure_private_key
IdentitiesOnly yes
LogLevel FATAL

Hauremy clieHapuio AMHaAMUYECKOTO peecTpa HeoOXOAMMO BbI3BaTh 3TU KOMaH-
JIbl, IPOAHAIU3UPOBATh Pe3Y/IbTAThI M BHIBECTU COOTBETCTBYIOILMI TEKCT B hopma-
Te JSON. [Ins1 aHanu3a pesynbTaTa KOMaHAbI vagrant ssh-config MOXXHO BOCIT0/1b30-
BaTbCs 6ubnmnorexoit Paramiko. Hike mpuBOAUTCS MHTEpPaKTUBHBIN ceaHc Python,
OOBSICHSIIOILIMIA, KaK MUCITOb30BaTh Paramiko:

>>> import subprocess

>>> import paramiko

>>> ¢md = "vagrant ssh-config vagrant2”

>>> p = subprocess.Popen(cmd.split(), stdout=subprocess.PIPE)

>>> config = paramiko.SSHConfig()

>>> config.parse(p.stdout)

>>> config.lookup("vagrant2")

{'identityfile': ['/Users/lorinhochstein/.vagrant.d/insecure_private_key'],
‘loglevel': 'FATAL', 'hostname': '127.0.0.1', 'passwordauthentication': 'no’,
‘identitiesonly': 'yes', 'userknownhostsfile': '/dev/null', 'user': 'vagrant',
'stricthostkeychecking': 'no', 'port': '2200'}

[ns ucnonb3oBaHUa cueHapua HeoBXoAMMO YCTaHOBUTL BubnuoTteky Paramiko ans Python.
3TO MOXHO CAeNaTh C NOMOLLBI0 AUCTETHEepa NAKeToB pip:

$ sudo pip install paramiko
B npumepe 3.12 npuBOAUTCS MOJHBIN CLieHapuii vagrant.py.

Mpumep 3.12 + vagrant.py

#!/usr/bin/env python

# OcHosaH Ha peanu3aumn Mapka Manpena (Mark Mandel)

# https://github.com/ansible/ansible/blob/devel/plugins/inventory/vagrant.py

# Muuensna: GNU General Public License, Version 3 <http://www.gnu.org/licenses/>
import argparse

import json

import paramiko

import subprocess
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import sys

def parse_args():
parser = argparse.ArgumentParser(description="vagrant inventory script")
group = parser.add_mutually_exclusive_group(required=True)
group.add_argument('--1ist', action='store_true')
group.add_argument('--host')
return parser.parse_args()

def list_running_hosts():
cmd = "vagrant status --machine-readable"
status = subprocess.check_output(cmd.split()).rstrip()
hosts = []
for line in status.split('\n'):
(_, host, key, value) = line.split(',"')
if key == 'state' and value == 'running':
hosts.append(host)
return hosts

def get_host_details(host):
cmd = "vagrant ssh-config {}".format(host)
p = subprocess.Popen(cmd.split(), stdout=subprocess.PIPE)
config = paramiko.SSHConfig()
config.parse(p.stdout)
¢ = config.lookup(host)
return {'ansible_ssh_host': c['hostname'],
'ansible_ssh_port': c['port'],
'ansible_ssh_user': c['user'],
'ansible_ssh_private_key file': c['identityfile'][0]}
def main():
args = parse_args()
if args.list:
hosts = list_running_hosts()
json.dump({'vagrant': hosts}, sys.stdout)
else:
details = get_host_details(args.host)
json.dump(details, sys.stdout)

if _name__ == '_main__':
main()

MpenonpeneneHHble cueHapumn peectpa
B cocraB Ansible BXoguT HECKOJIBKO ClieHapMeB AMHAMUYECKOT0 peecTpa, ¥ Bbl MO-
KeTe UCIOoIb30BaTh MX. MHe HUKOTIA He YIaBanioCh MOHATb, Kyaa 3T# ¢aiibl ycTa-
HaBJIMBaeT MOV IUCIeTYep MakeToB, IO3TOMY S BCerJa 3arpyxaio Hy>KHble MHe He-
nocpenactBeHHO 13 GitHub. Bbl MoXeTe 3arpy3uTb Mx co cTpaHuibl Ansible GitHub
(https://github.com/ansible/ansible) HemocpenCcTBeHHO B KaTanor plugins/inventory.
MHorme mu3 3TMX CLieHapueB MAYT B COMpoBOxIeHuu daitna KoHbUrypaumm.
B rnase 14 mbl mogpo6HO pacCMOTpPUM cueHapuit aasg Amazon EC2.
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LLENEHUE PEECTPA HA HECKO/IbKO ®AMNOB

Ecnu BaM HeoO6xoaMM o6bIUHBIN daiin peecTpa U cLieHapuit IMHAMUUECKOIo peecT-
pa (MM UX KOMBMHALMs), TPOCTO TOMECTUTE UX B OAUH KaTasor M HAaCTPOMTE CHU-
creMy Ansible Tak, yToObI OHa MCITI0/Ib30BaJIa 3TOT KATaJOT KaK peecTp. ITO MOXKHO
coenaTh ABYMs criocobamu — no6aBuB rapaMmeTp inventory B ansible.cfg uau BKIIO-
YMB [MapaMeTp KOMaHAHOM cTpoKM -1i. Ansible o6paboraet Bce daitibl 1 00beIUHUT
pe3yabTaThbl B €AUHbBIA peecTp.

Hanpumep, BOT Kak Moria Obl BbIT/ISIIETh CTPYKTYPA TAKOro KaTtasora: inventory/
hosts u inventory/vagrant.py.

Ilnst nomo6HoM opranu3aumnu daiin ansible.cfg 1omxKeH cogepkaTb CTPOKM:

[defaults]
hostfile = inventory

[ OBABNEHUE SNEMEHTOB BO BPEMS BbINONHEHMA C MOMOLLbIO
ADD_HOST U GROUP_BY

Ansible no3BossieT [06aBASTh XOCTbI Y TPYIITbI B PEECTP MPSIMO BO BPEMSI BbIMOJ-
HEHUS CLeHapusl.

add_host

Monynb add_host moGaBsieT XOCT B peecTp. ITOT MOAY/Ib MOKET PUTOAUTHCS, €C/TN
BbI Ucronb3yeTe Ansible o151 co3gaHMsl M HAaCTPOMKM HOBBIX 3K3EMILISIPOB BUPTY-
aJbHbIX MalIuH B o6aKe IaaS.

Moxet nm npuroamTbca moaynb add_host npu ucnonbzosanmmn auHammnuecko-
ro peecrpa?

Laxe ecnu Bbl ucnonbsyete CUEHapUMM AMHAMUYECKOro peectpa, BaM BCe PaBHO MO-
XeT NpuroanTbeca Moaynb add_host, ecain notpebyercs 3anycTuTb U HACTPOUTL HOBbIN
3K3eMnNap BUPTYaNbHON MALWMHLI B XOAE BbINONHEHUA CLEHApUS.

Ecnn HOBBIM XOCT NOABMTCA BO BpeMSA BbINONHEHUS CLEHapus, CLeHapuin auHaMuye-
CKOro peecTpa He NoAXBaTUT ero. ITo 06bACHAETCA TeM, YTO CO34aHME AUHAMUYECKOrO
peecTpa NpoOMU3BOAMUTCA B HaYane BbINONHEHUA CueHapusa, No3ToMy Ansible He ysuaut
HOBbIX XOCTOB, NOSABMBLUMXCA NOCAe.

Mbl paccMOTpuM npumMep paboTel MCnonb3oBaHUA Moayna add_host B rnase 14.

3anycK MOZAY/Is BbIIJIIANT TaK:
add_host name=hostname groups=web,staging myvar=myval
Onpe,ueneﬂue CIMTMUCKa Irpynim 1 JOIMOJTHUTEJIbHbIX ITepeMeHHbIX MOXXHO OITYCTUTD.

Huke komaHza add_host npencraBneHa B geiictBunu. OHa Jo6aB/sieT HOBYIO Ma-
wMHYy Vagrant u HacTpauBaer ee:
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- name: Provision a vagrant machine
hosts: localhost
vars:
box: trusty64
tasks:
- name: create a Vagrantfile
command: vagrant init {{ box }} creates=Vagrantfile

- name: Bring up a vagrant machine
command: vagrant up

- name: add the vagrant machine to the inventory
add_host: >

name=vagrant
ansible_host=127.0.0.1
ansible_port=2222
ansible_user=vagrant
ansible_private_key_file=/Users/lorin/.vagrant.d/
insecure_private_key

name: Do something to the vagrant machine
hosts: vagrant
become: yes
tasks:
# 30eCb HaxoAMTCA CNMCOK BLINOHAEMbIX 33Aad

Mogaynb add_host go6aBngeT XocT TONbKO Ha BpeMs MCnonHeHus cueHapus. OH He BHOCUT
M3MeHeHW B pann peectpa.

[MogroraBnuBasi CBOM CLieHapuu, s MpearnoynuTalo pa3duBaTh UX Ha ABe yactu. [lep-
Bas BBIMOJIHSIETCS] HA JIOKAJILHOM XOCTe U CO3[aeT XOCThI, @ BTOpasi HACTpauBaeT UX.

O6patuTe BHMMaHMe, UTO [JIsI 3TOM 3amayyM MCIIOJIb30OBAJICS TMapaMeTp
creates=Vagrantfile:

- name: create a Vagrantfile
command: vagrant init {{ box }} creates=Vagrantfile

OH coobujaer cucreme Ansible, uto ectn daitn Vagrantfile umeetcs, XocT yxke
HaAXOAUTCS B MPaBUILHOM COCTOSIHUM M HET HeOBXOAUMOCTY BbITIOMHSITh KOMaHIy
CHOBA. ITO CITOCO6 TOCTUKEHUS UAEMITOTEHTHOCTU B CLIeHapUU, KOTOPbIi 3ammycka-
€T KOMaH/IHbI MOIY/b, 6/1arofapsi KOTOPOMY KOMaH/1a (OoTeHLUMaAbHO HeUIeMITO-
TEHTHAs) BHIMTOIHSAETCS TOJILKO OMH Pas.

group_by

[MocpencrBoM Moayss group_by Ansible mo3BosisieT co3maBaTh HOBbIE IPYIIITHI BO Bpe-
MSI MCITOJIHEHUSI CLIeHapysl, OCHOBBIBASICh HAa 3HAUYEHUM [IepEMEHHOI, KOTOpast 6bl1a
yCTaHOBJIEHA [IJIs1 KaXKIOT0 XOCTa ¥ B TepMMHONOrUMM Ansible Ha3bIBaeT gpakmom'.

! (dakTbl PaCCMaTPMBAIOTCA B I71aBE 4.
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Ecsiu BkioyeH c6op dpakToB, Ansible accounnpyetr Habop mepeMeHHbIX C XOCTOM.
Hampumep, nns 32-paspsgHbix x86 MallMH mepeMeHHasi ansible_machine 6ymet
UMeTb 3HaueHue 1386, a I/ 64-pa3psiaHbIX X86 MallMH — 3HaueHue x86_64. Eciu
Ansible yrpaBasieT XxocTamMmu ¢ pa3Hoii anapaTHOM apXUTEKTYPOM, MOXKHO CO3IaTh
rpyIbl 1386 U x86_64 C OTAE/NIbHBIMU 3aauyaMu.

Takyke MO>XXHO BOCIIO/Ab30BaThcsl GakToM ansible_distribution ans rpynnupoBku
XOCTOB M0 Ha3BaHUIO AUCTpubyTHBa Linux (Hanmpumep, Ubuntu, CentOS).

- name: create groups based on Linux distribution
group_by: key={{ ansible_distribution }}

B mpumepe 3.13 MbI co31aeM OTAeNbHbIe Tpymnbl As xoctoB ¢ Ubuntu u Cen-
tOS, ucronb3ys Moayab group_by, a 3aTeM yCcTaHaBAMBaeM naketsl — B Ubuntu c rmo-
MolbI0 Moays apt u B CentOS ¢ momolbo MOAY/S yum.

Mpumep 3.13 < Co3pgaHue cneumansHbiX rPynn AN pasHbiX AMCTpmMbyTMBOB Linux

name: group hosts by distribution
hosts: myhosts
gather_facts: True
tasks:
- name: create groups based on distro
group_by: key={{ ansible_distribution }}

- name: do something to Ubuntu hosts
hosts: Ubuntu
tasks:
- name: install htop
apt: name=htop
# ...

'

name: do something else to CentOS hosts
hosts: Cent0S
tasks:
- name: install htop
yum: name=htop
# ...

Ilaxke MPUTOM, UTO group_by — OOMH U3 CITOCOOOB peanu3aly YCIOBHOTO IMTOBe-
neHust Ansible, 1 HMKorma He Bumen, YTOObI OH LIMPOKO MCITONAbL30BaJCs. B rnaBe 6
Bbl YBUIIUTE MIPMMeEP UCIO/Ib30BaHMS MTapaMeTpa 3amauu when 1151 OCYLIeCTBIEHUS
pa3HbIX EeMACTBUI HAa OCHOBE 3HAYEHUI MTepeMEeHHbIX.

Ha sTomM MbI 3aKaHuMBaeM o0OCyxmeHue peectpa Ansible. B cienyoleit riase
MbI MOBAMIKE TTO3HAKOMMMCS C repeMeHHbIMU. bonee moapo6bHyw MHGOpMaUUIo
o ¢yHkumu ControlPersist, TaK)Xe U3BECTHOM KaK Myasmunaekcuposarue SSH, Bbl
HangetreBraaBe11.
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[MepeMeHHble U PaKTbl

Ansible He sIBJsieTCS MOMHOLEHHBIM A3bIKOM MPOrpaMMUPOBAHMS, HO B Hell pu-
CYTCTBYIOT HEKOTODbIe UepTbl, PUCYILIMe sI3bIKaM MporpamMmupoBanus. OgHa u3
TaKMX YepT — MOACTaHOBKA ITepeMeHHbIX. B 3T0J1 r/1aBe Mbl Noipo6Hee pacCMOTPUM
MOAAEPXKKY MepeMeHHbIX B Ansible, BKioyas crielMaabHbIi TUIT TepEMEHHBIX, KO-
TOpBIii B TepMuHax Ansible HasbIBaeTcs gakmonm.

OnPEOENEHNUE NEPEMEHHBIX B CLEEHAPUSIX

CaMblif MPOCTOI CrIoco6 OrnpeneauTh MepeMeHHYI0 — MTOMeCTUTh B CLieHapuit cek-
LIMIO vars C MMeHaMM U 3HaYeHMSIMU MepeMeHHbIX. Mbl yKe MCI0/Jb30Baau 3TOT
rpueM B rpumepe 2.8, rae onpeneamam HeCKOJbKO repeMeHHbIX KOHPUrypauum:

vars:
key_file: /etc/nginx/ssl/nginx.key
cert_file: /etc/nginx/ssl/nginx.crt
conf_file: /etc/nginx/sites-available/default
server_name: localhost

Ansible mo3Bonser Takke pacnpenenuTbh 0ObIBIEHUS MTepeMeHHbIX 10 HeCKOJIb-
KuM (aitiam, UCroab30BaB cekuuio vars_files. JJOMycTMM, YTO B ITPeIbIAYLLEM MTPU-
Mepe HaM MOHago6MI0Ch TOMECTUTh NlepeMeHHble B (aita nginx.yml, yopaB uUx u3
cueHapusi. st 3TOro 4OCTaTOYHO 3aMEeHUTb CEeKUMIO vars cekuueit vars_files, Kak
MMOKa3aHOo HIXKe:

vars_files:
- nginx.yml

®aitn nginx.yml 6yneT BbIrISAETh, KaK MOKa3aHo B mpumepe 4.1.

Mpumep 4.1 < nginx.ymi

key_file: /etc/nginx/ssl/nginx.key

cert_file: /etc/nginx/ssl/nginx.crt
conf_file: /etc/nginx/sites-available/default
server_name: localhost

B rnaBe 6 Mbl yBUIMM NTpUMeD, KaK UCTI0JIb30BaTh CeKUUIO vars_files, 4TOOBI Ie-
peMecTUTb IepeMeHHbIe ¢ KOHGMAeHIMaNbHOM MHGOPMalMeil B OTIeNbHbIN daii.
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Kak yxe o6cyxknanoch B rinaBe 3, Ansible no3ponsieT onpenenutb nepeMeHHble,
CBSI3aHHBIE C XOCTAaMM WM IpyInamu, B daiiie peectpa Uiu B OTAENbHbIX daiinax,
cyLecTBYyoLIMe Hapsiay ¢ daitiom peectpa.

BbiBoa 3HAYEHWI NEPEMEHHbIX

Inst oTnaaku 4acTto y,U,OGHO UMeTb BO3MOXXHOCTb BbIBECTU 3HAUEHUS [TEPEMEHHbBIX.
B rnaBe 2 Mbl BUA€eIM, Kak UCIIOAb30BaTh MOJIy/b debug /151 BbIBOAA ITPOMU3BOJILHOTO
coobueHus. Ero Takske MOXHO MCITO/Ib30BaTh J1/1S1 BbIBOAA 3HAUEHUI IepeMeHHBbIX:

- debug: var=myvarname

B 3TOi1 rmaBe HaM HECKOJIbKO pa3 NoTpebyeTcs Takasi Gopma UCI0ab30BaHUSI MO-
nyns debug.

PErMCTPALMA NEPEMEHHBIX

YacTo TpebyeTcst yCTaHOBUTb 3HaUeHMe NTepeMeHHO B 3aBUCMMOCTHM OT pe3y/ibTaTa
3agaun. [Ias1 3TOro cosmagmMMm 3apeucmpupoeaHHy0 nepemeHHy Npu 3alycke mMo-
ILyJIsl C TIOMOUIbIO KJIKOYEeBOro c/oBa register. IIpumep 4.2 neMOHCTpUpPYET, KaK CO-
XpaHUTb BBOJ, KOMaHabl whoami B iIepeMeHHO login.

Mpumep 4.2 < CoxpaHeHue BbIBOAA KOMaHAbl B MEPEMEHHOM

- name: capture output of whoami command
command: whoami
register: login

YTo6bl MCIONb30BaTh epeMeHHY0 login Mo3gHee, Mbl JO/KHBI 3HATh TUI ee
3HaueHusl. 3HaUeHMeM MepeMeHHbBIX, OObSBIEHHbBIX C MTOMOUIbIO K/IIOUEBOr0O C/10-
Ba register, Bcerza sIB/asIeTCs CJIOBapb, OQHAKO K/IIOUM B CJIOBape MOTYT OTJIMYAThCS
B 3aBMCUMMOCTM OT BbI3bIBAEMOT'O MOZYJISI.

K coskanenuto, B opuumanbHOM JOKYMEHTaLMM 110 Moay/siM Ansible He yka3bIBa-
eTcs, KaK BbIIVIIOSAT 3HaUeHMsI, BO3BpalllaeMble KakabIM MonyieM. Ho B JoKymeH-
TalMM K MOAY/ISIM YaCTO IPUBOASTCS IIPMMEPbI C KIOUEBbIM CJI0BOM register, UTo
MOXXET OKa3aTbCs Mojae3HbIM. [IpocTeiiinit crocob y3HaTh, KAaKMe 3HAaUEHMUST BO3-
BpaulaeT MOAy/b, — 3apeTMCTPUPOBATh [IEPEMEHHYIO M BBIBECTU €€ COAEepPXUMOoe
C MOMOUIbI0 MOAY/S debug.

JonycTuMm, y Hac eCTb CLleHapui, NpeaCcTaBaeHHbIN B Ipumepe 4.3.

Mpumep 4.3 < whoami.yml
- name: show return value of command module
hosts: server1
tasks:
- name: capture output of id command
command: id -un
register: login
- debug: var=login
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Bot uTo BeiBeeT Mmoaynb debug:

TASK: [debug var=10gin] #*xxkkkakkkkhhkdhhshkskhhhdkhhhkdrhhhddhhhshhhhddhhdodthk
ok: [server1] => {
"login": {
"changed": true, ©
"emd": [ O
"id",
ll_unﬂ
it
"delta": "0:00:00.002180",
"end": "2015-01-11 15:57:19.193699",
"invocation": {
"module_args": "id -un",
"module_name": "command"
}’
"rc": 0, ©
"start": "2015-01-11 15:57:19.191519",
"stderr": "', @
"stdout": "vagrant", @
"stdout_lines": [ @
"vagrant"
15

"warnings": [ ]

}

@ Kiou changed MpUCYTCTBYeT B BO3BpalllaeMbIX 3HaYe€HMSIX BCeX MOLYJIel, C ero MoMoLbio
Ansible coo611aeT, MPOU3OLIN I U3MEHEHUS B COCTOSHUU. Moaynu command U shell Bcer-
[la BO3BpalllaloT 3HaYeHue true, €CJI OHO He ObLIO M3MEHEHO K/TI0YeBbIM CJIOBOM changed_
when, KOTOpOe 6yaeT paccMaTpMBaThCs B I/1aBe 8.

® Kiou cmd COmEePKUT 3aMyLeHHYI0 KOMaHAy B BUIe CIMCKA CTPOK.

© Kiio4 rc comepXuT Kol Bo3BpaTa. Ec/iM OH He paBeH HY/0, Ansible cuuraeT, uTo 3amaua
BBIMOTHUIACDH C OILIUOKOW.

O Kiwou stderr COIEPKUT TEKCT, 3aMMCAHHBIM B CTaHAAPTHbII BbIBOL, OLIMOOK, B BUAE OIHOM
CTPOKMU.

© Kniou stdout COmEePKUT TEKCT, 3aMMMCAHHbIN B CTAHAAPTHBIN! BbIBO, B BUIE OIHOI CTPOKMU.

@ Ko stdout_lines COOEPKUT TEKCT, 3aMMCAHHBII B CTAHIAPTHBINA BIBOJ, C Pa36MBKOI1 Ha
CTPOKM MO CMMBOJTY MepeBOa CTPOKU. ITO CMUCOK, KaXIbII 3/IeMEeHT KOTOPOTO SIB/ISIETCS
OIHOI CTPOKOJ U3 CTAHAAPTHOTrO BbIBOZA.

[Tpu Ucnonb30BaHUM KIOYEBOIO CJI0Ba register ¢ Momysniem command OObIUHO Tpe-
OyeTcs IOCTYII K KJIOUY stdout, Kak ITOKa3aHo B pumepe 4.4.

Mpumep 4.4 < Wcnonb3oBaHue pes3ynsTata BbIBOAA KOMaHAbI B 3afade

- name: capture output of id command
command: id -un
register: login
- debug: msg="Logged in as user {{ login.stdout }}"

MHorma nmojsesHo Kak-To o6pabotaTh BbIBOA 3alauu, MoTepreslieif owmnoky. Ox-
HAaKO ec/M 3afaya roTepriesia olMoKy, Ansible OCTAHOBUT ee BBIMIOJIHEHME, HE [aB
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BO3MOXXHOCTM MOMYYMUTh 3Ty ownbKy. YTo6bl Ansible He ocTraHaBnuBana pabory
nocJie MosiB/IeHUs1 OIUMGKM, MOXKHO MCITOJIb30BaTh KIKOYEBOE CJIOBO ignore_errors,
Kak I10Ka3aHo B pumepe 4.5.

Mpumep 4.5 < WrHopupoBaHue ownbkM NpU BbINONHERUU MOAYNS

- name: Run myprog
command: /opt/myprog
register: result
ignore_errors: True

- debug: var=result

Bo3Bpalaemoe 3HaueHe MoayJs shell MMeET Takylo e CTPYKTYpY, Kak BO3Bpa-
1aeMoe 3HaueHue MoAyJs conmand, HO PYTMe MOAY/IM BO3BPALAIOT OTIMYAIOLMECS
K/I104X. B npumepe 4.6 nokasaHo, UTO BO3BpalllaeTcs MOAY/b apt 1Mocje yCTaHOBKU
nakeTa, KOTOpbIif He 6bIJ yCTAaHOBJIEH paHee.

Mpumep 4.6 <+ Pe3ynbTat paboTbl MOAyNs apt npu ycTaHOBKE HOBOrO NakeTa

ok: [server1l] => {
"result": {
"changed": true,
"invocation": {
"module_args": "name=nginx",
"module_name": "apt"
s
"stderr":
"stdout": "Reading package lists...\nBuilding dependency tree...",
"stdout_lines": [
"Reading package lists...",
"Building dependency tree...",
"Reading state information...",
"Preparing to unpack .../nginx-common_1.4.6-1ubuntu3.1_all.deb ...",

nu
’

"Setting up nginx-core (1.4.6-1ubuntu3.1) ...",
"Setting up nginx (1.4.6-1ubuntu3.1) ...",
"Processing triggers for libc-bin (2.19-0ubuntu6.3) ..."

OpraHu3aumusa A0CTYNa K KN0YaM cnoBaps B NepeMeHHOM

Ecnn nepeMeHHas cogepxuT cnoBapb, MONYYUTb AOCTYN K €F0 KAKOHYAM MOXHO Npu no-
MowM TO4UKM (.) unu unaekca ([ ]). B npumepe 4.4 6bin npeacTaBneH cnocob CCbinku Ha
nepeMeHHY C UCNONb30BAHUEM TOUKMU:

{{ login.stdout }}
O,D,HaKO TOYHO TaK e MOXHO 6b1n10 B6bl MCNONb30BaTb UHAEeKC:
{{ login['stdout'] }}



MepemenHble 1 hakTbl % 89

370 NpaBuNO NPUMEHUMO K NHOOOMY YPOBHIO BAOXEHHOCTU, TO €CTb BCE CNEAYHLLME
BbIP@XXEHWS 3KBUBANEHTHbI;

ansible_ethi['ipv4' ][ 'address']
ansible_eth1['ipv4'].address
ansible_eth1.ipv4['address']
ansible_eth1.ipv4.address

O6bl4HO 7 NpeanoYnTad NONb30BATLCS TOYKOM, KPOME CNY4aEeB, KOTAA KKY COAEPXKUT
CUMBOSIbI, KOTOPbIE HENb3S UCNOMb30BaTh B KAYECTBE UMEHWU NEPEMEHHOMN, Tak1e Kak
Touka, npoben unu peduc.

[nsa pasbiMeHoBaHusa nepeMeHHbix Ansible ucnonb3yer Jinja2. 3a [ONOAHUTENBHON
nHdopmaumen obpallaintecb K 4OKyMeHTauuu Jinja2 Ha ctpaHuue: http.//jinja.pocoo.
org/docs/dev/templates/#variables.

B npumepe 4.7 nmokasaHo, YTO BO3BpalllaeT MOAY/b apt, KOIAa MakeT ye ObLT
YCTaHOBJIEH Ha XOCTe.

Mpumep 4.7 < Pe3ynbtat paboTbl Moayns apt, KOraa NakeT yxe yCTaHoBNEH

ok: [serveri] => {
"result": {
"changed": false,
"{nvocation": {
"module_args": "name=nginx",
"module_name": "apt"

O6paTtute BHMMaHMe, UTO KIwuM stdout, stderr u stdout_lines MPUCYTCTBYIOT
B BO3BpalllaeMOM 3Haue€HMU, TOJIbKO eCJIX Mpesk/e MaKeT He ObLT yCTaHOBJIEH.

Ecnu Bbl cOBMpaeTecb MCNONb30BaTb 3apErUCTPUPOBAHHbIE NEPEMEHHbIE B CBOMX CLEEHAPUSAX,
0653aTenbHO y3HaiTe, YTO BO3BPALLAETCS B HUX B 06OMX cnyyvasx — KOraa COCTOSHUE XOCTa
W3MEHSETCA M KOraa OHO He M3MeHseTcs. B NpoTUBHOM Ciyyae Balw CLEHapuid MOXeT no-
TepneTb Heyaauy, NONbITAaBLIMCE 06PaTUTLCS K OTCYTCTBYIOLWEMY KUY 3aperucTpUpoBaHHON
nepeMeHHOMN.

MDakTbI

Kak 6b1710 MMoKa3aHo paHee, Koraa Ansible BbIMONHAET cLieHapuit, 10 3aIycKa mep-
BOJ 3aJaui MPOUCXOAUT CJIeYIOLIee:
GATHERING FACTS ER T e e S e R R S R RS S S LS L

ok: [servername]

Ha stame c6opa dakToB (GATHERING FACTS) Ansible mogkmioyaeTcs K XOCTy M 3a-
MpaiiMBaeT y Hero BCr0 MHPOPMaLMIO: alapaTHYI0 apXUTEeKTypy, Ha3BaHMe OIe-
paLMOHHOM cucTeMbl, IP-agpeca, 06bemM maMsITM M AucKa U Ap. ITa MHPOpPMaLUs
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COXpaHAEeTCd B [IepeMEeHHbIX, Ha3bIBA€MbIX d)aKmaMll. 3TO camMble OObIYHBIE nepe-
MEHHbIE, KaK Jo6bIe apyrue.

Bot HpOCTOﬁ cueuapuﬁ, KOTOprﬁ BBIBOOUT HA3BAHUSA onepauwom{oﬁ CUCTEMDBI
IJ1 KaXXI0ro cepsepa:

- name: print out operating system
hosts: all
gather_facts: True
tasks:

- debug: var=ansible_distribution

Tak BbITISAUT BbIBO A5 cepBepoB ¢ Ubuntu u CentOS.

PLAY [print out operating syStem] #xkskkkkkskkkskkakkskhhkhhkkhhkhdskhkhhkhkkkhk
GATHERING FACTS hkkkkhkkhkhkhkkhkhkhkhhkhhkhkhhkhhkhkhkhkhkhhkhhkhkhhkhkkhkhkhhkhkhkhkhkhkhkhhkhkkhhkhkhkhkkkkk

ok: [server1]
ok: [server2]

TASK: [debug var=ansible_distribution] *#xrkkkkdkkduxskmhhhkhhhkkduhkskhhhkksnk
ok: [server1l] => {
"ansible_distribution": "Ubuntu"
}
ok: [server2] => {
"ansible_distribution": "Cent0S"

}

PLAY RECAP Khkkkkkkkkhkkkkkkhkkkkkhkkkkkkkkkhkhkkkkhkhkkkkkhkkkhkhkkkhkhkkkkhkhkkkkhkhkdkdkkhkhkdkk
serverl . ok=2 changed=0 unreachable=0 failed=0
server2 : ok=2 changed=0 unreachable=0 failed=0

CIMCOK HEKOTOPBIX JOCTYMHBIX (PAKTOB MOXHO HalTU B OGMLIMATbHOMN OKY-
meHTauuu Ansible (http://bit.ly/1G9pVfx). 5 nonmepxxuBaio 60see MOMHBIA CIIMCOK
daktoB B GitHub (http://bit.ly/1G9pX7a).

MpocmoTp Bcex ¢akToB, AOCTYNHbIX ANS cepBepa

Ansible ocymectBisieT c60p HpakTOB C TOMOILBIO CIIeLMaTbHOTO MOAY/S setup. Bam
He HY)KHO 3aIyCKaTh 3TOT MOJY/Ib B CLIeHapUs X, TOTOMY YTO Ansible nenaet 3To aB-
TOMAaTHYeCcKu Ha 3tare c6opa ¢akToB. OQHAKO ec/M BPYYHYIO 3aITyCTUTD €ro C IMo-
MOLLBIO YTUIUTHI ansible, HanpuMmep:

$ ansible serverl -m setup

Ansible BbiBezeT Bce (akThl, Kak MOKa3aHo B pumepe 4.8.

Mpumep 4.8 +» PesynbTat 3anycka Moayns setup

serverl | success >> {
"ansible_facts": {
"ansible_all_ipv4_addresses": [
"10.0.2.15",
"192.168.4.10"

L
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"ansible_all_ipv6_addresses": [
"fe80::a00:27ff:fefe:ledad",
"fe80::200:27ff:fe67:bbf3"

]x

(MHOXecTBO Apyrux $akToB)

O6paTtuTe BHMMaHMe, UTO BO3BpalllaeéMoe 3HaYeHue SIB/ISIeTCS] CJIOBapeM C KO-
yoM ansible_facts, 3HaueHMeM KOTOPOTO SIBASIETCSl CI0Bapb, COAEpXKalluii MMeHa
M 3HaYeHMS aKTya/lbHbIX (QaKTOB.

BuiBoa noagMHOXecTBa (PakTOB

IMockonbky Ansible cobupaeT 6onbliioe KonMyecTBo GakToB, MOAY/Ib setup moaaep-
XuBaet napamerp filter a1 punbTpaumu GpakToB MO MUMEHaM C MOALEPXKKOIA 1ab-
JIOHHBIX CMMBOJIOB'. Hanpumep, KoMaHaa

$ ansible web -m setup -a 'filter=ansible_eth*'

BbIBeeT:

web | success >> {
"ansible_facts": {
"ansible_eth0": {

"active": true,

"device": "etho",

"ipva": {
"address": "10.0.2.15",
"netmask": "255.255.255.0",
"network": "10.0.2.0"

)5
"ipv6": [
{
"address": "fe80::a00:27ff:fefe:1e4d",
"prefix": "64",
"scope": "link"
}

]l
"macaddress": "08:00:27:fe:1e:4d",
"module": "e1000",
"mtu”: 1500,
"promisc": false,
"type": "ether"
I3
"ansible_eth1": {
"active": true,
"device": "eth1",
"ipva": {
"address": "192.168.33.10",

! 1llabnoHHbIE CMMBOJIbI, HAapMMep, MOANEPXKMBAIOT KOMaHIHble 0OOO0JIO0YKM, MO3BOJSIS
onpenensThb wabnoHbl QaityioB (HarmpuMmep, * . txt).
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"netmask": "255.255.255.0",
"network": "192.168.33.0"

}I
"ipve": [
{
"address": "fe80::a00:27ff:fe23:ae8e",
"prefix": "64",
"scope": "link"
3

P
"macaddress": "08:00:27:23:a3e:8e",
"module": "e1000",
"mty": 1500,
"promisc": false,
"type": "ether"
}
L

"changed": false

}

JNlroboi moaynb MoXeT BO3BpawaTh GakTbi

Ecan BHMMaTenbHO paccMoTpeTh npumMep 4.8, MOXKHO 3aMeTUTb, YTO Pe3y1bTaTOM
SIBJISIETCSI CJIOBapb C KaouoM ansible_facts. Kitou ansible_facts B BO3BpalllaeMOM
3HayeHuu - 3To uauoma Ansible. Eciv Momynb BEpHET C10Baphb, COAEPXKALLMIA KITIOY
ansible_facts, To Ansible co3gact nepemMeHHble ¢ STUMM UMEHAMU U 3HAYEHUSIMU
M accoumMmupyeT UX ¢ akTUBHBIM XOCTOM.

Ins momyneit, Bo3Bpauawouwmux ¢akTbl, HET HEOOXOOMMOCTU DPErMCTPUPOBATH
nepeMeHHbIe, TOCKONbKY Ansible cosmaeT ux aBromatuuecku. Hanpumep, ciemgyo-
1Iye 3aJauM UCIOAb3YIOT MOAY/b ec2_facts oyist u3BneueHus gakros Amazon EC2!
0 cepBepe M BbIBOAA MAEHTUDMKATOPA IK3EMITIsIpa.

- name: get ec2 facts
ec2_facts:

- debug: var=ansible_ec2_instance_id

Pe3ynbTat 6ygeT BbIMISAETb TaK:

TASK: [debug var=ansible_ec2 instance id] L S
ok: [myserver] => {
"ansible_ec2_instance_id": "i-a3a2f866"

}

O6paTtuTe BHMMaHMe, YTO HET HEOOXOAMMOCTU UCIOIb30BaTh KIOYEBOE CJIOBO
register mpyu BbI30Be MOAY/s ec2_facts, MOTOMY UTO OH Bo3Bpaliaet ¢akThl. B co-
craB Ansible BxoguT HeckonbKo mMomyselt, Bo3Bpallammux ¢Gaktbl. OOUH U3 HUX,
Momaynb docker, Mbl pacCCMOTPUM B IaBe 15.

' Amazon EC2 GygeT paccMaTpuBaThCs B raaBe 14.
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JNokanbHble paKkTbl

Ansible nognepxnBaeT Takke AOMOTHUTENbHbIA MeXaHU3M, IO3BOSIOLIMI acco-
UMMUpOBaTh GHaKThl C XOCTOM. PasmMecTuTe OOMH MM HECKONbKO ¢aitioB Ha XocTe
B KaTasnore /etc/ansible/facts.d, u Ansible 06Hapy>XuUT 1X, €CJIM OHY OTBEYAIOT JIF060-
My 13 CIeqyoumnX TpeboBaHMIA:

O wumeroT dpopmar .ini;

O wumerot popmar JSON;

O  ABASAOTCS BBIMTOJHIAEMbIMMU, HE TPMHUMAIOLIMMM apIYMEHTOB Y BO3BPaILai0-

wyMu pesynbTaT B popmare JSON.
ITu aKThl JOCTYIHBI B BUIE KII0YEN 0c000i1 mepeMeHHO ansible_local.
B npumepe 4.9 npusoautcs baitn pakra B popmare .ini.

MNpumep 4.9 < /etc/ansible/facts.d/example.fact
[book]

title=Ansible: Up and Running

author=Lorin Hochstein

publisher=0'Reilly Media

Ecnn ckormupoBaTh 3TOT ¢aitn B /etc/ansible/facts.d/example.fact Ha yaaneHHOM
XOCT€e, MbI MMOJIYYUM AOCTYI K COAEPKUMMOMY MepeMeHHOM ansible_local B clieHa-
pun:

- name: print ansible_local
debug: var=ansible_local
- name: print book title
debug: msg="The title of the book is {{ ansible_local.example.book.title }}"

BoT uTo IMOJIYUYUTCA B pe3yJIbTaTe BbIITIOJIHEHUS 3TUX 3adayY:

TASK: [Drint ansible_local] R T S 2 R R Rt
ok: [server1] => {
"ansible_local": {
"example": {
"book": {
"author": "Lorin Hochstein",
"publisher”: "0'Reilly Media",
"title": "Ansible: Up and Running"

}

TASK: [print book title] L Y 2 S 22222 o)
ok: [server1] => {
"msg": "The title of the book is Ansible: Up and Running"

}

O6paTuTe BHMMaHMe Ha CTPYKTYpYy 3HauyeHUsl mepeMeHHOi ansible_local. ITo-
CKONbKY (aitn dakTa Ha3biBaeTcsl example.fact, mepeMmeHHas ansible_local momyumnt
3HaueHMe-CI0Baphb C KIKYOM example.
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MUcnonb3oBAHKE MOAYNA SET_FACT
ANS 3AIAHUS HOBOW NEPEMEHHOW

Ansible mo3Bonsier ycraHaBiMBaTh QakThl (IO CYTH, CO3aBaTh HOBbIE MEPEMEH-
Hble) B 3aJayax C MOMOILLbIO Moy set_fact. S yacto ucnons3yio set_fact Hemo-
CpeICTBEHHO Tocse register, YTOObI YIIPOCTUTb 0OpallleHHs K ITepeMeHHbIM. [1pu-
mep 4.10 IeMOHCTPUPYET, KaK UCIT0/Ib30BaTh set_fact, YTOOBI K TepeMeHHOM MOKHO
6b110 06pAIATHCS IO MMEHU snap BMECTO snap_result.stdout.

Npumep 4.10 < Kcnonb3osaHue set_fact 4N ynpowweHUs CCbINOK Ha NepeMeHHble

- name: get snapshot id
shell: >
aws ec2 describe-snapshots --filters
Name=tag:Name,Values=my-snapshot
| jg --raw-output ".Snapshots[].SnapshotId"
register: snap_result

- set_fact: snap={{ snap_result.stdout }}

1

name: delete old snapshot
command: aws ec2 delete-snapshot --snapshot-id "{{ snap }}"

BCTPOEHHBIE NEPEMEHHBIE

Ansible onpenensieT HeCKOIbKO NePEMEHHBIX, BCETAa IOCTYIMHBIX B clieHapusx. OHu
nepeuucaeHsl B Tabn. 4.1.

Tabnuya 4.1. BcmpoerHsie nepeMerHbIe

Napamerp Onucanue

hostvars Cnosapb, KUK KOTOPOro - nMeHa xocToB Ansible, a 3HaueHus - cnosapw,
otobpaxarLmne MMeHa NePeMEHHbIX B UX 3HAYEHUS

inventory_hostname MonHoe kBanMpUUMPOBAHHOE AOMEHHOE MMA TEKYLLErO XOCTa, Kak OHO 334aHO

B Ansible (Hanpumep, myhost . example.com)

inventory_hostname_short | Mms Tekywiero xocta, kak oHO 3aaaHo B Ansible, 6e3 nmeHn aomeHa (Hanpumep,

myhost)
group_names Cn1CoK BCEX rpynn, B KOTOPbIe BXOAWUT TEKYLLMA XOCT
groups CnoBapb, KNK4YM KOTOPOro - uMeHa rpynn B Ansible, a 3HaueHus ~ cNUCKKU UMeH

XOCTOB, BXOAAWMX B rpynnbl. BkatowaeT rpynnbt all v ungrouped: {"all": [...],
"web": [...], "ungrouped": [...]}

ansible_check_mode JNlornyeckas nepemMeHHasn, NPMHMMAKOLWAN UCTUHHOE 3HAYEHWE, KOraa CUEHapuiA
BbINONHAETCA B TECTOBOM peXuMme (CM. pa3nen «TecToBbli pexum» B rnase 16)

ansible_play_batch CnMCOK MMEH XOCTOB U3 peecTpa, akTUBHbIX B TEKYLWEM nakeTe (CM. pasaen
«[akeTHas 06paboTka xocToB» B rnase 9)

ansible_play_hosts CnMCOK MMEH XOCTOB M3 peecTpa, y4acTBYIOLMX B TEKYLLEeA onepaumm

ansible_version Cnosapb ¢ nHpopmMaumen o sepcum Ansible: {"full": 2.3.1.0", "major": 2,

"minor":3, "revision": 1, "string": "2.3.1.0"}
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[TlepemeHHbIe hostvars, inventory_hostname M groups 3aC/Ty>KMBAIOT OTAEJIbHOIO 00-
CYXXIeHMUs.

hostvars

B Ansible o61acTb BUAMMOCTM ITepeMeHHbBIX OrPaHUUMBAETCS XOCTaMu. Paccykaathb
0 3HauUeHMU NTePEMEHHOI MMEET CMBIC/ TOIbKO B KOHTEKCTE 3aIaHHOT0 XOCTa.

Wpest cOOTBETCTBUS MepPEMEHHBIX 33IJaHHOMY XOCTY MOXET I10Ka3aThCsl CTPaH-
HOI, MOCcKOJIbKY Ansible mo3BosnsieT onpenensiTh nepemMeHHbIe /I TPYII XOCTOB.
Hampumep, eciyvt 06bIBUTb IEPEMEHHYIO B CEKIIMM vars Orepaluu, oHa 6yaeT ornpe-
IleJieHa 111 Habopa XOCTOB B 3TOM omepauuu. Ho Ha camom mesne Ansible cosmact
KOITMIO 3TOM MepeMeHHOM JJ1s K&KIO0ro XOCTa B rpymIie.

WHoraa 3agauva, 3amyleHHas Ha OIHOM XOCTe, TpebyeT 3HaUeHMsl TepeMeHHOM,
omnpezensieMoro Ha Ipyrom xocre. Harmpumep, BaMm MOXeT MOHaA0OUTbCS CO3[1aTh
Ha BeG-cepBepe (aitn koHpurypauum, comepxaumit IP-agpec nurepderica ethl
cepBepa 6a3bl JaHHbBIX, KOTOPBII 3apaHee Hem3BecTeH. IP-afpec nocTymneH Kak Gakr
ansible_eth1.ipv4.address cepBepa 6a3bl JAHHBIX.

Peumtb mpo6sieMy MOXHO C MTOMOILBIO TepeMeHHOM hostvars. 3TO CJIOBaphb, CO-
Jlepkaliuit Bce nmepeMeHHble, 0ObsIBJIEHHbIE Ha BCEX XOCTaX, KIIOUaMM KOTOPOro
SIBJISIIOTCSI MMEHA XOCTOB, KAK OHY 3a/1aHbl B peectpe Ansible. Eciu Ansible ewe He
cobpana GakToOB O XOCTe, TOrAa Bbl HE CMOXKETe IMOJYUUTh AOCTYIA K ero pakrtam
C UCIOb30BaHMEM IEPEMEHHO hostvars, KpoMe c/1ydasi, KOrjga BKJIIOYEHO K3LIMU-
poBaHue GakToB'.

[Tpomomxkum Haw npumep. Ecan cepBep 6a3bl JaHHbIX umeeT ums db.example.
com, TOTIa Mbl MOXeM J06aBUThH B 11a6JI0HE KOHPUTYpaLUY CIeAYIOLIYIO CChUIKY:

{{ hostvars['db.example.com'].ansible_ethl.ipv4.address }}

Ha ee mecTo 6ymeT noacrasaeHo 3HaueHue akra ansible_ethl. ipv4.address, cBsI-
3aHHOro ¢ xoctoM db.example.com.

inventory_hostname

inventory_hostname — 9TO MM TEeKYILEro XoCTa, KaK OHO 3aJaHo B peectpe Ansible.
Ecnu BbI onpenenman rceBoOHUM IJIs XOCTa, TOrAa 3TO — MCeBAOHMM. Hampumep,
€CJIN PeecTp COIEePXKUT CTPOKY:

serverl ansible_ssh_host=192.168.4.10

Torpa nepemeHHas inventory_hostname MOJAYYUT 3HaUEeHMe serverl.
BoT kak ¢ moMoubio hostvars 1 inventory_hostname MOXHO BbIBECTU BCe [IePEMEH-
Hble, CBSI3aHHbIE C TEKYLMM XOCTOM:

- debug: var=hostvars{inventory_hostname]

! WHbopmalms 0 KIMMPOBAHMM AAHHBIX TPUBOAMTCS B rnase 11.
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groups

ITepemeHHasi groups MOKET MTPUTOIMUTHCS AJ1s1 JOCTYTIA K TepEMEHHbBIM, OTpeieJIEHHbIM
IUISl TPYTINBI XOCTOB. JIOMYCTMM, Mbl HacTpauMBaeM XOCT 6ajJaHCUPOBILMKA HAarpy3KHu,
1 TpebyeTtcst mo6aBUTh B daitn KoHdurypauuu IP-agpeca Bcex cepBepoB B IpyIIe web.
Torma Mbl MOKeM 106aBUTh B Halll KOHDUTYpaLIMOHHbIN daiin cienytolmit parMmeHT:

backend web-backend
{% for host in groups.web %}

server {{ hostvars[host].inventory_hostname }} \

{{ hostvars[host].ansible_default_ipv4.address }}:80
{% endfor %}

U nonyuynThb Takoi pes3ysbTar:

backend web-backend
server georgia.example.com 203.0.113.15:80
server newhampshire.example.com 203.0.113.25:80
server newjersey.example.com 203.0.113.38:80

YCTAHOBKA NEPEMEHHbBIX M3 KOMAHAHOM CTPOKM

[lepeMeHHbIEe, YCTAHOBJIEHHbIE Mepenayeli napaMmerpa -e var=value KOMaHze ansi-
ble-playbook, MMeOT HAMBBICUIMII TPUOPUTET U MOTYT 3aMEHSITh paHee OlpeneneH-
Hble repemMeHHbIe. B mpumepe 4.11 rmokasaHo, Kak YyCTAHOBUTDb MTepeMeHHYIO token
CO 3HayeHueM 12345,

Mpumep 4.11 < YcTraHoBKa NnepeMeHHON B KOMAaHAHOW CTPOKe
$ ansible-playbook example.yml -e token=12345

Hcnonb3syitte meTon ansible-playbook -e var=value, Koraa cueHapuit Ansible rmpen-
oJ1IaraeTcs MIPMMEHSITh MOJ06HO ClieHapMI0 KOMaHIHOM 000/104YKY, TPUHMUMAIOILe-
MY aprymMeHT KOMaHAHO CTpoku. [lapaMeTp -e M03BOJIsIeT IepefaBaTh [IepemMeH-
Hble KaK apTyMEeHTbI.

B npumepe 4.12 neMOHCTpUPYeETCSl O4€Hb [IPOCTOM CLieHApUiA, KOTOPbIN BBIBOAUT
coob1eHMe, onpeaesnsieMoe mepeMeHHOM!.

Mpumep 4.12 < greet.yml
- name: pass a message on the command line
hosts: localhost
vars:
greeting: "you didn't specify a message"
tasks:
- name: output a message
debug: msg="{{ greeting }}"

Ecnun 3aITyCTUTDb €ro, Kak IMMOKa3aHO HMXKe:
$ ansible-playbook greet.yml -e greeting=hiya

OH BbIBEIET:
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PLAY [pass a message on the command line] #kikkkisbikskkskkbkikdbiohdhdkakihiohs

TASK: [Output a message] hhkhkhkhkhkhk kAR kAR K h Kk kkhkhk kA kkhkhkhhkhhhh b hhkkkkkkkhkkhhx

ok: [localhost] => {

"msg": "hiya"
}
PLAY RECAP KA A AR AR A AR AR AR AR A AR A ARk kAR Ak kA Ak kkkkhkkkkhkk kK
localhost : ok=1 changed=0 unreachable=0 failed=0

YT0ObI BKIIOYUTD NTPO6ES B 3HaAUEHME ITIePEMEHHO, UCITO/Ib3YiATe KaBbIUKHU:
$ ansible-playbook greet.yml -e 'greeting="hi there"'

IlaHHOe 3HaueHMe HeoOXOAMMO LIeJIMKOM 3aK/IIUYUTb B OAMHApPHbIE KaBbIYKU
'greeting="hi there"', yTOOBI 060IOYKA MHTEPITPETUPOBAJIA €T0 KaK OJUH apTyMEHT.
Kpome Toro, cTpoky "hi there" HY)XHO 3aK/JIIOYUTh B IBOJHbIE KABbIYKU, UTOOBI An-
sible MHTeprIpeTHpoBaia coobIeHME KAaK eIUHYIO CTPOKY.

BMecTto oTaoenbHbIX mepeMeHHbIX Ansible rmosBosisieT rmepenats et ¢aitn ¢ nepe-
MEHHbIMMU, JIJISl Yero B apaMeTpe -e cJieayeT nepenath ums daiia @filename.yml.
Harmpumep, gonyctum, 4To y Hac uMmeeTcs daiii, Kak rnokasaHo B mpumepe 4.13.

Mpumep 4.13 <+ greetvars.yml

greeting: hiya
STOT (haiiyl MOXKHO MepeaThb ClleHapuio, KaK IMoKa3aHo HUXe:

$ ansible-playbook greet.yml -e @greetvars.yml

MPyoPUTET

MbI paccCMOTpeIM HECKOJIbKO Pa3jiMUHbIX CIIOCOO0B OnpeneneHus nmepeMeHHbIX,
M MOXET CJIYUMThCH TaK, UYTO BaM IMOTPedyeTcs 3aaBaTh OOHY U Ty Xe IepemMeH-
HYIO JJIs1 XOCTa MHOXECTBO pas, UCI0Jib3ys pa3Hble 3HaueHusl. [1o BO3MOXHOCTU
nsberaitte stToro. Ho ecin caenaTth 3TO He IMOAy4YaeTcsl, UMeiiTe B BUAY MpaBuia
npuopurteTa Ansible. Korga onHa nmepemeHHas ornpeesisieTcsi MHOXeCTBOM CITOCO-
60B, IMpaBusa MPUOPUTETA ONpPeaesaIoT, KaKoe U3 3HaUeHUI OHa MOTYYUT B KOHILIE
KOHILIOB.

OcHOBHbIE TpaBuja MPUOPUTETA BBITJISIAAT TaK:
(Bbrcuumit) ansible-playbook -e var=value.
[lepemeHHbIe 3a1ay.
biouyHble mepemeHHbIe.
[TepemeHHbI€e poieii U BKIOUYEHUA.
Mopaynb set_fact.
3aperucTpMpoBaHHbIe [TepeMeHHbIe.
Cexkuusd vars_files.
vars_prompt.
[lepemeHHbIe CLIEHAPUSI.

.

0 © N oD R L
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10. dDaKTbI XOCTOB.

11. Cexuus host_vars B CLieHapuu.

12. Cexuusi group_vars B CLIeHapuu.

13. Cexuus host_vars B peecTpe.

14. Cexuus group_vars B peecTpe.

15. [TepemeHHbIE peecTpa.

16. B daiine defaults/main.yml ponu'.

B 3T0it raBe Mbl pacCMOTpeIM pa3Hble CIIOCOObI OmpeneseHusl nepeMeHHbIX
M goctyna K ¢pakTaM 4 nepeMeHHbIM. B cienytonieit raBe Mbl CKOHLIEHTPUDPYEMCSI
Ha NpakTUYeCKUX MpumMepax pa3BepTbiBaHMS PUWIOKEHUA.

! Ponu o6cy>xaaloTest B riase 7.
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BeBepeHue B Mezzanine:
TeCTOBOE NPUNOXKEHUE

B rnaBe 2 MbI pacCMOTpeIM OCHOBHbIE ITpaBua HanucaHus cueHapues. Ho B peanb-
HOJ XX13HU Bce Hojlee 3aMyTaHO, YeM BO BBOJHbIX IJ1aBax KHUT MO ITPOrpaMMMUpO-
BaHM10. [10 3TOM NpMUMHE Mbl paCCMOTPUM 3aKOHUEHHbI MpUMep pa3BepTbiBaHUS
HETPUBUAIbHOTO NPUIOXKEHUS.

B kauecTBe npuMmepa UCIONb3yeM CUCTEMY yIipaBiaeHusi KoHTeHToMm (CMS) Mez-
zanine (http://mezzanine.jupo.org/), cxogHy 1o ayxy ¢ WordPress. Mezzanine ycra-
HaB/IMBaeTcsl noBepx Django, cBO60AHO pacmpocTpaHseMmoro ¢peiiMBOpKa Beb-
MIPUIOKEHUIA.

MOYEMY CNOXXHO PA3BEPTBIBATb MPUNOXEHUS
B NMPOMDbILWJIEHHOM OKPYXXEHUU

[aBajiTe HEMHOTO OTKJIOHMMCSI OT TeMbI ¥ IOTOBOPUM O Pas3anuusIX MexXay 3amyc-
KOM IpOrpaMMHOro obecrieyeHusi B OKpy>keHMM pa3pabOTKM Ha BallleM HOyTOyKe
" B IPOMBILUIEHHOM OKPY>X€HUMU.

Mezzanine - OTJAMYHbBINA NpUMeEp NMPUIOXKEHUS], KOTOpOe ropasfio Jierye 3aryc-
TUTb B OKPYKeHUM pa3paboTKu, 4YeM pa3BepHYTb B NMPOMbILIIEHHOM OKPY>XeHUMU.
B npumepe 5.1 nokasaHo, YTo HE06XOAMMO 151 3aITycKa MPUIOXKeHUs] Ha HOYyTOyKe'.

Mpumep 5.1 < 3anyck Mezzanine B OKpyXeHUU pa3paboTku

$ virtualenv venv

$ source venv/bin/activate

$ pip install mezzanine

$ mezzanine-project myproject
$ cd myproject

! B maHHOM cnyyae GymeT mpou3BeleHa YCTaHOBKA MakeToB Python B BMpTyanbHOE OKpY-

skeHue. [logpo6Hee 0 BUPTYaabHbBIX OKPYXEHUSIX Mbl IIOTOBOPMM B pasjene «YCTaHOBKa
Mezzanine v Apyrux MakeToB B BUPTYa/lbHOE OKPYKEHME» B I71aBe 6.
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$ sed -i.bak 's/ALLOWED_HOSTS = \[\]/ALLOWED_HOSTS = ["127.6.6.1"]/' myproject\
/settings.py

$ python manage.py createdb

$ python manage.py runserver

Bam GYILET npenJjioXXeHo OTBeTUTb Ha HECKOJIbKO BOITPOCOB. 5l oTBeTMN «Ha» Ha
Ka>kOblit BOITPOC, TpEGYIO].!.lMﬁ OTBeTa «aa» UJIu «HeT», U IIPUHSJ OTBEThI I10 YMOJ/I4a-
HMIO TaM, Tie OHU ObLIN NnpenJioxeHbl. BOT Tak BbIT/Is A€/ MOU IefCTBUS:

Operations to perform:
Apply all migrations: admin, auth, blog, conf, contenttypes, core,
django_comments, forms, galleries, generic, pages, redirects, sessions, sites,
twitter
Running migrations:
Applying contenttypes.0001_initial... OK
Applying auth.0001_initial... OK
Applying admin.0001_initial... OK
Applying admin.0002_logentry remove_auto_add... OK
Applying contenttypes.0002_remove_content_type_name... OK
Applying auth.0002_alter_permission_name_max_length... OK
Applying auth.0003_alter_user_email_max_length... OK
Applying auth.0004_alter_user_username_opts... OK
Applying auth.0005_alter_user_last_login_null... OK
Applying auth.0006_require_contenttypes_0002... OK
Applying auth.0007_alter_validators_add_error_messages... OK
Applying auth.0008_alter_user_username_max_length... OK
Applying sites.0001_initial... OK
Applying blog.0001_1initial... OK
Applying blog.0002_auto_20150527_1555... OK
Applying conf.0001_initial... OK
Applying core.0001_initial... OK
Applying core.0002_auto_20150414_2140... OK
Applying django_comments.0001_initial... OK
Applying django_comments.0002_update_user_email_field_length... OK
Applying django_comments.0003_add_submit_date_index... OK
Applying pages.0001_initial... OK
Applying forms.0001_initial... OK
Applying forms.0002_auto_20141227_0224... OK
Applying forms.0003_emailfield... OK
Applying forms.0004_auto_20150517_0510... OK
Applying forms.0005_auto_20151026_1600... OK
Applying galleries.0001_initial... OK
Applying galleries.0002_auto_20141227_0224... OK
Applying generic.0001_initial... OK
Applying generic.0002_auto_20141227_0224... OK
Applying pages.0002_auto_20141227_0224... OK
Applying pages.0003_auto_20150527_1555... OK
Applying redirects.0001_initial... OK
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Applying sessions.0001_initial... OK
Applying sites.0002_alter_domain_unique... OK
Applying twitter.0001_initial... OK

A site record is required.

Please enter the domain and optional port in the format 'domain:port'.
For example 'localhost:8000' or 'www.example.com'.

Hit enter to use the default (127.0.0.1:8000):

Creating default site record: 127.0.0.1:8000 ...

Creating default account ...

Username (leave blank to use 'lorin'):
Email address: lorin@ansiblebook.com
Password:

Password (again):

Superuser created successfully.
Installed 2 object(s) from 1 fixture(s)

Would you like to install some initial demo pages?
Eg: About us, Contact form, Gallery. (yes/no): yes

B KkoHeyHOM uTOre Bbl JO/IKHbI YBUOETb CIIeIIYlOILU/Iﬁ pe3yjibTaT Ha TeEpMUHAJIE!:

dl\/\l\/\l\/\l\/\l\b
.d"! “'h.
.p' q.
.d' 'b.
.d' ‘b.  * Mezzanine 4.2.2
1 i1 * Django 1.10.2
MEZZANINE * Python 3.5.2
0 1t * SQLite 3.14.1
p. .q" * Darwin 16.0.0
p. .qQ'
b .d'
q p'
Lol TR pr

Performing system checks...

System check identified no issues (0 silenced).

October 04, 2016 - 04:57:44

Django version 1.10.2, using settings 'myproject.settings’
Starting development server at http://127.0.0.1:8000/
Quit the server with CONTROL-C.

Beens B 6paysepe aapec http://127.0.0.1:8000/, Bbl 0OJKHBI YBUIETH BeO-CTPaHM-
1y, KaK [MoKa3aHo Ha puc. 5.1.
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ec® <« in] 127.0.0.1 z d & © IA
Mezzanine Home - Gaitery 1] - Evenything ¢ Go

Congratulations!

Weicome to your new Mezzanine powered website. Here are some quick links to get
you started:

Powered by !i=72 and U Theme by oot

Puc.5.1 < fhasHasa ctpanuua Mezzanine cpa3y nocne ycTaHOBKH

CoBceM Jpyroe €0 — pa3BepThiBaHME TIPUIOXKEHMUS] B MPOMBIILIJIEHHOM OKpY-
skeHuu. Korma Bbl 3anmycTuTe KOMaHAy mezzanine-project, Mezzanine creHepupyer
cueHapuii pasBeptbiBaHus Fabric (http://www.fabfile.org/) B daitne myproject/fabfile.
PY, KOTOPBIi 1 MOXXHO MCITO/Ib30BaTh /ISl pa3BEepPThIBAHMS IPOEKTA Ha MPOMBIILIJIEH-
HOM cepBepe. Fabric — 3To MHCTpyMeHT, HanucaHHbII Ha Python, no3Bonsiowmit
aBTOMaTM3MPOBAThb BbIMOAHEeHMe 3a1au yepe3 SSH. CueHapuit cogepxxut moutu 700
CTPOK, 6e3 yueTa mogKIouYaeMbIX MM (aitioB KOHGUIypauuu, TAKXKe y4aCTBYIOLINX
B pa3BepTbiBaHMU. [loueMy pa3BepTbIBaHME B MPOMBIIIIEHHOM OKpPY)XEHMM Ha-
CTO/BKO CI0KHee? §I paj, YTO Bbl CIIPOCUIIN.

B okpyxeHun pa3paboTku Mezzanine JomyckaeT CIeIyHOIIME YIPOIIEHUS (CM.
puc. 5.2):

O B KauecTBe 6a3bl JaHHBIX cucTeMA Mcronb3yet SQLite u co3maeT daitn 6a3sbl

IaHHbIX, €CI OH OTCYTCTBYET;
QO HTTP-cepBep pa3paboTKy 00CTYyKMBAET M CTATUUECKUI KOHTEHT (M300paske-

Hus, daiinsl .css, JavaScript), M IMHAMMYECKM CTEHEPUPOBAHHYIO pa3MeTKy
HTML;
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O HTTP-cepBep pa3paboTKM MCIIONb3yeT He3allyuleHHbI rmpotokon HTTP,
a He HTTPS (3aluuieHHbIN);
npouiecc HTTP-cepBepa pa3paboTKu 3amyckaeTcs Ha MepeaHeM IIaHe, 3a-
HMMasl OKHO TepMMHAaNa;

O wums xocra HTTP-cepBepa Bcerga 127.0.0.1 (localhost).

1. GET http://localhost:8000/foo

2. GET http://localhost:8000/static/style.css Cepsep

paspabotku
Django

)

bpaysep /home/myname/dev/myapp/static/style.css

Puc.5.2 < Mpunoxerue Django B pexxume pa3paboTtku

Terepb MOCMOTPYUM, UTO MTPOMUCXOOMUT MPU Pa3BEPTHIBAHMU B MPOMBIIIJIEHHOM
OKDPY>KEHUM.

basa paaHHbix PostgreSQL

SQLite — BcTpanBaemas 6a3a JaHHbIX. B MPOMBIIIIEHHOM OKPYXKeHUM MbI JOIXKHbI
3aMyCTUTh MPOMBIILIJIEHHYIO 0a3y JAaHHBIX, KOTOpasi 00eCIeYUT JYYIIYIO0 MOAgepPXK-
Ky MHOTOYMCI€HHbIX OIHOBPEMEHHBIX 3a[TIPOCOB Y MO3BOMUT 3aITyCKaTbh HECKO/IbKO
HTTP-cepBepoB 1151 6a1aHCUPOBKYM Harpy3kKu. A 3TO 3HAYMT, YTO HEOOXOMMO pas-
BEPHYTb CUCTEMY YITpaB/ieHMs 6a3aMy JaHHbBIX, TaKyto Kak MySQL mnu PostgreSQL
(mnu pocto Postgres). YcTaHOBKAa OLHOTO M3 YITOMSIHYTBIX CepBepOB 6a3 JaHHbIX
CO3JaeT JOMOJHUTENbHbIe TPYA03aTpaThl. Mbl JO/KHBDI:
1) ycraHOBUTB cepBep 6a3bl JaHHBIX;
2) ybenuTbcs B ero paboToCrocoOHOCTH;
3) co3maTb 6a3y JaHHBIX;
4) co3gaTh Mob30BaTeNs 6a3bl JaHHBIX C COOTBETCTBYIOLMMM ITPaBaMMU AOCTY-
a K Helt;
S) HacTpouTh MpuUIOKeHUe Mezzanine Ha UCIO/Nb30BaHME YYETHBIX AAHHBIX
Mmosib30BaTess 6a3bl JaHHbIX M UHHOPMALMU O COIVHEHUN.

Cepsep npunoxeHnui Gunicorn

ITockonbky Mezzanine siBasieTcst Django-npuioskeHueM, ero MOKHO 3amycKaTb
nop yrpaBneHuem HTTP-cepBepa Django, Ha3biBaeMoro B JoKymeHTauuu Django
cepsepom paspabomxu. BoT uTo ckazaHO o cepBepe pa3pabotku (https://docs.djan-
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goproject.com/en/1.7/intro/tutorial01/#the-development-server) B OOKYMeHTaLUU
Kk Django 1.10:

He ucnonp3yitTe 3TOT CepBep B MPOMbILLIEHHOM OKpYXXeHuu. OH NpegHa3HauyeH
TOJIBKO [/ pa3paboTku. Mbl fenaem Be6-dpeiiMBOpPKHU, a He BeO-cepBepbI.

Django peanusyet cranmapt Web Server Gateway Interface (WSGI)'. To ectb
mob6oit HTTP-cepBep, moanepxusawimit WSGI, momoiger nis 3amycka Django-
MPUIOXKEHUH, TaKUX Kak Mezzanine. Mbl 6ymeM ucrnonb3oBaTh Gunicorn — oauH 13
nonynspHbix HTTP-cepBepoB ¢ moamepxxkkoit WSGI, KOTOpPbIi MCITONb3YyeT ClieHa-
puit pa3BepTbhiBaHUsI Mezzanine.

Be6-cepsep Nginx
Gunicorn BbinosnHseT Django-npuioxeHue B TOUHOCTU Kak ceBep paspaborku. On-
Hako Gunicorn He OOCTYKMBaeT CTaTUUECKUX PECYPCOB IPUIOXKEHMS, TAKMX Kak
daitnbl n3obpaxkeHuit, .css u JavaScript. MIx Ha3bIBalOT CTATUYECKMMMU, ITOCKOIbKY
OHYM HMKOrJA He U3MEHSIOTCS, B OTJMYME OT AMHAMMUYECKM FE€HEPUPYEMBIX Beb-
CTpaHull, KOTopble ob6cayxuBaeTt Gunicorn.

HecmoTtps Ha To uto Gunicorn npekpacHo cripasasietcs: ¢ wnudpoBanmem TLS,
I71s1 paborbl ¢ wndpoBaHueM 06bIYHO HacTpauBalT Nginx?.

[ 06paboTKY cTaTUYECKUX 0OBEKTOB U Moaaepskku wudpoBauust TLS mbl 6y-
JeM ucronb3oBaTh Nginx, Kak IoKa3aHo Ha puc. 5.3.

1. GET http://localhost:8000/foo

2. GET http://localhost:8000/static/style.css - GET http://localhost:8000/foo {
p»|  nginx $  Gunicorn

Bpaysep /hom/deploy/myapp/static/style.css

Postgres:
Puc.5.3 < Nginx Kak peBepcuBHbIA NPOKCH

Mbl n0/mkHBI HacTpouTb Nginx Kak pesepcusnsiil npoxcu ans Gunicorn. Eciu no-
CTYIUT 3aMpOoC Ha CTaTUUYECKUIt 00beKT, HarpuMep daitn .css, Nginx BepHeT ero Kiam-
€HTY, B351B HEITOCPeICTBEHHO M3 JIOKaAbHOM (aitioBoit cucreMbl. UHaye Nginx mepe-
nact 3anpoc Gunicorn, orripaBuB HTTP-3amnpoc ciyxx6e Gunicorn, aeicTByloleit Ha
3TO e MaluMHe. Kakoe 13 3TUX AeiiCTBUI BbINIOIHUTD, Nginx onpenensiet o URL.

! IIpotokon WSGI 3amokymeHTMpoBaH B Python Enhancement Proposal (PEP) 3333 (https:/
www.python.org/dev/peps/pep-3333/).

2 Tlommepxka mmdpoBauus TLS 6si1a nob6asnaeHa B Gunicorn 0.17. 1o 3TOro 18 MOAIe PKKU
11MbpoBaHMS MPUXOAMUIOCH UCITOIb30BATh OTIEbHOe MPUIOKeHMe, TaKoe Kak Nginx.
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O6paTuTe BHMMaHMe, UTO 3aMpOChl M3BHE MOCTYNAlT B Nginx no mpoTokomy
HTTPS (. e. 3amindpoBaHsbIl), a Bce 3anpockl 3 Nginx B Gunicorn repeaarTcsi B OT-
KpbITOM, HellludpoBaHHOM Bufe (1o nporokony HTTP).

Oduncnetuep npoueccoB Supervisor

B oKpykeHMM pa3pabOTKy Mbl 3aMyCKaeM CepBep MPUIOXKEHUI B TepMuHae, Kak
MPUJIOKEHUE TepeaHero IjaHa. 3aKpbITUe TepMMHaaa B 3TOM Clyyae NMpPUBOIUT
K aBTOMaTMYeCKOMY 3aBepIeHMI0 MPOrpaMMbl. B MPOMBIILIIEHHOM OKpYXeHUU
cepBep NMpUIOXKEeHUI JO/MKeH 3amycKaTbcs B GOHOBOM peXyuMe, UYTOObl OH He 3a-
BeplIajICcs 10 OKOHYaHUM CeaHca B TepMMHase, B KOTOPOM MbI 3aITyCTUIM MpoLiecc.

B mpocTopeuny Takue NpoLecchl Ha3bIBAIOT deMOHAMU, UMY cay#b6amu. Mbl JODK-
HbI 3anycTUTh Gunicorn Kak JeMOH, 1 elle HaM HY)XHa BO3MOXHOCTb C JIETKOCTbIO
OCTaHaBIMBATD U Nepe3anyckarb ero. CylecTByeT MHOIO AMCIIETYEPOB 3a/1ad, CITO-
COGHBIX BBIITOJTHUTB 3Ty padboTy. Mbl 6yaeM UCIOAb30BaTh SUPErvisor, MOCKOIbKY
MMEHHO ero UCIO/b3YIOT CLIeHapUM pa3BepThiBaHUs Mezzanine.

Terepb Bbl JO/KHBI IOHMMAaTh, UTO TPeOyeTCd O/ pa3BepThiBaHUS Be6-IIPUIO-
>KEHUS B IPOMBIIIJIEHHOM OKPY>KeHUU, B rj1aBe 6 Mbl Iepeigem K peanusaliny 3TOMi
3aJauy ¢ NoMolIbo Ansible.
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PassepTtbiBaHMe Mezzanine
¢ nomoubto Ansible

[Ipuuio BpeMsl HamucaTb cueHapuit Ansible ans pasBepTbiBaHusi Mezzanine Ha
cepBepe. Ml npojenaem 3TO war 3a waroM. Ho eciy Bbl OTHOCUTECH K TOMY TUITY
JIofeN, KOTOpble HAUYMHAKOT YUATATh C KOHLA KHUTY, YTOOBI Y3HATh, Y€M BCE 3aKOH-
YKUTCS!, B KOHIIE I71aBbl B IpuMepe 6.28 Bbl YBUIUTE CLIEHAPHUil MOMHOCTbIO. OH TaK-
ke goctyreH B perto3utopuu GitHub o agpecy: http://bit.ly/19P00A]. [Ipexxae uem
3amyCcTUTb ero, mpouuTaire daitn README: http://bit.ly/10nko4u.

S ctapancs ocTaBaTbCsl KAK MOXHO O/11Ke K OpUIMHaIbHBIM cLieHapusim Fabric?,
KoTopble Hanucan Credpan Mak[JoHanba (Stephen McDonald), aBTop Mezzanine.

BbiBOA CNUCKA 3A0AY B CLLEHAPUM

[Ipeskae uem yrayouUTbCS B HeIpa Halllero ClieHapwusl, JaBaiiTe B3IJITHEM Ha HEro
C BbICOTBI. YTUAUTA ansible-playbook moagepxuBaeT napametp - -list-tasks. OH mo-
3BOJISIET MTOJYYUTD CITMCOK BCEX 3a[1a4 B CLIEHAPUM. ITO IIPOCTONM CIT0COO BBISICHUTD,
KaKkue JeiCTBUSI TPOU3BOASTCS CLieHapueM. BOT Kak MOXHO ee UCIT0/b30BaTh:

$ ansible-playbook --list-tasks mezzanine.yml

[Ipumep 6.1 1€EMOHCTPUPYET BbIBOJ, 3TO KOMaH/bI 1151 CLleHapus mezzanine.yml,
MPUBEIEHHOrO B Npumepe 6.28.

Mpumep 6.1 < Cnucok 3agay B cueHapuu Mezzanine
playbook: mezzanine.yml

play #1 (web): Deploy mezzanine TAGS: (]
tasks:

! Mos keHa CTeiicu 0COOeHHO Mpeycrena B 3TOM.

* Cuenapuu Fabric, nocraBnsiemble ¢ Mezzanine, MOXXHO HaWTKU Mo agpecy: http;//bit.
ly/19P0T73.
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install apt packages TAGS: []

create project path TAGS: []

create a logs directory TAGS: []

check out the repository on the host TAGS: []
install Python requirements globally via pip TAGS: []
create project locale TAGS: []

create a DB user TAGS: []

create the database TAGS: []

ensure config path exists TAGS: []

create tls certificates TAGS: []

remove the default nginx config file TAGS: []
set the nginx config file TAGS: []

enable the nginx config file TAGS: []

set the supervisor config file TAGS: []

install poll twitter cron job TAGS: []

set the gunicorn config file TAGS: []
generate the settings file TAGS: []

install requirements.txt TAGS: []

install required python packages TAGS: []

apply migrations to create the database, collect static content  TAGS: []
set the site id  TAGS: []

set the admin password TAGS: []

OPraHM3ALMA YCTAHAB/IMBAEMBIX BAWIOB

Kak yxe roBopuiochk, Mezzanine pa3zBepTbiBaeTcs nosepx Django. B repmuHonornu
Django BeG-npuioskeHue Ha3bIBaeTcsl npoekmom. HaM HY)KHO JaTb MMS ITPOEKTY,
s BbIOpan mezzanine_example.
Haiu cuieHapuit Ipou3BOAUT yCTAaHOBKY Ha MaluMHy Vagrant u momeliuaet ¢aiiibl
B JOMAaLUHMIA KaTanor noab3oBaTens Vagrant.
B npumepe 6.2 mokaszaHa COOTBETCTBYIOLIAsl CTPYKTYpa KaTajaoroB BHyTpu /home/
vagrant:
O /home/vagrant/mezzanine_example — KaTajaor BEpXHEro YpoBHS, Kyaa Oymer
KOMMPOBATbCS MCXOOHBIN Koa 13 pero3utopus B GitHub;
O /home/vagrant/.virtualenvs/mezzanine_example — KaTaJor BUPTYaJlbHOTO OKPY-
SKeHMS [1S1 YCTAaHOBKM JIOTMOJHUTEIbHBIX MAKeTOB Ha si3blke Python;
O /home/vagrant/logs — KaTajor Ijs1 XpaHEHMs KYpPHAJIOB, CO3JaBaeMbIX IPU-
noxeHueM Mezzanine.

Mpumep 6.2 < Crpyktypa katanoros B /home/vagrant

F— logs
f— mezzanine
| '~ mezzanine_example
L— .virtualenvs
L— mezzanine_example
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MEPEMEHHDBIE U CKPbITbIE NEPEMEHHDIE

Kak mokasaHo B mpumMmepe 6.3, cueHapmﬁ orpenenseT JO0BOJIbHO MHOI'O [IEpEMEHHbBIX.

Mpumep 6.3 < OnpepeneHne NepeMeHHbIX

vars:

user: "{{ ansible_user }}"

proj_app: mezzanine_example

proj_name: "{{ proj_app }}"

venv_home: "{{ ansible_env.HOME }}/.virtualenvs"

venv_path: "{{ venv_home }}/{{ proj_name }}"

proj_path: "{{ ansible_env.HOME }}/mezzanine/{{ proj_name }}"

settings_path: "{{ proj_path }}/{{ proj_name }}"

reqs_path: requirements.txt

manage: "{{ python }} {{ proj_path }}/manage.py"

live_hostname: 192.168.33.10.xip.10

domains:

- 192.168.33.10.xip. 10
- www.192.168.33.10.xip.10

repo_url: git@github.com:ansiblebook/mezzanine_example.git

locale: en_US.UTF-8

# NepemeHHble HUXe OTCYTCTBYWT B cueHapun fabfile.py yctaHosku Mezzanine

# Ho A pobasun ux ana ypobctea

conf_path: /etc/nginx/conf

tls_enabled: True

python: "{{ venv_path }}/bin/python"

database_name: "{{ proj_name }}"

database_user: "{{ proj_name }}"

database_host: localhost

database_port: 5432

gunicorn_procname: gunicorn_mezzanine

num_workers: "multiprocessing.cpu_count() * 2 + 1"
vars_files:

- secrets.yml

B 60/7bLUIMHCTBE C/TyyaeB s1 CTAPAJICS MCIONb30BaTh TE K€ MMeHa MepeMeHHbIX,
Kakue ucnoab3yet Fabric-cuienapuit ycraHoBku Mezzanine. §I Takxe qo6aBui He-
CKOJIbKO NepeMeHHbIX, YTOObI caenaTh npouecc 6osee mpo3pauHbiM. Hanpumep,
cueHapuu Fabric MCronb3yloT epeMeHHYI0 proj_name IJIsl XpaHEHUsI UMeHM Oa3bl
IaHHbIX U UMEHMU M0JIb30BaTess 6a3bl JaHHbIX. S MpeanoynTao 3agaBaTb BCIIOMO-
raTejbHble IepeMeHHble, TaKue Kak database_name u data_base_user, 1 onpenensiTh
X yepes proj_name.

OTMeTMUM HECKOJbKO Ba)KHbIX MOMEHTOB. Bo-TepBbIX, 0OpaTUTE BHUMaHMe, KaK
MOXXHO OIpelesnTb OAHY NTepeEMEHHYI0 Ha OCHOBe Apyroit. Hanpumep, nepemeHHas
venv_path ornpenensieTcss Ha OCHOBe [IepeMeHHbIX venv_home 1 proj_name.

Bo-BTOpbIX, 06paTUTe BHUMAaHME, KAK MOXHO COC/IaThCs Ha ¢akTbl Ansible B aTux
nepemMeHHsbIX. Hanpumep, nepeMeHHasi venv_home ornpeaeneHa Ha OCHoBe ¢akTa an-
sible_env, mosyyaeMoro u3 Kaxaoro xocra.
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U HakoHell, 06paTuTe BHMMaHMe, YTO Mbl ONPeIeN I HECKONTbKO MepeMeHHbIX
B oTAenbHOM (haitne secrets.yml:

vars_files:
- secrets.yml

TOoT daitN COnEepPKUT TaKMe TaHHbIe, KaK MapoJv U TOKEHbI, U OHU JOJIKHbBI OCTa-
BaTbCs KOHQUAeHUMANbHBIMU. B MoeM penosutopuu Ha GitHub srot daitn orcyt-
crByeT. BMecto Hero umeetcs daitn secrets.yml.example. BOT KaK OH BBITJISIINAT:

db_pass: e79¢9761d0b54698a83ff3f93769e309

admin_pass: 46041386be534591ad24902bf720718

secret_key: b495a05c396843b6b47ac944a72¢92ed

nevercache_key: b5d87bb4e17c483093296fa321056bdc

# Bbl fOAXHLI CO34aTL npunoxenne Twitter no agpecy: https://dev.twitter.com
# 4TObbl NOAYYUTL yyeTHble AaHHble ANA WHTerpaumn Mezzanine ¢ Twitter.

#

# NoppobHocTM 06 uHTerpauum Mezzanine ¢ Twitter npuBoaaTcAa no agpecy:
# http://mezzanine.jupo.org/docs/twitter-integration.html
twitter_access_token_key: 80b557a3a8d14cb7a2b91d60398fb8ce
twitter_access_token_secret: 1974cf8419114bdd9d4ea3db7a210d90
twitter_consumer_key: 1f1c627530b34bb58701ac81ac3fads51
twitter_consumer_secret: 36515c2b60eedffb9d33d972a7ec350a

YT10o6bI BOCIIOAb30BAThCA UM, CKONIUpYITe daitn secrets.yml.example B secrets.yml
" U3MEHUTE €ro Tak, YToObI OH COAEepXKas JaHHbIe Balllero caifta. Takke OTMeTbTe,
yTo secrets.yml nepeuncien B daitne .gitignore penosutopus Git, yTo6bI MpeIoTBpa-
TUTD CTyYaifHOe COXpaHEeHME ITUX TaHHbBIX B MyOJMYHOM PEMO3UTOPUMN.

Jlyullle BCero BO3A€PKaThCsl OT KOMMPOBaHMS He3allMpPOBaHHbBIX JaHHbIX B Balll
pPerno3uTOpMit, UTOOBI M30€XKaTb PUCKOB, CBSI3aHHBIX C 6€30MacHOCTbI0. ITO BCETO
JIMIIb OAMH U3 CIOCOO0B obecrevyeHns] CEKPETHOCTHM JAaHHbIX. X TaK:Ke MOXHO Ie-
penaBaTh yepe3 rnepeMeHHbIe OKpyXeHusl. J[pyroit crnocob, onucaHHbIi B I1aBe 8,
3aK/II04aeTcs B MCIOAb30BaHMM 3alindpoBaHHOM Bepcuu daiina secrets.yml npu
MOMOIIM YTUIUTBI vault 13 Ansible.

Mcnonb3oBAHUE LUMKNA (WITH_ITEMS)
AN YCTAHOBKM BONbLLOTO KONMYECTBA MAKETOB

Ham morpebyeTcst ycTaHOBUTD JIBa TMIIA MMAKETOB, UTOObI pa3BepHYTbh Mezzanine.
Bo-nepBbix, Mbl JOKHBI YCTAHOBUTDb CUCTEMHbBIE MakeTbl. [I0CKONbKY MbI cOOUpa-
eMcsl pa3BepTbiBaTh NpuiokeHue B Ubuntu, 6ygeM MUCronab3oBaTh AJis 3TOrO JUC-
meTyep MakeToB apt. Bo-BTOPbIX, HAM HYXHO YCTaHOBUTb Maketbl Python, u mns
3TUX LieJIeif Mbl BOCIIO/Ib3yeMCsl AUCIeTYEPOM pip.

VcTaHaBIMBaTh CUCTEMHbIE MaKeTbl OObIYHO Mpolle, YyeMm mnaketsl Python, mo-
TOMY UTO OHM CO3J,aHBbI 1151 HEIIOCPeACTBEHHOTO UCITOb30BaHMSI C ONepalMoOHHOM
cuctemoil. OmHAKO B PEMO3UTOPUSX CUCTEMHBIX MAKETOB 3a4acCTyl0 OTCYTCTBYIOT
HOBelle Bepcunu 6ubamorek i Python, kotopbie Ham Heob6xoaumbi. [losTomy
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JJ151 UX YCTAHOBKM BOCITOJIb3yeMCsl JMcIieTyepoM naketoB ajist Python. 3to kom-
MPOMMCC MeXAY CTabMAbHOCTBIO U UCIIOb30BaHMEM HOBEMILMX U CAMbIX JTYULINX
BEPCUIA.

B npumepe 6.4 rnokasaHa 3agaya, KOTOPYH Mbl UCIIOb3yeM AJi1 YCTAHOBKMU CU-
CTEMHBIX [1aKEeTOB.

Mpumep 6.4 < YcTaHOBKA CMCTEMHbIX NAKETOB

- name: install apt packages
apt: pkg={{ item }} update_cache=yes cache_valid_time=3600
become: True
with_items:

- git

1ibjpeg-dev

1ibpg-dev

memcached

nginx

postgresql

python-dev

- python-pip

python-psycopg2

python-setuptools
python-virtualenv
supervisor

l

b

Jl71s1 yCTaHOBKM GOJIBIIOTO KOJIMYECTBA MTAKeTOB Mbl BOCITO/Ib30BaIMCh MTOAAEPXK-
KO} LiKia B Ansible, BbipaskeHneM with_items. Mbl MOI/IM Obl YCTaHABIMBAThH MTAKe-
ThI 110 OTHOMY, KaK ITOKa3aHO HUXKe:

- name: install git
apt: pkg=git

- name: install libjpeg-dev
apt: pkg=libjpeg-dev

OnxHako ropaszo Inpolie CrpynnmMpoBaTth BCe MaKeThl B CIIMCOK. Bpi3biBast Moay/b
apt, Mbl epenaem emy {{ item }}. 3ra mepemeHHas uMKIa 6yaeT nocaea0BaTeIbHO
MMPMHMMAaTb 3HAaYEeHMs 37IeMEHTOB CITMCKA B BbIpakeHUM with_items.

Ansible Bcerpa ucnonbsyet uMs item ans 0bo3HaYeHMs nepeMeHHOW Uukna. B rnase 8 Bl
YBUAUTE, KaK MOXHO MCNONb30BaTb ApYrue UMeHa.

Kpome Toro, moaysb apt ONTUMMU3MPYET OLHOBPEMEHHYIO YCTAHOBKY HECKOJb-
KMUX [TAaKeTOB C IpMMeHeHueM BbIpakeHusi with_items. Ansible nepegaet moaysnio apt
TOJIHBINA CITMCOK IMAaKeTOB, U MOIY/Ib BbI3bIBAET MPOrpPaMMy apt TOJIbKO OAMH pas,
nepenasas eif cpa3y BeCb CIIMCOK NAKeTOB [IJist yCTaHOBKU. HekoTopble Moay/iu, Mo-
IOOHBIE apt, IpeycMaTpMBaloT 06paboTKy CITMCKOB TaKUM crioco6oM. Eciim B Mmoay-
Jie OTCYTCTBYeT COOCTBEHHas MoAaaepsKKa CIMcKoB, Ansible mpocto 6yaeTt BbI3bIBaTh
MOJY/1b MHOT'O Pa3 — I/t KaXKI0r0 3JleMeHTa CIIMCKa B OTETbHOCTH.
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MOXXHO CKa3aTh, YTO MOIY/Ib apt JOCTATOUHO YMeH, UTO6bI 06paboTaTh 6OJbILIOE
KOJIMYECTBO MaKeTOB OAHOBPEMEHHO, TO3TOMY Pe3y/IbTaT BbITJISIAUT TaK:

TASK: [install apt packages] R R e R R R R IR SRR R R S R R T S L ]
ok: [web] => (item=[u'git', u'libjpeg-dev', u'libpq-dev', u'memcached’,
u'nginx', u'postgresql', u'python-dev', u'python-pip', u'python-psycopg2',
u'python-setuptools', u'python-virtualenv', u'supervisor'])

C Iopyroit CTOpOHbI, MOAY/b pip HE MOAAEPKUBAET CIMCKOB MAaKeTOB, MO3TOMY
Ansible BbIHY>XII€Ha BbI3bIBATb €0 CHOBA 4JIs1 KaXKIO0ro 3JieMeHTa CIIMCKa, COOTBeT-
CTBEHHO, pe3yJIbTaT BbITJIAOUT TaAK:

TASK [install required python PACKAGES] ***#*kkdkkkkkkkk AR KKK Kk kKKK A KKK kA A Ak
ok: [web] => (item=gunicorn)

ok: [web] => (item=setproctitle)

ok: [web] => (item=psycopg2)

ok: [web] => (item=django-compressor)

ok: [web] => (item=python-memcached)

[ OBABNEHUE BbIPAXXEHUA BECOME B 3ALAYY

B npumepax clieHapueB B r71aBe 2 HaM Tpe60BaaoCh, YTOObI CLieHapUit LleIMKOM Bbl-
MOJTHSIICS C MPUBMJIETUSIMU 10JIb30BATeNs root, TO3TOMY Mbl 406aBis/IM B onepa-
MU BbipaxkeHue become: True. [Ipu pa3BepTbiBaHUMM Mezzanine 60IbIIMHCTBO 33124
6yaeT BbIMOTHATBCS C TPUBUIET UMM MTOJIb30BaTENS, OT ML KOTOPOro YCTaHaB/IU-
Baetcst SSH-coenmnHeHune ¢ XocToM, a He root. [103ToMy Mbl JOIKHBI TpUOGpPeETaTh
MpUBUIErUY root He 1Jis BCeit orepaluy, a TOAbKO 1151 Onpee/ieHHbIX 3a1ay.

Jns1 3TOr0 MOXXHO 706aBUTDb BbIpaxkeHue become: True B 3aa4u, KOTOpble HEOHXO-
JMMO BBITIOJTHUTD C MPUBMIIETUSIMU 100t, KaK B Ipumepe 6.4.

OBHOBNEHME K3LWWA AUCMETYEPA NAKETOB APT

o Bce npuMepbi KOMaHA, B 3TOM pasaene BbINONHAOTCA Ha yaaneHHoM xocTe (Ubuntu), a He Ha
ynpaensioLlein MalmHe.

Ubuntu nmoggepskuBaeT K31l C UMEHAaMU BCeX apt-TaKeTOB, JOCTYIHbIX B apXu-
Be nmaketoB Ubuntu. [IpeacraBbTe, YTO BbI MbITa€TECh YCTAHOBUTD MMAKeT C UMEHEeM
libssl-dev. Bbl MoskeTe MCIIOIb30BaTh MPOrpaMMy apt-cache, YTOOBI 3alIPOCUTh U3
K31ua MHpopmaLuio 06 M3BECTHOI BepCUM ITOI NMPOrpaMMbi:

$ apt-cache policy libssl-dev
PesynbTaT MokasaH B mpumepe 6.5.

Mpumep 6.5 <+ BbiBog apt cache

libssl-dev:
Installed: (none)
Candidate: 1.0.1f-1ubuntu2.21
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Version table:
1.0.1f-1ubuntu2.21 0
500 http://archive.ubuntu.com/ubuntu/ trusty-updates/main amd64 Packages
500 http://security.ubuntu.com/ubuntu/ trusty-security/main amd64 Packages
1.0.1f-1ubuntu2 0
500 http://archive.ubuntu.com/ubuntu/ trusty/main amd64 Packages

Kak BuauTe, 3TOT naket He 611 ycTaHOBIeH. CornacHo uHGopmaumm U3 Kauia, Ha
JIOKaNbHOM MalmHe HoBejwas Bepcus — 1.0.1f-1ubuntu2.21. MsI Takxke moayumnm
MHGOPMaLIMIO O MECTOHAXOXIEHUM apXuBa MaKeTa.

B HeKoTOpbIX cnyyasix, Koraa npoekT Ubuntu BbiTyckaeT HOBYIO BePCUIO MTAaKeTa,
OH yJansieT yCTapeBLIYIO BepCuio U3 apxuBa. Ecau okanbHbIi K31 apt Ha cepBepe
Ubuntu He 6bUT OGHOBJIEH, OH ITOMBITAETCS YCTAHOBUTH IaKeT, KOTOPOTO HET B ap-
XUBE.

[Ipogoskast mpuMep, MPearnoioXKUM, YTO Mbl PEeLUMUIU YCTAaHOBUTb MakeT libssl-
dev:

$ apt-get install libssl-dev

Ecniu Bepeus 1.0.1f-1ubuntu2.21 6onblie He OOCTyMHA B apXuBe MaKeTOB, MbI
YBUOUM Cedylolee coodieHue:

Err http://archive.ubuntu.com/ubuntu/ trusty-updates/main libssl-dev amd64
1.0.1f-1ubuntu2.21

404 Not Found [IP: 91.189.88.153 80]
Err http://security.ubuntu.com/ubuntu/ trusty-security/main libssl-dev amd64
1.0.1f-1ubuntu2.21

404 Not Found [IP: 91.189.88.149 80]
Err http://security.ubuntu.com/ubuntu/ trusty-security/main libssl-doc all
1.0.1f-1ubuntu2.21

404 Not Found [IP: 91.189.88.149 80]
E: Failed to fetch
http://security.ubuntu.com/ubuntu/pool/main/o/openssl/libssl-dev_1.0.1f-1ubuntu2.
21_amd64.deb
404 Not Found [IP: 91.189.88.149 80]
Updating the Apt Cache | 99
E: Failed to fetch
http://security.ubuntu.com/ubuntu/pool/main/o/openssl/libssl-doc_1.0.1f-1ubuntu2.
21_all.deb
404 Not Found [IP: 91.189.88.149 80]

E: Unable to fetch some archives, maybe run apt-get update or try with
--fix-missing?

YTOo6BI MPUBECTHU JTOKATbHBIN K31 TAKETOB apt B aKTyaJbHOE COCTOSIHME, MOKHO
BBITTOJTHUTb KOMaHIy apt-get update. Boi3biBast MOmy/b apt B Ansible, emy Heo6xonu-
MO lepenaTh apryMeHT update_cache=yes, YTOGbI 06€CITIEYUTD MOAAEPKAHME JTOKASb-
HOTO K3111a apt B aKTyaJIbHOM COCTOSIHMM, KaK 3TO [TOKa3aHo B rpumMepe 6.4.

O6HOBNEHMe K3lIa 3aHMMaeT HeKOTOpOe BpeMs, a Mbl MOXeM 3aIyckaTb Clie-
Hapuit MHOTO pa3 MoApsA i OT/JIaAKM, [MO3TOMY, YTOObI M36€XaTb HEHYXHbIX
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3aTpaT BpeMeHM Ha OOHOBJIeHMe K3lla, MOXHO IepedaTb MOAYJII0 aprymMeHT
cache_valid_time. OH pa3pelnaeT 06HOBIE€HME K31lIa, TOJbKO €C/IU TOT CTapllie ycTa-
HOBJIEHHOI'O ITOPOrOBOro 3HaueHus1. B mpumepe 6.4 UCIOAb3yeTCsl apryMeHT cache_
valid_time=3600, KOTOpPBIN pa3pelaeT 0OHOBIEHME K31la, TOJbKO €C/IM OH CTaplile
3600 cexyHf, (1 yac).

M3BNEYEHME NPOEKTA M3 PENO3UTOPUA GIT

XoTs1 Mezzanine MOXHO MCITO/Ib30BaTh, He HalMCaB HU CTPOUKM KOZAA, OLHOM U3
CUJIBHBIX CTOPOH 3TOM CMCTEeMBI SIB/ISIETCS TO, YTO OHA HallMcaHa C UCI0/b30BaHMEM
dpertmBopka Django, KOTOpBIH, B CBOIO oUepeib, CIYKUT MTpeKpacHoit riatdopmoit
ILJIS1 BeO-TIpUITOXKEeHUIA, ecsiv Bbl 3HaeTe A3bIK Python. EcM Bam MpocTo HYXKHa CH-
cTeMa yripaBieHusi KOHTeHToM (CMS), Torga obpatuTe BHUMaHue Ha YTO-HUOYAb
Bpone WordPress. Ho ec/ii Bbl ulIeTe CrielMaJanu3upoBaHHOEe IMPUIOXKEHe, BKIT0-
yatoulee ¢pyHkuMoHanbHOCTh CMS, Bam Kak Hesb3s jiyyliie ropoiiget Mezzanine.

B xome pa3BepTbiBaHUsI BaM IMOTpebyeTcsl MOAyuuTh M3 perio3utopusi Git Kop
Ballero Django-npuioxeHus. Boipaskasich si3pIkoM Django, perno3utopuit JoKeH
XpaHutb hpoexkm. S cosgan penosutopuit B GitHub (https://github.com/lorin/mezza-
nine_example) ¢ mpoektom Django, comepykaimii Bce Heobxoaumblie ¢Gaibl. ITOT
MPOEeKT OyIeT pa3BepThIBATh Halll CLIEHAPMUIA.

C momolbi0 NporpaMmsbl mezzanine-project, KOTOpasi TOCTaBJSeTCS] BMeCTe
¢ Mezzanine, s co3gan ¢aibl MpoeKTa, KaK MoKa3aHo HUXKe:

$ mezzanine-project mezzanine_example
$ chmod +x mezzanine_example/manage.py

YuTuTe, YTO Y MEHS B PEIO3UTOPUM HET HUKAKUX KOHKPETHBIX Django-npuso-
keHuit. Tam cogepxkatcs TOMbKO Gaitibl, He06X0AMMBIE /ISl TPOEKTa. B peasbHbIX
YCJIOBUSIX 3TOT PENO3UTOPMIl comepskas Obl MOAKATAIOrM C JOIMOJHUTENIbHBIMMU
Django-npuaoxkeHUsIMH.

B npumepe 6.6 mokasaHo, KaK UCIOJb30BaTh MOAY/b git OJis1 M3BJI€YEeHUSs TpPO-
€KTa M3 yaasieHHoro pero3utopus Git.

Mpumep 6.6 + U3BneyeHue npoekTa u3 penosutopusa Git

- name: check out the repository on the host
git: repo={{ repo_url }} dest={{ proj_path }} accept_hostkey=yes

Sl OTKpBUT 061N OCTYIT K PeNIO3UTOPUIO, YTOOBI YUTATEIM CMOTLIM 0OpallaThCs
K HEMY, HO B PeaJIbHOM XM3HM BaM MPUAETCs 06pallaThCs K 3aKPbITHIM PETIO3UTO-
pusm Git mo SSH. [foaToMy s1 HacCTpous nepeMeHHy0 repo_url AJis1 UCTIOJIb30BaHUS
CXeMbl, KOTOpasi K/IOHMpYeT pero3utopuit no SSH:

repo_url: git@github.com:lorin/mezzanine_example.git

Ecnu Bbl npo6yeTe BBITIOJIHATL IIpUMEpPbl HAa CBOE€M KOMITIbKOTEpe, OJid 3alTyCKa
CLeHapus BbI OOJIXKHBI!
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1) uMeTb yueTHyI0 3anuch Ha GitHub;

2) uMeTb my6nuuHbIi KoY SSH, CBSI3aHHBIN ¢ Ballleil yYeTHO 3amuchio Ha
GitHub;

3) 3amyctuTb SSH-areHTa Ha yrpap/siiolleil MaliMHe ¢ BKAIOUEHHbIM areHTOM
repeHamnpaBeHus;

4) pob6aButb cBON Koy SSH B SSH-areHTa.

3amyctuB SSH-areHTa, 1o6aBbTe B HETO CBOJ KITIOY:

$ ssh-add

B cryyae ycrexa ciaemyioulasi KOMaHaa BbiBedeT MyOanuHbIi Kaod SSH, ToMbKO
4TO 106aBIEHHbI BAMU:

$ ssh-add -1
BbIBO,El OOJKEeH BbIT/ISAAeTb MPMMEPHO TaK:
2048 SHA256:07H/I9rRZupXH17InDi10RhSzeAKY1RVr1IHIL/IFtFA /Users/lorin/.ssh/id_rsa

YToObl BKJIIOUMTb areHTa MepeHampaBieHus, AobaBbTe Caeayloliue CTPOKMU
B daitn ansible.cfg:

[ssh_connection]
ssh_args = -o ControlMaster=auto -o ControlPersist=60s -o ForwardAgent=yes

ITpoBepuTh paboTOCIIOCOOHOCTb areHTa MepeHarpasJeHnss MOXHO C ITOMOLLbIO
Ansible, Kak moka3aHo HUXe:

$ ansible web -a "ssh-add -1"

JTa KOMaHaa J0/)KHa BbIBECTU TO Ke camMoe, YTO KoMaHaa ssh-add -1 Ha Baiuen
JIOKaJIbHOM MalllMHe.

HenuinHum takxke 6ymet ybeauThcs B JoCTMRUMOCTH cepBepa GitHub mo SSH,
BBITIOJIHUB KOMaHIy

$ ansible web -a "ssh -T git@github.com"

B C/1yyae ycriexa €e BbIBOJ JO/IXKE€H BbIT/IAOETb IPMMEPHO TaK:

web | FAILED | rc=1 >>
Hi lorin! You've successfully authenticated, but GitHub does not provide shell
access.

ITycTb Bac He CMyllaeT CJIOBO FAILED' B BbIBOZE, €C/IM MOSIBUJIOCH COODO1LeHMe OT
cepBepa GitHub, 3Hauut, Bce B ropsiake.

Kpome URL-peno3utopusi B mapaMeTpe repo ¥ MyTU K PEIO3UTOPUIO B MapameT-
pe dest, MbI JO/DKHBI TaKXe rnepefaTtb OOMOJHUTENbHbBIN MapameTp accept_hostkey,
CBSI3aHHBIV C npogepkoll kawuelli xocma. AreHTa rnepeHarnpasiaeHus SSH 1 nmpoBepky
KJTI0Yelt XOCTa Mbl MOAPOOGHO pacCMOTPUM B MPUTOKEHUU A.

1 TlepeBoguTCs KaK «Heymaua, omubkar. ~ [Ipum. nepes.
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YcTAHOBKA MEZZANINE U OPYIMX MAKETOB B VIRTUALENV

Kak yske ymoMMHanoch Bblllle B 3TOJ IJIaBe, Mbl YCTAHOBMM HEKOTOPbIE MTaKeThl Kak
nakeTsl Python, 4To65b! MomyynTh 60/1€€ CBEKME BEPCUM, UEM JOCTYIIHBI AUCIIETYE-
py apt.

MbI MOXeM yCTaHaBIUBaTh MakeTbl Python ot nia nmonb3oBaTesns root Ha YpPoOB-
He BCeii CUCTEMBI, HO JTydille YCTaHABIUBATb MX B U30JIMPOBAHHOE OKPYKEHUE, UTO-
6bI n36€ekaTh KOHQIMKTOB C CMCTEMHbIMU MakeTamy Python. B Python nomo6Hbie
M30/IMPOBaHHbIE OKPYKEHUSI Ha3bIBAIOT Virtualenv. Ilonb30BaTe b MOXET CO3JaTh
60sbLII0e KOIMYECTBO OKPYXXeHUI virtualenv M ycTaHOBUTb B HUX TaKeTbl 6e3 uc-
10/Ib30BaHMsI TPUBUIET U TIOJIb30BATES r0Ot.

Mopaynb Ansible pip mo3BonsieT co3gaBaTh TaKue M30IMPOBAHHbBIE OKPYXEHMUS
virtualenv 1 ycraHaBIMBaTh MaKeThbl B HUX.

B npumepe 6.7 1€EMOHCTPUPYETCS UCTIOIb30BaHMe MOLY/IS pip 4151 YCTAHOBKY IMa-
KetoB Python B cucTeMHsIit KaTanor. O6paTuTe BHMMaHUe, UTO AJISl 3STOr0 HEOOXO-
OuM rapamertp become: True.

Mpumep 6.7 < YcTaHoBKa nakeTos Python B CUCTEMHbIA KaTanor

- name: install Python requirements globally via pip
pip: name={{ item }} state=latest
with_items:
- pip
- virtualenv
- virtualenvwrapper
become: True

B npumepe 6.8 nMpuMBOAATCS IBE 3alauy, KOTOpbIe YCTaHABAMBAIOT MakeThl Py-
thon B usonupoBaHHoe okpyxeHue. O6e OHM UCTIONb3YIOT MOAY/Ib Pip, XOTS U He-
MHOTO T0-pa3HOMY.

Mpumep 6.8 < YcTaHoBKa nakeToB Python B M30NUPOBaHHOE OKPYXeHue

- name: install requirements.txt
pip: requirements={{ proj_path }}/{{ reqs_path }} virtualenv={{ venv_path }}

- name: install required python packages
pip: name={{ item }} virtualenv={{ venv_path }}
with_items:
- gunicorn
- setproctitle
- psycopg2
- django-compressor
- python-memcached

O6uum ass npoektoB Python sBisieTcs nepeumcieHue MakeToB 3aBUCUMMO-
creit B daitne requirements.txt. I neficTBUTEIbHO, PENIO3UTOPUIA B HallleM TPU-
Mepe c cuctemoit Mezzanine comepxxut ¢aitn requirements.txt. OH NPUBOIUTCS
B ipuMepe 6.9.
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MNpumep 6.9 < requirements.txt
Mezzanine==4.2.2

B daitn requirements.txt He BK/IIOY€HbI HEKOTOPbBIE ApYyrue naketsl Python, KoTo-
pble TpebyeTcst ycTaHOBUTD. [103TOMY A1 UX YCTAHOBKM MbI CO3Jay OTAE/bHYIO
3azauy.

O6paTuTe BHMMaHue, 4YTO B daiine requirements.txt yka3aHa KOHKpeTHasi Bepcus
nakera Python Mezzanine (4.2.2), B TO BpeMsl KaK JJ151 OCTa/JIbHbIX TAKETOB BepCUU
He yKa3aHbl. B 3TOoM cnyyae GyneT ycTaHOBJIeHa HOBelast [OCTynHasi Bepcust. Eciu
6b1 HaM He TpeboBanoch 3aduKCUpoOBaTh Bepcuio Mezzanine, Mbl Mornu 6b1 foba-
BUTb MMS NaKeTa B OOLIMI CIIMCOK, KaK MTOKa3aHO HUXKe:

- name: install python packages
pip: name={{ item }} virtualenv={{ venv_path }}
with_items:
- mezzanine
- gunicorn
- setproctitle
- south
- psycopg2
- django-compressor
- python-memcached

U1 Haob6opor, ecny 6b1 MOHaA06MI0CH 3aUKCUPOBATh BEPCUM BCEX ITAKETOB, Y HAC
Ha BbIOOP 6bI10 6bI HECKOIBKO BapuMaHTOB. MOXHO 6b1710 ObI co3aaTh daiin require-
ments.txt c uHGopManmei o makerax u ux 3aBucumocTtsix. CogepkumMmoe Takoro daii-
Jla mpuBoguTcs B npumepe 6.10.

Mpumep 6.10 < Mpumep daitna requirements.txt

beautifulsoup4==4.5.3
bleach==1.5.0
chardet==2.3.0
Django==1.10.4
django-appconf==1.0.2
django-compressor==2.1
django-contrib-comments==1.7.3
filebrowser-safe==0.4.6
future==0.16.0
grappelli-safe==0.4.5
gunicorn==19.6.0
html51ib==0.9999999
Mezzanine==4.2.2
oauthlib==2.0.1
olefile==0.43
Pillow==4.0.0
psycopg2==2.6.2
python-memcached==1.58
pytz==2016.10
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rcssmin==1.0.6
requests==2.12.4
requests-oauthlib==0.7.0
rjsmin==1.0.12
setproctitle==1.1.10
six==1.10.0

tzlocal==1.3

Ecnin 61 y Hac yxke MMeNoCh TOTOBOE M30JMPOBAHHOE OKpYyXeHue virtualenv
C YCTAHOBJI@HHBIMM B HEro nmakeTaMy, Mbl MOIJIM Obl BOCII0/Ib30BaThCs KOMaHI0A
pip freeze, 4TO6bI BHIBECTM CIIMCOK YCTAHOBJIEHHBIX TaKeTOB. Hanpumep, ecin okpy-
JkeHue virtualenv HaxoguTcs B ~/mezzanine_example, akTUBMPOBATb €T0 U IOTYYUTh
CITMCOK YCTAaHOBJIEHHbIX MTAKEeTOB MOXHO ObLJI0 ObI TaK:

$ source ~/mezzanine_example/bin/activate
$ pip freeze > requirements.txt

B npumepe 6.11 nokazaHo, KaK MOXHO YCTAHOBUTb MaKeThbl C UCII0b30BaHUEM
darina requirements.txt.

Mpumep 6.11 < YcraHoBKa U3 requirements.txt
- name: copy requirements.txt file
copy: src=files/requirements.txt dest=~/requirements.txt
- name: install packages
pip: requirements=~/requirements.txt virtualenv={{ venv_path }}

Taxxke MOXHO 6b110 6b1 YKa3aTb B CIIMCKE HE TOJbKO MMEHA IaKeTOB, HO U UX
BepCHH, KaK MOKa3aHo B rpuMepe 6.12. Mbl nepeaemM CIMCOK (JIOBapeil M pa3bime-
HOBbIBa€M 3/IEMEHTbI, 00pallasicb K HUM Kak item.name u item.version.

Mpumep 6.12 < OnpeneneHne UMEH NAKETOB U UX BEPCUM

- name: python packages
pip: name={{ item.name }} version={{ item.version }} virtualenv={{ venv_path }}
with_items:
- {name: mezzanine, version: 4.2.2 }
- {name: gunicorn, version: 19.6.0 }
- {name: setproctitle, version: 1.1.10 }
- {name: psycopg2, version: 2.6.2 }
- {name: django-compressor, version: 2.1 }
- {name: python-memcached, version: 1.58 }

KOPOTKOE OTCTYNNEHME: COCTABHBIE APFYMEHTbI 3ALAY

Jlo HacTosiero MOMeHTa KaXIblii pa3, BbI3blBasi MOAY/b, Mbl [1epeaBaay eMmy ap-
TYMEHT B BuJe CTPOKM. B pumepe 6.12 Mbl Nepenanyn MoAyao pip CTPOKY B apry-
MEeHTe:

- name: install package with pip
pip: name={{ item.name }} version={{ item.version }} virtualenv={{ venv_path }}
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Ecny BaM He HpaBATCS JJIMHHbIE CTPOKU, CTPOKY apryMeHTa MOXKHO pa3buTb Ha
HECKOJIbKO CTPOK C ITOMOILbI0 PYHKUMM CBEPTKMU CTPOK B YAML, 0 yeM yxxe yroMu-
Hanochk B pasgene «O6beauHeHue CTPOK» B ryiaBe 2:

- name: install package with pip
pip: >
name={{ item.name }}
version={{ item.version }}
virtualenv={{ venv_path }}

Ansible nmogzepsuBaet elie oguH crioco6 pa3dueHus: KOMaHIbl BbI30BAa MOIY-
JIsl HA HECKOJIbKO CTPOK. BMECTO CTPOKOBOIrO apryMeHTa MOXKHO IepeaaTh C10Bapb,
B KOTOPOM KJIIOUM COOTBETCTBYIOT MMeHaM rnepeMeHHbIX. To ecTb mpumep 6.12 Mor
ObI BbIMISIAETD TaK:

- name: install package with pip
pip:
name: "{{ item.name }}"
version: "{{ item.version }}"
virtualenv: "{{ venv_path }}"

ITopxon Ha OCHOBe c0Bapeii Takxe OYeHb yO06HO MCN0Ab30BaTh /151 BbI30BAa MO-
ZyJeii, UCTIONb3YIOLUX COCTaBHble apryMeHThl. CocmasHoti apzymeHm — 3TO apry-
MEHT, BKIIYAOWUI CIIMCOK MM CJIOBAPb. XOPOLIUM NMPUMEpPOM MOJIY/s C COCTaB-
HbIMM aprymeHTaMyu MOXeT CAY>XUTb MOAyab ec2. B npumepe 6.13 noka3aHo, Kak
MOXHO 06paTUTbCSI K MOAY/II0, MPUHUMAIOLLEMY CITMCOK B apryMeHTe group U CJIo-
Bapb B apryMmeHTe instance_tags. bonee moapo6Ho faHHbIM MOAY/Ib pacCMaTpPUBaeT-
cs B rnase 14.

Mpumep 6.13 < BbizoB MOAYNS C COCTABHbIMU apryMeHTamu

- name: create an ec2 instance
ec2:
image: ami-8caalced
instance_type: m3.medium
key_name: mykey
group:
- web
- ssh
instance_tags:
type: web
env: production

3TU NpUeMbl Nepefauy apryMeHTOB MOXHO CMEeLIMBATh U IepeaBaTh OLHU ap-
TYMEHTHI B BUJIE CTPOK, a IpPyrue B BUIE CIOBapei, C MOMOILbIO BbIPaXKEHUS args.
Hanpumep, npeabiaylmii TpMMep MOXHO MepenucaTth Tak:

- name: create an ec2 instance
ec2: image=ami-8caalced4 instance_type=m3.medium key_name=mykey
args:
group:
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- web

- ssh
instance_tags:

type: web

env: production

[Ipn ucnonb3oBaHMM BbipaxkeHUs local_action (Mbl pacCMOTPMM €ro B rinase 9)
CUMHTaKCMC COCTaBHbIX apr'yMEHTOB HECKOJbKO M3MeHsieTcsi. Heobxommmo no6aBUTb
module: <umsa_moayna>, KaK MOKa3aHO HUXKe:

- name: create an ec2 instance
local_action:
module: ec2
image: ami-8caalced
instance_type: m3.medium
key_name: mykey
group:
- web
- ssh
instance_tags:
type: web
env: production

Hpu ucronb3oBaHuM local_action Takxke JOOITyCKaeTCs CMeluMBaTh MpoCThbie U Co-
CTaBHbI€ aPI'YMEHThI:

- name: create an ec2 instance
local_action: ec2 image=ami-8caalce4 instance_type=m3.medium key_name=mykey
args:

image: ami-8caalce4d
instance_type: m3.medium
key_name: mykey
group:

- web

- ssh
instance_tags:

type: web

env: production

o Ansible nossonseT onpeaenaTb paspeleHus ana darinoes, KOTOPbIE UCNONL3YHOTCA HECKONb-
KMMU Momynamu, eknodan file, copy u template. ECAM Bbl pelwute ykasaTb BOCbMEPUYHOE
3HAYEHWE B COCTABHOM apryMeHTE, OHO AO/KHO HauMHaTbca ¢ 0 UNK 3aKNK0YaTLCA B KaBblYKM
KakK CTpoKa

Harnpumep, o6paTuTe BHUMaHMe, UYTO apI'yMeHT mode HaunHaetcs ¢ 0:

- name: copy index.html
copy:
src: files/index.html
dest: /[usr/share/nginx/html/index.html
mode: "0644"
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Ecnu 3HaueHune apryMmeHTa mode He 6yaeT HauuHaThCs ¢ 0 MM He OyIeT 3aK/Ioye-
HO B KaBbIUKM, Ansible BocripumeT 3T0 3HaUeHME KaK AECATUYHOE UMCIIO U YCTAHO-
BUT paspeleHus as daitaa He Te, YTO Bbl OKMAaeTe. 3a MOAPOOHOCTIMMU obpaliaii-
Techb MO afpecy: http:/bit.ly/1GASfbL.

Ecnu BbI XOTUTE pa3dUTh apryMEHT Ha HECKOJIBKO CTPOK U He MepeaeTe COCTaB-
HbIX apTYMEHTOB, MOXETe CaMOCTOSITeJIbHO BbIOpaTh, B Kakoit hopme 3TO CoenaTh.
3T0 [eno BKyca. S 06bIYHO MMPeAMoYMTa0 CJIOBApH, HO B KHUTe UCIO/b3YI0 06a Ba-
pHUaHTa.

HACTPOMKA BA3bl JAHHBIX

Korpaa cpena Django neiticTByeT B pexxuMe 1151 pa3paboTKM, B KauecTBe 6a3bl JaHHBIX
oHa ucronb3dyet SQLite. B arom ciydae cozmaetcst ¢aitn 6a3bl JaHHbBIX, €CIU TAKO-
BOTO He CYILleCTBYeT.

YToO6bl 3a/1€MICTBOBATh CUCTEMY yIIpaB/leHusl 6a3aMiu JAHHBIX, TaKyl0 Kak Post-
gres, CHauajaa HYXHO c03[aTh 6a3y AaHHbIX BHYTpM Postgres, a 3aTeM Y4YeTHYIO
3aI1Ch [TO/Tb30BaTe/Is1, BlaAelolero 6a3oi JaHHbIX. UyTh [103)ke Mbl HacTpouM Mez-
zanine, UCIO/b3Ysl JAHHbIE 3TOTO M10J1b30BaTeIS.

Ansible rmocraBasieTcs ¢ MOIyISIMU postgresql_user U postgresql_db ast cosganus
YUeTHBIX 3amumceit mosb3oBaTeseit u 6a3 JaHHbIX BHYTpU Postgres. B mpumepe 6.14
MOKa3aHo, KakK MOJb30BaTbCS STUMU MOAY/ISIMU B CLIEHApUSIX.

Mpumep 6.14 < Co3naHne H6a3bl AaHHbBIX M NONb30BATENS

- name: create project locale
locale_gen: name={{ locale }}
become: True

- name: create a DB user
postgresql_user:
name: "{{ database_user }}"
password: "{{ db_pass }}"
become: True
become_user: postgres

- name: create the database

postgresql_db:
name: "{{ database_name }}"
owner: "{{ database_user }}"
encoding: UTF8
lc_ctype: "{{ locale }}"
lc_collate: "{{ locale }}"
template: templated

become: True

become_user: postgres

O6paTuTe BHMMaHMe Ha BbIpaxkeHus become: True U become_user: postgres B ABYX
nocnenHux 3agavax. Korga BeimonHsiercs ycraHoBka Postgres B Ubuntu, B ee mpo-
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Liecce CO3JaeTcs IMoJb30BaTe/lb C UMEHeM postgres, 00J1agaloInii TPUBUIETUIMU
aIMMHUCTpaTOpa OJs AAHHOM ycTaHOBKU. OTMeTbTe TakXke, UTO MO YMOJYaAHUIO
M0JIb30BaTeNb oot He obsafgaeT NMpMBUIIETUSMUM agMuHKUCTpaTopa B Postgres. Ilo
3TOI NMpUUMHE HeOoOXOOMMO BBIMOJHUTbL KOMaHIy become mjs1 rmosnb3oBaTens Post-
gres B CLIeHapuM, YTOOBI BHITTOMHATH aAMUHUCTPAaTUBHbBIE 3a/1aUM, TAKME KaK CO3/a-
HUe Mojib30BaTeseit 1 6a3 JaHHbIX.

[Tpu co3maHmm 6a3bl JAHHBIX Mbl YyCTaHaBAMBaeM KOAUPOBKY (UTF8) 1 onpeaens-
€M permMoHabHble HaCTPOMKU (LC_CTYPE, LC_COLLATE) msist 6a3bl gaHHbIX. [I0OCKONIBKY
B CLIeHap1u ONpeaesioTCs perMoHalbHble HACTPOMKM, Mbl UCITIOJIb30Ba/IM 11a6/I0H
template0'.

Co30AHME DAWNA LOCAL_SETTINGS.PY U3 LWWAB/IOHA

Bce HacTpoiiku mpoekta Django mo/pKHbI HAaXoaAUTbCs B daitne settings.py. Mezza-
nine, ciefys 0611eMy MpaBuily, pa3duBaeT UX Ha JB€ TPYIIIbI:

O HacTpo¥KH, OOMHAKOBbIE [J151 BCEX YCTAHOBOK (Settings.py);

O HacTpoMKH, U3MEHSIOLIMECS OT YCTaHOBKM K ycTaHOBKe (local_settings.py).

MpbI onpeienniv HaCTPOMKMU, HeM3MeHHbIe J1/1Sl BCeX YCTaHOBOK, B daiine settings.
Py, B peno3uTopuu NnpoekTa. Bl HaiigeTe 3TOT Qaiin no agpecy: http;//bit.ly/2jaw4zf.

daitn settings.py comepxxut Ko Ha Python, kotopslit 3arpyxkaet daitn local_set-
tings.py C HaCTpOMKaMM, 3aBUCSILIMMU OT yCTaHOBKU. Daiin .gitignore HaCTPOEH Tak,
yTOobObI UTHOPUPOBATH local settings.py, MOTOMY UTO pa3pabOTUMKKU YACTO CO3AIOT
CBOM Bepcuu 3Toro daitsa ¢ HaCTPOIKaMU JJ1sl UX OKPY)XKeHU pa3paboTKHu.

HamM Toske HY>XHO co3aaTb ¢aitn local_settings.py v BBITPY3UTb €ro Ha yaajieHHbIN
xocT. B npumepe 6.15 npuBoauTcs mabnoH Jinja2, KOTOPbIA Mbl UCTIOIb3YEM.

Mpumep 6.15 < local_settings.py.j2
from _ future__ import unicode_literals

SECRET_KEY = "{{ secret_key }}"
NEVERCACHE_KEY = "{{ nevercache_key }}"
ALLOWED_HOSTS = [{% for domain in domains %}"{{ domain }}",{% endfor %}]

DATABASES = {
"default": {
# MoxeT 3aBepuaTocA "postgresql_psycopg2", "mysql", "sqlite3" uam "oracle".
"ENGINE": "django.db.backends.postgresql_psycopg2",
# WMa BJl uam nyTe K dainy BJl, ecnm ucnonb3yetca sqlite3.
"NAME": "{{ proj_name }}",
# He ucnonb3yetca ¢ sqlite3.
"USER": "{{ proj_name }}",
# He ucnonb3yeTca ¢ sqlite3.
"PASSWORD": "{{ db_pass }}",

! 3a6onee mogpobHoit MHPOpMauye o abdaoHax 6a3 JaHHbIX obpalaiTech K JOKyMeHTa-
uuy Postgres: http://bit.ly/1FSAYpN.
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# JINR NOKANbHOrO XOCTA MOXHO YK33aTb NYCTyWw CTPOKY. He ucnonb3yetcs ¢ sqlite3.
"HOST": "127.0.0.1",

# MNycTaa CTPOK3 COOTBETCTBYeT NOPTY NO yMon4aHuw. He ucnonb3yetcs ¢ sqglite3.
"PORT": "",

}

SECURE_PROXY_SSL_HEADER = ("HTTP_X_FORWARDED_PROTOCOL", "https")
CACHE_MIDDLEWARE_SECONDS = 60

CACHE_MIDDLEWARE_KEY_PREFIX = "{{ proj_name }}"

CACHES = {
"default": {
"BACKEND": "django.core.cache.backends.memcached.MemcachedCache",
"LOCATION": "127.0.0.1:11211",

}
SESSION_ENGINE = "django.contrib.sessions.backends.cache"

Bonbiuas yacTb 3TOro wabnoHa mpocta U MoHsATHa. OH UCMOAb3yeT CUHTAKCUC
{{ variable }} onsa BCTaBKM 3HAUE€HUI MepeMEeHHbIX, TAKUX KaK secret_key, never-
cache_key, proj_name u db_pass. EmuMHCTBeHHass HeoueBUIHas Belllb — 3TO CTPOKA,
NpuBeAeHHas B npumepe 6.16:

Mpumep 6.16 < MNcnonb3oBaHue uukna for B wabnoxe Jinja2
ALLOWED_HOSTS = [{% for domain in domains %}"{{ domain }}",{% endfor %}]

Ecnn BepHYTbCS K ONpeaeneHnIo nepeMeHHOM, MOXXHO YBUAETb, UTO [IepeMeHHas
domains ompeneneHa Tak:

domains:
- 192.168.33.10.xip. 10
- www.192.168.33.10.xip.10

CucreMa Mezzanine 6yneT oTBeuaTb TOJIbKO Ha 3aMpochl K cepBepam, Nepeyuc-
JIeHHbIM B CITMCKe B nepemMeHHo domains, B Halem ciayuae http://192.168.33.10.xip.
ion http://www.192.168.33.10.xip.io. Eciu B Mezzanine mocTynur 3arnpoc K pyromy
XOCTY, caiiT BepHeT ounbKy «Bad Request (400)».

HaMm HyXHO, YTOGBI 3Ta CTPOKA B CreHePUPOBAaHHOM ¢aiijie BbIrsAeNa TaK:

ALLOWED_HOSTS = ["192.168.33.10.xip.10", "www.192.168.33.10.xip.10"]

1 3TOro MOXHO MCMOAb30BaTh UMK for, Kak MOKa3aHo B npumepe 6.16. Ho
obpaTuTe BHMMaHMe, YTO pe3ylbTaT MOJy4yaeTcsl He COBCEM TOT, KOTOPOTO MbI J10-
61BaeMcsl, — MOJy4aloLascs CTPOKA COAEPXXUT 3aBepIIAIOLLYIO 3aMATYIO:

ALLOWED_HOSTS = ["192.168.33.10.xip.10", "www.192.168.33.10.xip.10",]

OnHako Python BmosHe ycTpauBaeT HaluMuue 3aBepliaolleil 3ansaToi B CIIUCKe,
M Mbl MOX€M OCTaBUTb BCE, KaK eCTb.



Pa3sepTbiBaHre Mezzanine ¢ nomousio Ansible * 123

Yro Takoe xip.io?

BeposTHO, Bbl 3aMeTUNK, YTO MUCNONb3YEMbIE AOMEHHbIE UMEHA BbIMSAAT HEMHOMO
cTpaHHo: 192.168.33.10.xip.io u www.192.168.33.10.xip.io. OHX BKNtOYatoT Takxke |P-
appeca.

Mepexons Ha caiT, Bbl MpaKTUYECKU BCErna BBOAMTE B afpecHyl CTpoky 6payse-
pa LOMeHHOe uMs, HanpuMmep http//www.ansiblebook.com, BMecto ero IP-agpeca
http,/7151.101.192.133. Korga Mbl CO34aeM CueHapuii pa3BepTbiBaHMa Mezzanine
B Vagrant, Mbl JO/MKHbI HACTPOUTL LOCTYMNHbIE UMEHA UAU LOMEHHbIE UMEHa.
MpobneMa 3akntouaeTcs B TOM, 4TO Y Hac HeT DNS-3anucu, otobpaxarowen ums sup-
TyanbHOW MawwHbl Vagrant B IP-agpec (B Hawem cnyyae 192.168.33.10). Huuto He
mewaeT HaM co3aaTb DNS-3anuce. Hanpumep, MoxHo co3pate DNS-3anuce mezzanine-
internal.ansiblebook.com, yka3sbiBatowyto Ha 192.168.33.10.

OpnHako, uTobbl co3gate DNS-uMS, koTOpoe paspewaeTca B onpegeneHHbin IP-aapec,
MOXHO BOCNOAb30BaThCA YA06HOM cnyxboi xip.io. OHa npegoctasnseTcs 6ecnnatHo,
W HaM He NpuaeTcs co3aasatb cobcTBeHHbIX DNS-3anucen. Ecan AAA.BBB.CCC.DDD - 310
IP-appec, Torna AAA.BBB.CCC.DDD.xip.io — 310 DNS-3anucb, pa3pewarowasnca 8 agpec
AAA.BBB.CCC.DDD. Hanpumep, 192.168.33.10.xip.io pa3pewaetcs B 192.168.33.10.
Kpome Toro, www.192.168.33.10.xip.io Takxe pa3pewaeTtcs B 192.168.33.10.

MHe kaxeTcsi, Xip.i0 — OYeHb YAOOHLIM WMHCTPYMEHT [NS pasBepTbiBaHWs Beb-
NPUNOXEHUIM C 3aKpbiTbiMK IP-anpecamu ¢ uensto TectpoBaHus. C opyron CTOPOHbI,
Bbl MOXKeTe NpocTo Ao6aBuTb 3anucu B dain /etc/hosts Ha NOKaNbHOW MawuHe. ITOT
npuem byneT paboTaTb faxe B OTCYTCTBME NOAKAKHYEHUS K UHTEPHETY.

PaccmoTpum cuHTakceuc uukia for B Jinja2. Utobsl 6b110 yI0OHEE, pa300beM €ro
Ha HeCKOJIbKO CTPOK:

ALLOWED_HOSTS = [
{% for domain in domains %}
"{{ domain }}",
{% endfor %}

CreHepupoBaHHbIi daitn KoHUrypaimu, Bce eliie KOPPEKTHDIN C TOUKYU 3peHUs]
Python, 6yzeT BbIIsIgeTh, KaK OKa3aHO HUXKeE:

ALLOWED_HOSTS = [
"192.168.33.10.xip.10",
"www.192.168.33.10.xip.10",

]

O6paTuTe BHMMaHue, YTO UMUK for LOJKEH 3aBepLiaThCs BbIpaxkeHUeM {% end-
for %}. Takske oTMeTbTe, UTO MHCTPYKLMU for U endfor 3aK/II0UEHDBI B ONIEpaTOPHBIE
cKOOKM {% %}. OHM OT/IMYAIOTCS OT CKOOOK {{ }}, KOTOpbIE MbI UCTIOIb3YyEM AJI51 TIOJ-
CTaHOBKU [IepEMEHHBIX.

Bce nepeMeHHble U ¢daKThl, 3alaHHbIE B CLIEHAPUM, JOCTYIIHbI BHYTPH LiabsoHa
Jinja2, To ecTb HEeT HEOHXOAMMOCTH SIBHO €peaBaTh epeMeHHbIE B 111a6JI0H.



124 <+ Pa3ssepTeiBaHve Mezzanine ¢ noMowsio Ansible

BbINONHEHWE KOMAHA, DJANGO-MANAGE

[MpunoxkeHus Django UConb3yoT 0coObIi cLieHapuit manage.py (http://bit.ly/2iica5a)
JlJISI BBITTOJIHEHUS CIeAYIOIUX alMUHUCTPATUBHbIX T€ACTBUIA:

Q co3maHus Tabnul B 6ase JaHHbLIX;

Q BbINOTHEHUSI MUTpaLIUii 633 TaHHBIX;

Q 3arpysku HauyaJbHbIX JAaHHBIX B 6a3y u3 daitna;

Q 3anucy JaHHBIX U3 6a3bl B aiin;

QO KOmMpOBaHMUS CTATUUYECKUX TAHHBIX B COOTBETCTBYIOLIMIA KaTaJIOr.

B nomnonHeHMe K BCTPOEHHBIM KOMaHIaM, KOTOpble MoAAepXuBaeT mandage.py,
npunoxkeHust Django MoryT go6aBisiTb CBOM KOMaHAbl. Mezzanine, Harrpumep, 10-
6aBJIsIeT CBOI KOMaHIy createdb, KOTOpasi UCIIOAb3YeTCS I/1s1 TPYBeIeHUs 6a3bl JaH-
HbIX B UCXOIOHOE COCTOSIHME U KOIMMPOBAHUS CTaTUYECKMX PECYPCOB B HajlJIexallee
mecto. OduimanbHble ciieHapuu Fabric mogoepXuBaT aHaIOTUYHbIE JeACTBUS :

$ manage.py createdb --noinput --nodata

B cocraB Ansible BxoguT momysib django_manage, KOTOPBIA 3aMycKaeT KOMaH.Ibl
manage.py. Mbl MOXXeM MUCITOJIb30BaTh €ro TakK:

- name: initialize the database
django_manage:
command: createdb --noinput --nodata

app_path: "{{ proj_path }}"
virtualenv: "{{ venv_path }}"

K coxkaneHuio, KomaHaa createdb, KoTopylo no6aBnseT Mezzanine, He sIBAsSIeTCS
UAEMIIOTEHTHOM. [IpM MOBTOPHOM 3aIyCcKe OHa 3aBEPILUTCS OUMOKON !

TASK: [initialize the database] *rwakkkkkskdkohkkskkok ko kkodkkkk ek ke ko k ok
failed: [web] => {"cmd": "python manage.py createdb --noinput --nodata", "failed"
: true, "path": "/home/vagrant/mezzanine_example/bin:/usr/local/sbin:/usr/local/b
in:/usr/sbin: Jusr/bin:/sbin:/bin:/usr/games:/usr/local/games", "state": "absent"
, "syspath": ["", "/usr/lib/python2.7", "/usr/lib/python2.7/plat-x86_64-1inux-gnu
", "Jusr/lib/python2.7/1ib-tk", "/usr/lib/python2.7/1ib-old", "/usr/lib/python2.7
/lib-dynload", "/usr/local/lib/python2.7/dist-packages", "/usr/lib/python2.7/dist
-packages"]}

msg:

:stderr: CommandError: Database already created, you probably want the syncdb or

migrate command

K cuactpio, KoMaHaa createdb 3KBMBameHTHA OBYM UOEMIIOTEHTHbBIM BCTPOEH-
HbIM KOMdHIaM M3 manage.py:

migrate
Cosnaet 1 06HOBJET TabMUIBI 6a3bl JAHHBIX IJ11 Mogesnel Django.

collectstatic
Konupyet ctaTuyeckue peCcypcChl B HaJJjexxale KaTaaoru.
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MCI‘IOIIb3yH 3TN KOMaHbl, MOXXHO peaJin30BaTb UAEMIIOTEHTHYIO 3aaauy:

- name: apply migrations to create the database, collect static content
django_manage:
command: "{{ item }}"
app_path: "{{ proj_path }}"
virtualenv: "{{ venv_path }}"
with_items:
- syncdb
- collectstatic

3ANYCK CBOUX CLLEHAPUEB HA PYTHON
B KOHTEKCTE NPUNOXEHUS

s MHUUManM3auuy Hallero MpuIokKeHUsT HeobXoAMMO BHECTM IBa U3MEHEHUS
B 6a3y JaHHbIX:

1. Cosmatb 06bekT Momenu Site (http://bit.ly/2hYWztG), comepxkammit JoOMeHHOe

uMms caitta (B Haiem ciaydae 192.168.33.10.xip.io).

2. 3apaTb MMS MOJIb30BaTe/Is C TpaBaMM aAMUHUCTPATOPA U MApOb.

HecmoTps Ha TO UTO BCe 3TO MOXHO CAe/1aTh C MOMOLLbI0 MPOCThiX SQL-KOMaHz,
0OBbIYHO 3TO AenaeTcs M3 Koaa Ha Python. IMeHHO Tak peliaroT 3Ty 3aady ClieHa-
pun Fabric B Mezzanine, 1 Mbl TOKe MOeM 3TUM ITyTEM.

3mech eCTh Ba MOABOAHBIX KaMHs. CuueHapuu Ha Python momkHbI 3amyckaTbes
B KOHTEKCTE CO3JaHHOT0 U30JMPOBAHHOTO OKPY)XXeHUsl, U OKpykeHMe Python momx-
HO GbITb HACTPOEHO TaK, YTOObI CLIeHapUit UMITOPTUPOBa (aitn settings.py u3 Kata-
Jiora ~/mezzanine/mezzanine_example/mezzanine_example.

Korma MHe TpebyeTcsl BbIMOIHUTHL CBOM Kon Ha Python, s muury cBoit Mogy/b
st Ansible. OmHaKo, HaCKOJIbKO 51 3Ha0, Ansible He MO3BoJIsIET 3aMTyCKaTh MOIY/IN
B KOHTeKcTe virtualenv. [To3ToMy faHHbI! BApMaHT UCKTIOUAETCS.

BMecTo 3TOro s1 BOCIOJIb30Bajacss ModyneM script. OH KonmupyeTcsl MoBepx He-
CTAHAAPTHOrO CLieHapHs M BBIMOMHSIET ero. 5 Hamucan gBa clieHapus: OOUH — IS
co3maHus 3amucu Site, Opyroit — s CO3MaHMs YYETHON 3arucu IMoab30BaTess
C MpaBaMy agMMHUCTpPATOpa.

Bpl MmoxxeTe rnepefgaBaTb apryMeHTbl MOAY/I0 sCript uepe3 KOMaHAHYK CTPOKY
M aHanM3upoBaTh UX. Ho s pelinst mepenath apryMeHThI Uyepe3 repeMeHHbIe OKpY-
>KeHUs1. MHe He XO0TeJIoCh ITepeiaBaTh Mapojn Yepe3 KOMaHAYK CTPOKY (MX MOXHO
YBUIIETb B CIIMCKE MPOLIECCOB, KOTOPbIf BBIBOAUT KOMaHa ps), a KpOMe TOro, rnepe-
MeHHbIe CpeJbl Jierye poaHaaM3upoBaTh B CLIEHAPUSIX, Y4eM apryMeHTbl KOMaH[-
HOM CTPOKMU.

O Ansible no3BonseT yctaHaBNuBaTb NEPEMEHHbIE CPeAbl NOCPEACTBOM BbIpaXeHus environ-
ment, KOTOPOE NPUHUMAET CNOBaPb C UMEHAMU U 3HAUEHUSMU NEPEMEHHbIX OKPYXeHUS. Bbi-
paxeHue environment MOXHO A06aBUTL B NOOYIO 3aaauy, eCnu 3TO He script.
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JJ1s 3amycka ClieHapueB B KOHTEKCTe M30JIMPOBAHHOIO OKPYXeHus virtualenv
TaKXXe HeobXOAMMO YCTAHOBMUTb MepeMeHHYI0 path, 4YTOObI MepBbIiA HageHHbIN
BBINOJIHSIEMBIIf cLieHapuit Ha Python oka3sasncs BHyTpu virtualenv. B npumepe 6.17
MoKa3saH NpuMep 3arycka AByX CLieHapueB.

Mpumep 6.17 < Wcnonb3oBaHue Moaynsa script Ana 3anycka koaa Ha Python

- name: set the site id
script: scripts/setsite.py
environment:
PATH: "{{ venv_path }}/bin"
PROJECT_DIR: "{{ proj_path }}"
PROJECT_APP: "{{ proj_app }}"
WEBSITE_DOMAIN: "{{ live_hostname }}"

- name: set the admin password
script: scripts/setadmin.py
environment:
PATH: "{{ venv_path }}/bin"
PROJECT_DIR: "{{ proj_path }}"
PROJECT_APP: "{{ proj_app }}"
ADMIN_PASSWORD: "{{ admin_pass }}"

Camu cueHapuy NpmMBOASTCS B npumepax 6.18 u 6.19. 4 nomecTtun ux B kataaor
scripts.

Mpumep 6.18 <+ scripts/setsite.py

#!/usr/bin/env python

# CueHapui HACTpauBaeT AOMeH CaWTa

# NpepnonaraeTcA HanMuue TPeX NEepeMeHHbiX OKPYXEHWR

#

# WEBSITE_DOMAIN: pomeH canTa (Hanpumep, www.example.com)
# PROJECT_DIR: KopHEBOW KaTanor npoekTa

# PROJECT_APP: MMA NpoeKTa NpuUNOXeHWUA

import os

import sys

# [o6aBnuTb NyTb K KATanory NpoeKTa B nepeMeHHylw OKpyxeHus PATH
proj_dir = os.path.expanduser(os.environ['PROJECT_DIR'])
sys.path.append(proj_dir)

proj_app = os.environ['PROJECT_APP']
os.environ['DJANGO_SETTINGS_MODULE'] = proj_app + '.settings'
import django

django.setup()

from django.conf import settings

from django.contrib.sites.models import Site

domain = os.environ[ 'WEBSITE_DOMAIN']
Site.objects.filter(id=settings.SITE_ID).update(domain=domain)
Site.objects.get_or_create(domain=domain)
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Mpumep 6.19 < scripts/setadmin.py

#!/usr/bin/env python

# CueHapuit H3CTPaMBAET Y4YETHYW 33NUCb IAMMHUCTPATOPA
# NpepnonaraeTca HanMyMe TPEX NEPEMEHHBIX OKPYXEHWUA

#

# PROJECT_DIR: katanor npoekta (Hanpumep, ~/projname)
# PROJECT_APP: WMAa npoekTa NpuUnoXeHus

# ADMIN_PASSWORD: naponb 3AMMHUCTPATOPA

import os

import sys

# [lo6aBuTb NyTb K KAaTanory npoekTa B NepemMeHHyW okpyxeuus PATH
proj_dir = os.path.expanduser(os.environ['PROJECT_DIR'])
sys.path.append(proj_dir)

proj_app = os.environ['PROJECT_APP']

os.environ[ 'DJANGO_SETTINGS_MODULE'] = proj_app + '.settings'
import django

django.setup()

from django.contrib.auth import get_user_model

114 | Chapter 6: Deploying Mezzanine with Ansible
User = get_user_model()

u, _ = User.objects.get_or_create(username='admin')
u.is_staff = u.is_superuser = True
u.set_password(os.environ[ 'ADMIN_PASSWORD'])
u.save()

HacTtpoiika koHpurypaumoHHbix ¢painoB cnyx6é

Hanee HacTpouM KOHUrypaumoHHslit dain ais Gunicorn (cepBepa NpUIOKeHUR),
Nginx (Be6-cepBepa) 1 Supervisor (AucreT4yep MpoLeccoB), KaK MOKa3aHo B IpuUMe-
pe 6.20. [lla6noH daitna koHdurypauum aas Gunicorn npMBoAUTCS B IpuMepe 6.22,
a mra6soH daina KoHburypauuu aas Supervisor — B mpumepe 6.23

Mpumep 6.20 < Hacrpovika dainnos kKoHOUrypaLum
- name: set the gunicorn config file
template:
src: templates/gunicorn.conf.py.j2
dest: "{{ proj_path }}/gunicorn.conf.py"

- name: set the supervisor config file
template:
src: templates/supervisor.conf.j2
dest: /etc/supervisor/conf.d/mezzanine.conf
become: True
notify: restart supervisor

- name: set the nginx config file
template:
src: templates/nginx.conf.j2
dest: /etc/nginx/sites-available/mezzanine.conf
notify: restart nginx
become: True



128 <« Passeptbisanue Mezzanine ¢ noMowblo Ansible

Bo Bcex Tpex cinydasx daitibl KOHGUTypaLyy reHepupyoTcs U3 wabnoHoB. [Tpo-
yeccs! Supervisor u Nginx 3amyckarTcsi ¢ TPUBUIETUSIMU TT0Ib30BaTeNs 100t (XOTSI
OHU TYT K€ U MIOHIKAIOT CBOU IIPUBUIIETMMU), TOITOMY HYKHO BbITTOTHUTb KOMaHIy
sudo, YTOOBI MOMYYUTD MTPABO HA AOCTYI K (aitiaM KoHPUTrypauuu.

Ecnu daitn kondurypauuu Supervisor usmenurcs, Ansible sanmycrur o6paboTumk
restart supervisor. Eciu usmenurcs daitn konpurypauum Nginx, Ansible samycrur
00paboTUMK restart nginx, Kak MOKa3aHo B mpuMepe 621.

Mpumep 6.21 < Ob6paboTunku

handlers:
- name: restart supervisor
supervisorctl: name=gunicorn_mezzanine state=restarted
sudo: True

- name: restart nginx
service: name=nginx state=restarted
sudo: True

Mpumep 6.22 < templates/gunicorn.conf.py.j2

from __future__ import unicode_literals
import multiprocessing

bind = "127.0.0.1:{{ gunicorn_port }}"
workers = multiprocessing.cpu_count() * 2 + 1
loglevel = "error"

proc_name = "{{ proj_name }}"

Mpumep 6.23 <+ templates/supervisor.conf.j2

[program:{{ gunicorn_procname }}]

command={{ venv_path }}/bin/gunicorn -c gunicorn.conf.py -p gunicorn.pid \
{{ proj_app }}.wsgi:application

directory={{ proj_path }}

user={{ user }}

autostart=true

stdout_logfile = /home/{{ user }}/logs/{{ proj_name }}_supervisor

autorestart=true

redirect_stderr=true

environment=LANG="{{ locale }}",LC_ALL="{{ locale }}",LC_LANG="{{ locale }}"

B npumepe 6.24 NpUBOAUTCS €IUHCTBEHHbINA 1IA6/I0H, B KOTOPOM UCITO/b3YeTCs
JIOIMOHUTENbHAS JIOTMKa (KpOMe MOACTAaHOBKM MepeMeHHbIX). OH OCHOBAaH Ha Jio-
r'MKe BBINOJHEeHUS T10 YCJIOBUIO — eIy nepeMeHHas tls_enabled uMeeT 3HaueHue
true, BBIMTOJTHSIETCS BKIOUeHMe mogaepykky TLS. B ura6ioHe TaM M CSIM MOKHO YBU-
JIeTb orepaTopsl if, HarIpumep:

{% if tls_enabled %}

{% endif %}
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B HeM TaKKe UCIONb3yeTCss GUALTP join:
server_name {{ domains|join(", ") }};

3ToT pparMeHT Kofa OXKMUIAET, UTO NepeMeHHasi domains ComepskuT crmcok. OH
CreHepupyeT CTPOKY C 37IeMeHTaMu M3 domains, TIEPeUMCINB UX yUepes3 3amaTyio.
B Hauem ciyyae cmucok domains onpeeneH Tak:

domains:
- 192.168.33.10.xip. 10
- www.192.168.33.10.xip. 10

IMocne npumeHeHMUs L1ab0HA MOJYYaeM CleIylolee:

server_name 192.168.33.10.xip.10, www.192.168.33.10.xip.10;

Mpumep 6.24 < templates/nginx.conf.j2
upstream {{ proj_name }} {
server unix:{{ proj_path }}/gunicorn.sock fail_timeout=0;

}

server {
listen 80;

{% if tls_enabled %}

listen 443 ssl;

{% endif %}

server_name {{ domains|join(", ") }};
client_max_body_size 10M;
keepalive_timeout 15;

{% if tls_enabled %}

ssl_certificate conf/{{ proj_name }}.crt;

ssl_certificate_key conf/{{ proj_name }}.key;

ssl_session_cache shared:SSL:10m;

ssl_session_timeout 10m;

# 3nemeHT ssl_ciphers camwkoMm AnuHHbIA, 4TOGb NOKA3aTb €ro UENUMKoM B KHUre
# (M. https://github.com/ansiblebook/ansiblebook

# ch06/playbooks/templates/nginx.conf.j2

ssl_prefer_server_ciphers on;

{% endif %}

location / {
proxy_redirect of f;
proxy_set_header Host Shost;
proxy_set_header X-Real-IP $remote_addr;
proxy_set_header X-Forwarded-For $proxy_add_x_forwarded_for;
proxy_set_header X-Forwarded-Protocol $scheme;
proxy_pass http://{{ proj_name }};

}

location /static/ {
root {{ proj_path }};
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access_log off;
log_not_found off;
}
location /robots.txt {
root {{ proj_path }}/static;
access_log of f;
log_not_found off;
}
location /favicon.ico {
root {{ proj_path }}/static/img;
access_log off;
log_not_found off;
}

AxTvBAUMS KOHOUIYPALMK NGINX

IMo cornaieHusIM, MIPUHATHIM A5 daitnoB KoHburypaumum Ngink, OHM TODKHBI I10-
MellaTbCsl B KaTajor /etc/nginx/sites-available 1 akTUBMPOBATHCSI CUMBOIMYECKOM
CCBUJIKO¥ B KaTasor /etc/nginx/sites-enabled.

CueHapuu Fabric Mezzanine mpocTo KomupyiT ¢daitn KoHpUrypaummu Hemo-
CpeACTBEHHO B sites-enabled. Ho s cobupatoch OTKIOHUTBCS OT Cr1ocoba, MpUHSITOro
B Mezzanine, 1 UCIIONb30BaTh MOAYb file /51 CO3MaHUS CUMBOJIMYECKOM CChUIKMU,
Taxke HY>KHO yaanuTb daiin KoHpuUrypaumuu, KOTopblif co3gaet naket Nginx B /etc/
nginx/sites-enabled/default.

Kak rmoka3saHo B mpumepe 6.25, s1 uCrosnb30Baja Moayib file, 4TO6BI CO3aTh CUM-
BOJIMYECKYIO CCHIJIKY M YOAIUTb KOHPUrypauMOHHbIN ¢aita Mo yMOoI4YaHuio. ITOT
MOAY/b yA0OHO UCIOAb30BATh JISI CO3JaHMsI KaTalIOrOB, CUMBOJIUYECKUX CChUIOK
M nycThiX (aitnoB; ynanenus ¢aitios, KaTaJoOroB M CUMBOIMUYECKUX CCIIOK; U IJ1s1
HAaCTPOMKM CBOMCTB, TAKUX KaK pa3pellieHus] U TPUHAAJIEXXHOCTD.

Mpumep 6.25 < AkTuBaums koHdurypauum Nginx
- name: enable the nginx config file
file:
src: [/etc/nginx/sites-available/mezzanine.conf
dest: /etc/nginx/sites-enabled/mezzanine.conf
state: link
become: True

- name: remove the default nginx config file
file: path=/etc/nginx/sites-enabled/default state=absent
notify: restart nginx
become: True

YcraHoBka ceptudukaros TLS

B HaumeM cueHapuu ornpepensieTcsi nmepemeHHas tls_enabled. Eciy oHa monyyaer
3HaueHue true, CLieHapui1 ycTaHOBUT cepTudukaTthl TLS. B Hallem npumepe mMbl UC-
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MoJib3yeM CaMOIIOANMCaHHbIN cepTudUKAT, MTOITOMY CLieHapuii co3aacT cepTudu-
KaT, eC/iM OH He CylIecTBYeT.

B ycnoBusix mpoMbILIZIeHHOM 3KCIUTyaTaliMyM Heo6XoaMMo CKONMPOBATh CYLeCT-
ByolINit ceptudukaT TLS, KOTOpBIi Bbl OAYYMIM OT LIEHTPA CePTUPUKALINN.

B npumepe 6.26 npeacrasneHbl ABe 3a1a4M, KOTOpble BOB/IeUEeHbI B [IPOLIECC Ha-
cTpoiiku ceptudukaros TLS. Moayns file ucnonb3yercsi, yToObl Mpu HEOOXOAUMO-
CTH co3aaTh Karanor s ceprucdukaros TLS.

Mpumep 6.26 < YcraHoska ceptudukatos TLS

- name: ensure config path exists
file: path=({ conf_path }} state=directory
sudo: True
when: tls_enabled

- name: create tls certificates

command: >
openssl req -new -x509 -nodes -out {{ proj_name }}.crt
-keyout {{ proj_name }}.key -subj '/CN={{ domains[0] }}' -days 3650
chdir={{ conf_path }}
creates={{ conf_path }}/{{ proj_name }}.crt

sudo: True

when: tls_enabled

notify: restart nginx

06paTMT€ BHMMaHUe, 4YyTo obe 3agauyM CogepXXaT BbIpaXeHue:
when: tls_enabled

Ecnu 3HaueHue tls_enabled paBHO false, Ansible mponycTuT 3amauy.

B Ansible HeT moaynei s cosganus ceptudukatos TLS, moaToMy nmpuxoauTcs
MCIIONb30BaTh MOAY/b command M C ero MOMOILbIO 3aITyCKaTb KOMaHAbl openssl /s
CO3JaHMs camonoANnucaHHoro ceptudukarta. [1ockoNbKy KOMaH/1a OYeHb JIMHHas,
MbI MCITOJIb3yeM BO3MOXHOCTb CBePTKM CTPOK B YAML (nmoapo6HocTH cM. B paszgene
«O6beayHeHMe CTPOK» B I1aBe 2), YTOObI pa36MUTh KOMaHIy Ha HECKOIbKO CTPOK.

[lBe CTpOKM B KOHLIe KOMaHAbl COAEPXKAT AOMOTHUTE/NbHbIE TapaMeTpbl, Iepe-
naBaeMble Moaynr. OHM He NepefarTCs B KOMaHIHYIO CTPOKY.

chdir={{ conf_path }}
creates={{ conf_path }}/{{ proj_name }}.crt

[lapameTtp chdir M3meHsieT KaTajor nepej 3alyCcKoM KomaH[bl. [lapamerTp cre-
ates obecneunBaeT UAEMIIOTEHTHOCTb — Ansible cHayana npoBeput Hanuuue daitna
{{ conf_path }}/{{ proj_name }}.crt Ha XOCTe M, €C/I1 OH CYLIECTBYeT, IIPOMYCTUT ITY
3agavy.

YCTAHOBKA 3A0AHMS CRON ANl TWITTER

Ecny BBIMOAHUTD KOMaHAY manage.py poll_twitter, Mezzanine u3BieyeT TBUTHI U3
HACTPOEHHbIX YUETHbIX 3aMuceil ¥ MOMeCTUT UX Ha JOMalIHW cTpaHuly. CueHa-
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puu Fabric, nocrasnsiemble ¢ Mezzanine, nogaep>XuBaoT aKTyalbHOCTb COOOILEH M
C MOMOLbIO 3aaHUSI Cron, KOTOPOEe BbI3bIBAETCS Kakable MSITh MUHYT.

Ecnu B TOYHOCTU cemoBaTh 3a cueHapusimy Fabric, Mbl JO/KHBI CKOMMPOBATh
cueHapuit ¢ 3aaHueM cron B KaTtajor /etc/cron.d. [11s1 3TOro MOXHO 6bI UCIIOB30-
BaTb MOIY/b template, HO B cocTaB Ansible BXoguT Momy/b cron, KOTOPbIN MO3BOJISIET
CO37aBaTh M yAAAATh 3alaHMS cron, YTO, Ha MOt B3I/s, 6onee u3siHO. B npume-
pe 6.27 npeacraBiieHa 3a/ia4a, KOTOpasi yCTaHaB/AMBaeT 3aJlaHMe cron.

Mpumep 6.27 <+ YcTaHOBKA 3aAaHMA Cron ANs CUHXPOHU3auuu ¢ Twitter

- name: install poll twitter cron job
cron: name="poll twitter" minute="*/5" user={{ user }} job="{{ manage }} \
poll_twitter"

Ecnu BpyuyHylO0 MOAKIIOUMTBLCS K HacTpaMBaemoit MauivMHe no SSH, komaHAoi
crontab -1 MOXXHO y6eauTbCsl, UTO TpebyeMoe 3aJaHue IIPUCYTCTBYET B 0011IeM CITUC-
Ke. BOT Kak BCe 3TO BBIIJISIAUT Y MEHSI:

#Ansible: poll twitter
*[5 * * * * [home/vagrant/.virtualenvs/mezzanine_example/bin/python \
/home/vagrant/mezzanine/mezzanine_example/manage.py poll_twitter

O6paTuTe BHMMaHMe Ha KOMMEHTapuii B IepBoi CTpoKe. Biiarogaps TakMm KOM-
MeHTapusiM MOAY/b cron MOAAep>XXMUBaeT yaajeHue 3agaHui rno uMeHam. Cienylo-
as 3ajayva:

- name: remove cron job
cron: name="poll twitter" state=absent

BBI30BET MOJY/Ib Cron, KOTOPbIi OTHILET CTPOKY KOMMEHTApUSsI C YKa3aHHbIM UMe-
HeM U yIaIUT 3aJJaHue.

CUEHAPUIA LIEENIMKOM

B npumepe 6.28 npejacTaBieH MOMHbIN ClieHapuiit BO BCEM CBOEM BEIMKONIETUM.

Mpumep 6.28 < mezzanine.yml: cueHapUi LENUKOM
- name: Deploy mezzanine
hosts: web
vars:
user: "{{ ansible_user }}"
proj_app: mezzanine_example
proj_name: "{{ proj_app }}"
venv_home: "{{ ansible_env.HOME }}/.virtualenvs"
venv_path: "{{ venv_home }}/{{ proj_name }}"
proj_path: "{{ ansible_env.HOME }}/mezzanine/{{ proj_name }}
settings_path: "{{ proj_path }}/{{ proj_name }}"
reqs_path: requirements.txt
manage: "{{ python }} {{ proj_path }}/manage.py"
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live_hostname: 192.168.33.10.xip.10
domains:
- 192.168.33.10.xip. 10
- www,192.168.33.10.xip.10
repo_url: git@github.com:ansiblebook/mezzanine_example.git
locale: en_US.UTF-8
# NepemeHHble HUXe OTCYTCTBYWT B cueHapun fabfile.py ycTaHoskn Mezzanine
# Ho A pgobasun ux anA yaobctea
conf_path: /etc/nginx/conf
tls_enabled: True
python: "{{ venv_path }}/bin/python"
database_name: "{{ proj_name }}"
database_user: "{{ proj_name }}"
database_host: localhost
database_port: 5432
gunicorn_procname: gunicorn_mezzanine
num_workers: "multiprocessing.cpu_count() * 2 + 1"
vars_files:
- secrets.yml
tasks:
- name: install apt packages
apt: pkag={{ item }} update_cache=yes cache_valid_time=3600
become: True
with_items:
- git
- libjpeg-dev
- libpg-dev
- memcached
- nginx
postgresql
- python-dev
- python-pip
- python-psycopg2
- python-setuptools
- python-virtualenv
- supervisor
- name: create project path
file: path={{ proj_path }} state=directory
- name: create a logs directory
file:
path: "{{ ansible_env.HOME }}/logs"
state: directory
- name: check out the repository on the host
git: repo={{ repo_url }} dest={{ proj_path }} accept_hostkey=yes
- name: install Python requirements globally via pip
pip: name={{ item }} state=latest
with_items:
- pip
- virtualenv
- virtualenvwrapper
become: True

v
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- name: create project locale
locale_gen: name={{ locale }}
become: True
- name: create a DB user
postgresql_user:
name: "{{ database_user }}"
password: "{{ db_pass }}"
become: True
become_user: postgres
name: create the database
postgresql_db:
name: "{{ database_name }}"
owner: "{{ database_user }}"
encoding: UTF8
lc_ctype: "{{ locale }}"
lc_collate: "{{ locale }}"
template: templated
become: True
become_user: postgres
name: ensure config path exists
file: path={{ conf_path }} state=directory
become: True
name: create tls certificates
command: >
openssl req -new -x509 -nodes -out {{ proj_name }}.crt
-keyout {{ proj_name }}.key -subj '/CN={{ domains[0] }}' -days 3650
chdir={{ conf_path }}
creates={{ conf_path }}/{{ proj_name }}.crt
become: True
when: tls_enabled
notify: restart nginx
name: remove the default nginx config file
file: path=/etc/nginx/sites-enabled/default state=absent
notify: restart nginx
become: True
name: set the nginx config file
template:
src=templates/nginx.conf.j2
dest=/etc/nginx/sites-available/mezzanine.conf
notify: restart nginx
become: True
name: enable the nginx config file
file:
src: [etc/nginx/sites-available/mezzanine.conf
dest: /etc/nginx/sites-enabled/mezzanine.conf
state: link
become: True
notify: restart nginx
name: set the supervisor config file
template:
src=templates/supervisor.conf.j2

"
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dest=/etc/supervisor/conf.d/mezzanine.conf
become: True
notify: restart supervisor
name: install poll twitter cron job

cron:
name="poll twitter"
minute="*/5"

user={{ user }}
job="{{ manage }} poll_twitter"
name: set the gunicorn config file
template:
src=templates/gunicorn.conf.py. j2
dest={{ proj_path }}/gunicorn.conf.py
- name: generate the settings file
template:
src=templates/local_settings.py.j2
dest={{ settings_path }}/local_settings.py
- name: install requirements.txt
pip: requirements={{ proj_path }}/{{ reqs_path }} virtualenv={{ venv_path }}
- name: install required python packages
pip: name={{ item }} virtualenv={{ venv_path }}
with_items:
- gunicorn
- setproctitle
- psycopg?2
- django-compressor
- python-memcached
name: apply migrations to create the database, collect static content
django_manage:
command: "{{ item }}"
app_path: "{{ proj_path }}"
virtualenv: "{{ venv_path }}"
with_itenms:
- migrate
- collectstatic
- name: set the site id
script: scripts/setsite.py
environment:
PATH: "{{ venv_path }}/bin"
PROJECT_DIR: "{{ proj_path }}"
PROJECT_APP: "{{ proj_app }}"
WEBSITE_DOMAIN: "{{ live_hostname }}"
- name: set the admin password
script: scripts/setadmin.py
environment:
PATH: "{{ venv_path }}/bin"
PROJECT_DIR: "{{ proj_path }}"
PROJECT_APP: "{{ proj_app }}"
ADMIN_PASSWORD: "{{ admin_pass }}"
handlers:
- name: restart supervisor

"



136 <« PasseprbiBaHue Mezzanine ¢ nomowbio Ansible

supervisorctl: "name={{ gunicorn_procname }} state=restarted"
become: True
- name: restart nginx
service: name=nginx state=restarted
become: True

3ANYCK CLEHAPUS HA MALUMHE VAGRANT

[TepemeHHbIe live_hostname 1 domains B HallleM CLieHapUM MpearoaararT, YTO XOCT,
Ha KOTOPOM JIO/KHA ObITh pa3BepHyTa CUCTEMA, JOCTYIIEH M0 aapecy 192.168.33.10.
®aitn Vagrantfile, yTo npuBoAUTCS B IpuMMepe 6.29, HacTpaMBaeT MalluHy Vagrant
¢ atum IP-agpecom.

Mpumep 6.29 < Vagrantfile

VAGRANTFILE_API_VERSION = "2"

Vagrant.configure(VAGRANTFILE_API_VERSION) do |config|
config.vm.box = "ubuntu/trusty64"

config.vm.network "private_network", ip: "192.168.33.10"
end

PasBepThiBaHMe Mezzanine Ha MallMHe Vagrant BbIIOJTHSIETCSI KOMaHIOM

$ ansible-playbook mezzanine.yml

[Tocne 3TOro MOXHO YBUAETb FOTOBbIM caiiT Mezzanine no n1060My 13 nepeyuc-
JIEHHBIX HUXXe afpecoB:

O http://192.168.33.10.xip.io;

O https://192.168.33.10.xip.io;

QO http://www.192.168.33.10.xip.io;

O https://www.192.168.33.10.xip.io.

YCTPAHEHUE NPOBNEM

[Tpy monbITKe BBIMOJIHUTb CLEHApUA Ha CBOEN JIOKAJbHOM MalllMHE Bbl MOXeTe
CTOJIKHYTbCS C HECKOJIbKMMM MpobieMaMy. B 3TOM pa3aesie onmuchbiBaloTCs HEKOTO-
pble TUMTMYHbIE MTPO6IEeMbI U CITOCOOBI UX MPEOHOTEHMUS.

He nonyuaercs ussneub paninbl us penosutopums Git
Bbl MOXeTe yBUOETb, KaK 3amaya ¢ uMeHeM «check out the repository on the host»
3aBepllaeTcs Co caenaymrolleif olnuOKoM:

fatal: Could not read from remote repository.

[1s ee ucnpaBieHusl yoaauTe npenornpeneneHHblil aneMeHT ans 192.168.33.10
n3 cBoero ¢aitna ~/.ssh/known_hosts. TTonpo6HocT cMoTpuTe BO Bpe3ke «Hermnpa-
BUJIbHBIN K/TI0Y XOCTa MOXET [OBJIeYb MPO6aeMbl AaXke MPU OTKIIOYEHHOM MpoBep-
Ke K/I04Ya» B IPUIOXKEHUU A.
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Hepoctynen xocr c appecom 192.168.33.10.xip.io

HexoTopsie mapuipytusatopbl WiFi uMetoT BcTpoeHHbIN cepBep DNS, KOTOpbIi He
pacno3HaeT uMs xocrta 192.168.33.10.xip.io. [IpoBepUTb 3TO MOXHO Cleaylollei Ko-
MaHAoM:

dig +short 192.168.33.10.xip.10

OHa JomKHa BbIBECTU:
192.168.33.10

Ecnu BeIBoguTCS ycTast CTPOKa, 3HaYuT, Bau cepeep DNS He pacrnio3HaeT umeHa
XOCTOB Xip.i0. B aToM ciiyyae qo6aBbTe B CBOI aitn /etc/hosts cnemyoyo CTPOKY:

192.168.33.10 192.168.33.10.xip.10

Bad Request (400)

Ecnu Bair 6paysep BbiBes coobuieHne o6 oumboke «Bad Request (400)», 3T0, cKopee
BCEro, CBSI3aHO C MOIMBITKOM AOCTMUYb caiiTa Mezzanine ¢ UCNo/ib30BaHMEM UMEHU
xocra unu IP-aapeca, KOTOPbIif He BKIIOUEH B CITMCOK ALLOWED_HOSTS B KOHdUrypa-
unoHHoM daitne Mezzanine. 3TOT CIIMCOK 3amoJIHSIETCS MO COOEPKUMOMY Tepe-
MeHHOI1 domains, 00bSIBIEHHOI B clleHapuu Ansible:

domains:
- 192.168.33.10.xip. 10
- www.192.168.33.10.xip.10

YcTAHOBKA MEZZANINE HA HECKONbKMX MALIMHAX

Ms1 pa3BepHynIu Mezzanine Ha OOHOM-eAMHCTBEHHO! MaliMHe. OQHAKO HepeaKko
6a3a JaHHBIX YCTAHABAMBAETCSl Ha OTAEJIbHOM XocTe. B riaBe 7 Mbl pacCMOTPUM
ClLIeHapuii, KOTOPBIi ycTaHaBAMBaeT 6a3y JaHHbIX U BeO-CTysKObl Ha pa3Hble XOCThI.

Tenepb BbI 3HaeTe, KaK OCYLIECTB/SETCS] pa3BepThiBaHMe 0ObIYHOTO MTPUTOKEHUS
¢ noaaepskkoi Mezzanine. B cienyiolueit ri1aBe Mbl pacCCMOTPUM APYTUe€ BO3MOX-
HocTU Ansible, He UCITOAb30BaHHbIE B HAlLIEM MPUMeEpE.



fnaBsa

Ponu: macwrabuposaHue
cueHapums

OnHoit u3 ocobeHHocTeit Ansible, BbI3bIBAIOIIMX ¥ MEHS BOCXUILEHUE, SIBSETCS
BepTUKa/JbHOE MacliTabupoBaHue — BBEPX M BHU3. 31€Ch s1 UMEI0 B BULY He KOIU-
YeCTBO XOCTOB, a CJIOXKHOCTb aBTOMaTU3UPYEMBbIX 3a1ay.

MaciurabupoBaHue BHM3 00YCJIOBJIEHO MPOCTOTOM pa3pabOTKM OTHENbHbIX 3a-
Jauy. MacurabupoBaHue BBeEpX YIpollaeTcs 6naromaps MexaHM3MaM [JejeHUst
CJIOKHBIX 3a7ay Ha HeOO/bIlMe YaCTH.

Ponu B Ansible — 3T0O OCHOBHOI MexaHMU3M OejleHUs ClLieHapus Ha OTHe/bHbIe
daitabl. OHM ynpowaT HalmucaHue cleHapueB M UX MOBTOPHOE MCIT0/b30BaHUe.
JlymaiiTe 0 poju KaK 0 YeM-TO, IPUMEHSIEeMOM K OJHOMY MJIM HECKOJIBKMM XOCTaM.
Hanpumep, xoctam, KOTOpble OyIyT BBICTYIIATh B POJIY CEpBEepOB 6a3 JaHHbIX, MOXK-
HO IPUCBOUTD POJb database.

BA30BAS CTPYKTYPA PONIU

Ponb B Ansible nmeeTt ums1, HanpuMep database. ®aitnbl, cBsI3aHHbIE C POJbIO data-
base, xpaHsTCA B KaTtanore roles/database, cogepskailem creayoiye dbaitabl U KaTa-

O roles/database/tasks/main.yml - 3agaumu;

Q roles/database/files/ — dbaitnbl, BLITpYsKaeMble Ha XOCTbI;

O roles/database/templates/ — daiiabl 11abI0HOB Jinja2;

Q roles/database/handlers/main.yml — 06paboTYUKHU;

O roles/database/vars/main.yml - TiepeMeHHble, KOTOpble He HOJ/DKHBI Iepe-
ornpenesiThCs;

O roles/database/defaults/main.yml — nepeMeHHbIe, KOTOPbIE MOTYT Mepeorpe-
JeNnsiThCS
roles/database/meta/main.yml — vunpopmauusi 0 3aBUCUMOCTSIX JaHHOM PO,

Bce daitnbl sBasitoTcss Heobsi3aTenbHbIMU. Eciv ponb He MMeeT 06paboOTUYMKOB,

TOrzZa HeT HeoOXOAMMOCTH COo3aaBaTh mycToit daitn handlers/main.yml.
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Fae Ansible 6yaet uckaro moun ponu?

Ansible obpalaeTca K ponaM, xpaHaWwmMMcs B8 noagkatanore roles, 8 katanore co cue-
HapueM. CucTeMHble ponM MOXHO noMelwats B /etc/ansible/roles. MectononoxeHue
CUCTEMHbIX PONEN MOXHO M3MEHWUTL, Nepeonpeaenus napaMeTp roles_path B cekuuu
defaults darna ansible.cfg, kak nokasaHo 8 npumepe 7.1.

Mpumep 7.1 < ansible.cfg: n3MeHeHue NyTH K KaTanory ¢ CUCTEMHbBIMU PONSMU

[defaults]
roles_path = ~/ansible_roles

To e caMoe MOXHO CcaenaTtb, U3MEHWUB NEPEMEHHYIO OKPYXXEHUS ANSIBLE_ROLES_PATH,
Kak NOKa3aHo B NpunoxeHun B.

FNPUMEPLI PONEN: DATABASE U MEZZANINE

Bo3bMeM 3a OCHOBY Halll CLieHapuit pa3BepTbiBaHMs Mezzanine 1 U3MeHUM ero, pe-
a/in30BaB pou. MOXHO 6bUIO 6bI CO34aTh AMHCTBEHHYIO POJIb C UMEHEM mezzanine,
HO 1 IOTIOJTHUTENIbHO BbIETI0 pa3BepThiBaHMe 6a3bl JaHHBIX Postgres B OTOe/IbHYIO
poJib ¢ UMeHeM database. DTO YIIPOCTUT pa3BepThiBaHMe 6a3bl JaHHbBIX HA XOCTE, OT-
JIMYHOM OT XOCTa J/1 Mpuioxeuus Mezzanine.

Mcnonb30BAHUE PONEN B CLLEHAPUAX

[Tpexxge yeM NoOrpy3mThCs B AeTalIu OnpeaeeHus ponei, moCMOTPMM, KaK Ha3Ha-
4YaTb POJIM K XOCTaM B clieHapusix. B npuMepe 7.2 npeacraBieH Hall ClieHapuii o
pa3BepThIBaHUS Mezzanine Ha eIMHCTBEHHOM XOCTe Mocje qobaBieHus poseit da-
tabase 1 mezzanine.

Mpumep 7.2 <+ mezzanine-single-host.yml
- name: deploy mezzanine on vagrant
hosts: web
vars_files:
- secrets.yml

roles:
- role: database
database_name: "{{ mezzanine_proj_name }}"
database_user: "{{ mezzanine_proj_name }}"

- role: mezzanine
live_hostname: 192.168.33.10.xip.10
domains:
- 192.168.33.10.xip. 10
- www.192.168.33.10.xip.10

[Tpu MCnoab30BaHMM POJIeit B CLieHapMM NOKHA MUMEThCS CeKL s roles CO CIIUC-
KOM poJieit. B HalleM npumepe CIMCOK COMEPXKMUT B posn — database u mezzanine.
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O6paTuTe BHMMaHMe, KaK MOXHO NepeaaBaTh epeMeHHble NTPY BbI30BE POJIe.
B HauleM npuMepe Mbl nepenaem ponu database rnepemeHHble database_name U da-
tabase_user. Eciu 3T nmepeMeHHble yxe ObIM ONpeaeneHbl 415 ponu (B vars/main.
yml unu defaults/main.yml), ux 3HaueHus1 6yQyT MepeornpeaeaeHbl nepegaHHbIMU
31€ecCh.

Ecnu ponsM He nepenaloTcsi HUKaKue repeMeHHble, MOXXHO IPOCTO ONpenenuTh
MMeHa poneit:

roles:
- database
- mezzanine

[Tocne ornpenenenus poneit database 1 mezzanine HanMcaHue cueHapus Aas pas-
BepPThIBaHUS BeO-MPUIOKEHUS U 6a3bl JaHHBIX Ha HECKOJbKMUX XOCTaX CTAHOBUT-
€S HAMHOTO npoiye. B npuMepe 7.3 NpUBOAUTCS CLeHapuit pa3BepThiBaHUS 6a3bl
JaHHbIX Ha XocTe db 1 Be6-c1yx6b1 HA XOocTe web. O6paTUTe BHMMaHue, UTO 3TOT
ClLIeHapuit COOEPXMUT JIBe OTAe/bHbIE OMepaLuu.

Mpumep 7.3 < mezzanine-across-hosts.yml

- name: deploy postgres on vagrant
hosts: db
vars_files:
- secrets.yml
roles:
- role: database
database_name: "{{ mezzanine_proj_name }}"
database_user: "{{ mezzanine_proj_name }}"

- name: deploy mezzanine on vagrant
hosts: web
vars_files:
- secrets.yml
roles:
- role: mezzanine
database_host: "{{ hostvars.db.ansible_eth1.ipv4.address }}"
live_hostname: 192.168.33.10.xip.10o
domatins:
- 192.168.33.10.xip. 1o
- www.192.168.33.10.xip.10o

[MPEABAPUTENBHDLIE U 3AKNIIOUYUTENBHBIE 3ALAYU

WHorxma TpebyeTcst 3anyckaTh HEKOTOpbIE 3aauM 10 MM [Oocsie 3amycka poneit. [lo-
MyCTUM, He06X0IMMO OOHOBUTH K31l AMCIIeTYepa apt epes pa3BepThiBaHMeM Mez-
zanine, a nocse pa3BepThiBAaHUS OTNPABUTD YBeLOM/IeHMe B KaHan Slack.

Ansible nmo3BonseT onpenenuTb CMIUCKM 3a4ay A1 BbIIIOJTHEHUS OO U MOC/e Bbl-
30Ba po/iu. ITU 3aauM He0OXOAMMO OINpeaenUTb B CeKUMAX pre_tasks U post_tasks
COOTBETCTBEHHO. B rpumMepe 7.4 npencrapieH OOMH U3 BAPMAHTOB.
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Mpumep 7.4 < Cnucku 3a4ay ANs BbINOAHEHMS A0 M NOCNE BbI30Ba PONK

- name: deploy mezzanine on vagrant
hosts: web
vars_files:
- secrets.yml
pre_tasks:
- name: update the apt cache
apt: update_cache=yes
roles:
- role: mezzanine
database_host: "{{ hostvars.db.ansible_eth1.ipv4.address }}"
live_hostname: 192.168.33.10.xip.10
domains:
- 192.168.33.10.xip.10
- www.192.168.33.10.xip.10
post_tasks:
- name: notify Slack that the servers have been updated
local_action: >
slack
domain=acme.slack.com
token={{ slack_token }}
msg="web server {{ inventory_hostname }} configured"

Ho xBaTuT 06 Mcrnonb3oBaHUM poeii; MOroBopuUM Jiyylie 00 UX HanmMCaHUMU.

Ponb DATABASE ANt PA3BEPTbIBAHUS BA3bl AAHHbIX

3anmaueit Halleit ponyu database sIBAsIIOTCSI ycTaHOBKA Postgres u co3maHue Heobxo-

IOMMbIX 6a3bl JAHHBIX U MOb30BATENS.

Bce acniekTbl posiy database orpenensiioTcs B Cienyowmx dainax:
roles/database/tasks/main.yml,
roles/database/defaults/main.yml;
roles/database/handlers/main.yml,
roles/database/files/pg_hba.conf;
roles/database/files/postgresql.conf.
3Ta posib BKIKYAeT ABa 0cobbix daitna koHgurypauuu Postgres.

C000O0

postgresql.conf

W3MeHsieT 3amaHHbIN MO yMoMYaHUIo nmapaMmeTp listen_addresses, uToObl Post-
gres MpUHMMaa CoeIMHEeHUs Ha JNIo60M ceTeBOM MHTepderice. ITo yMoIYaHUIO
Postgres npuHuMaeT coeguMHeHMs TOAbKO OT localhost, UTO HAM He MOOXOAUT /s

ci1y4yas, Korga 6a3a mJaHHbIX pa3BepTbiBae€TCAad Ha OTOAEJIbHOM XOCTe.

pg _hba.conf

HaCTpaMBBET pexXxum aYTEHTMCbI/IKaLU/lI/I B Postgres no ceTtu, ¢ UCroJ1b30BaHNEM

MMEHU I10JIb30BaTe/Isd U Iaposs.
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o 1 He NpuUBOXY 3aeCb 3TUX (aiNoB, NOCKONbKY OHM AOCTaTOYHO Gonblune. Bbl HaiaeTe mx
B npuMepax koaa B katanore ch08, Ha cTpaHuue https://github.com/ansiblebook/ansible-
book.

B mpumepe 7.5 nmokasaHbl 3aiauy, BOBJ€UEHHbIe B ITPOLIeCC pa3BepTbiBaHus Post-
gres.

Mpumep 7.5 < roles/database/tasks/main.yml

name: install apt packages
apt: pka={{ item }} update_cache=yes cache_valid_time=3600
become: True
with_items:
- libpq-dev
- postgresql
- python-psycopg2

name: copy configuration file

copy: >
src=postgresql.conf dest=/etc/postgresql/9.3/main/postgresql.conf
owner=postgres group=postgres mode=0644

become: True

notify: restart postgres

- name: copy client authentication configuration file
copy: >
src=pg_hba.conf dest=/etc/postgresql/9.3/main/pg_hba.conf
owner=postgres group=postgres mode=0640
become: True
notify: restart postgres

- name: create project locale
locale_gen: name={{ locale }}
become: True

- name: create a user
postgresql_user:
name: "{{ database_user }}"
password: "{{ db_pass }}"
become: True
become_user: postgres

- name: create the database

postgresql_db:
name: "{{ database_name }}"
owner: "{{ database_user }}"
encoding: UTF8
lc_ctype: "{{ locale }}"
lc_collate: "{{ locale }}"
template: template®

become: True

become_user: postgres

B mpumepe 7.6 npencrasieH dain 06paboTUUKOB.
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Mpumep 7.6 < roles/database/handlers/main.yml

- name: restart postgres
service: name=postgresql state=restarted
become: True

EnuHCTBEeHHO [TepeMeHHOM 10 YMOYaHUI0, KOTOPYIO Mbl OIIpee/lnM, SIBJSIeTCs
nopt 6a3bl JaHHBIX, KaK [10Ka3aHo B npumepe 7.7.

Mpumep 7.7 < roles/database/defaults/main.yml
database_port: 5432

O6patuTe BHMMaHMe, YTO B CIIUCKe 3ajay YIIOMMHAETCS] HECKOIbKO MepeMeH-
HbIX, KOTOpbIe He ornpejeseHbl B poju:

QO database_name;

QO database_user;

O db_pass;

O locale.

ITepemeHHbIe database_name 1 database_user nmepenaroTcsi B BbI3OB PO/ B ITIpuMe-
pax 7.2 u 7.3. IlepemeHHas db_pass Gyzer orpeneneHa B daitse secrets.yml, KOTOpbIit
BK/IIOUEH B ceKuuio vars_files. [lepeMeHHast locale, BepOSTHO, OyOeT MUMEThb OIHO
" TO 3Ke 3HayeHMe IJ1s1 BCeX XOCTOB U MOXKeT ObITh MCITOb30BaHa pa3HbIMU POJISIMU
WK CLleHapusIMU, ITO3TOMY s oripenento ee B aitne group_vars/all.

3auem aBa pa3sHbix cnocob6a onpeaeneHns nepeMeHHbIX B ponsax?

Korga 8 Ansible BnepBbie nossunace noanepxKa ponen, NnepeMeHHbIe ANS HUX MOXHO
66110 onpenenuTb ToNbKO B vars/main.yml. lepemMeHHble, 06bsiBNEHHbIE B 3TOM daline,
uMenu 6onee BbICOKUIA NPUOPUTET, 4EM NEPEMEHHbIE B CEKLMM vars cleHapus. Takue
nepeMeHHble MOXHO 66110 NepeonpeaenuTb, TONbKO Nepesas UX B BbI30B POX B BUAE
apryMeHTOB.

Mo3aHee B Ansible nosBMNOCL NOHATUE NEpeMEeHHbIX N0 yMOAYAHUIO OAs ponell,onpeae-
nsaembix B defaults/main.yml. TlepeMeHHble 3TOro TMNa ONpeaenstoTCa B PONaxX U UMEKOT
HW3KWUIA NPUOPUTET, TO €CTb UX MOXHO NepeonpenenunTb, eciv 06baBUTL 3TW Xe nepe-
MEHHbIE C APYrUMU 3HAYEHUAMU B CLLEEHAPUMN.

Ecnwu BbI cuuTaeTe, Y10 3HAYEHNE NEPEMEHHON B POSIU MOXET NOHAR0OUTLCA U3MEHWUTD,
obbaBuTE ee Kak NepeMeHHY NO yMonYaHui. Ecnm nepeMeHHbie He AO0MKHbI U3Me-
HATbCA, 06BABNANTE UX KAK OBbIYHbIE NEPEMEHHDIE.

Ponb MEzzANINE AN PA3BEPTbIBAHUS MEZZANINE

3azadeit ponu mezzanine siBisieTcsl ycraHOBKa Mezzanine. Ciofa BXOOSIT yCTaHOBKA
Nginx B kayecTBe 06paTHOrO MPOKCHU U Supervisor B kayecTBe MOHMTOPA [TPOLLeCCOoB.
Huke nepeunciiensl $aitsibl, peanusyroiimne posb:
O roles/mezzanine/defaults/main.yml,;
O roles/mezzanine/handlers/main.yml,
O roles/mezzanine/tasks/django.yml;
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roles/mezzanine/tasks/main.yml,
roles/mezzanine/tasks/nginx.yml,;
roles/mezzanine/templates/gunicorn.conf.py.j2;
roles/mezzanine/templates/local_settings.py.filters.j2;
roles/mezzanine/templates/local_settings.py.j2;
roles/mezzanine/templates/nginx.conf.j2;
roles/mezzanine/templates/supervisor.conf.j2;
roles/mezzanine/vars/main.yml.

B npumepe 7.8 noka3aHbl TepeMeHHble 1151 JaHHO poau. O6paTuTe BHUMaHUE,
YTO Mbl U3BMEHMUIIU UX UMEHA TaK, YTOObI OHM HAUMHAIUCH C mezzanine. 3TO Xopollee
MpaBu/I0 BbIOOpa MMEH MepPeMEHHDIX 151 pojieit, MOCKOAbKY B Ansible HeT oTxesnb-
HOTO MPOCTPAHCTBA UMEH J1JI1 pOsieil. 3TO 3HAYUT, UTO epeMeHHbIe, OObsSB/IIEHHbIE
B IPYTUX POJISIX UM TOE-TO elle B CLieHapuu, OYAyT JOCTYMHbI TOBceMecTHO. Takoe
MOBeJleHMEe MOXKET MPUBOIUTh K HEXeaTeNbHbIM MOCIeACTBUSIM, €CU CIyUaiftHO
UCIOb30BaTh OHO U TO K€ UMSI TepEMEHHO B IBYX Pa3HbIX POJSX.

0000000

Mpumep 7.8 < roles/mezzanine/vars/main.yml

# dann vars gna mezzanine

mezzanine_user: "{{ ansible_user }}"

mezzanine_venv_home: "{{ ansible_env.HOME }}"

mezzanine_venv_path: "{{ mezzanine_venv_home }}/{{ mezzanine_proj_name }}"
mezzanine_repo_url: git@github.com:lorin/mezzanine-example.git
mezzanine_proj_dirname: project

mezzanine_proj_path: "{{ mezzanine_venv_path }}/{{ mezzanine_proj_dirname }}"
mezzanine_reqs_path: requirements.txt

mezzanine_conf_path: /etc/nginx/conf

mezzanine_python: "{{ mezzanine_venv_path }}/bin/python”

mezzanine_manage: "{{ mezzanine_python }} {{ mezzanine_proj_path }}/manage.py"
mezzanine_gunicorn_port: 8000

B npumepe 7.9 nmokasaHbl MepeMeHHble MO0 YMOJYaHUIO OJs1 poau mezzanine.
B maHHOM ciyyae onpejesneHa I1iIb ofHa nepeMeHHas. O6bsBsIS NepeMeHHbIE MO
YMOJTYAHUIO, ST OOBIYHO HE UCIOJb3YI0 NMPedUKC C UMEHEM POJIU, TOTOMY YTO MOTY
LieJieHanpaB/IeHHO U3MEHUTDb UX IAe-TO eLle.

Mpumep 7.9 < roles/mezzanine/defaults/main.yml
tls_enabled: True

[TOCKONMBbKY CMMCOK 3a7au MOJYUYMIICS JOCTAaTOYHO OOMbILMM, S pelins pa3dbuThb
ero Ha Heckonbko (ainoB. B npumepe 7.10 mokasaH ¢aiia ¢ 3amaveil BepXHEro
YPOBHS 17151 poau mezzanine. OHa ycTaHaBAMBAaeT apt-nmakeThl, a 3aTeM UCMOAb3yeT
MHCTPYKUMHU include, UTOODBI 3aMyCTUTD 3a1aUuM B IBYX APYrUX daitaax, HaXoasIIuX-
Cs1 B TOM 3Ke KaTtajore (CM. npumepsbl 7.11 u 7.12).

Mpumep 7.10 < roles/mezzanine/tasks/main.yml

- name: install apt packages
apt: pkg={{ item }} update_cache=yes cache_valid_time=3600
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become: True
with_items:

- git

- libjpeg-dev

- libpg-dev

- memcached

- nginx

- python-dev

- python-pip

- python-psycopg2

- python-setuptools

- python-virtualenv

- supervisor

- include: django.yml
- include: nginx.yml

Mpumep 7.11 < roles/mezzanine/tasks/django.ymt

- name: create a logs directory
file: path="{{ ansible_env.HOME }}/logs" state=directory

name: check out the repository on the host
git:
repo: "{{ mezzanine_repo_url }}"
dest: "{{ mezzanine_proj_path }}"
accept_hostkey: yes

"

name: install Python requirements globally via pip
pip: name={{ item }} state=latest
with_items:

- pip

- virtualenv

- virtualenvwrapper

name: install required python packages
pip: name={{ item }} virtualenv={{ mezzanine_venv_path }}
with_itenms:

- gunicorn

- setproctitle

- psycopg?

- django-compressor

- python-memcached

- name: install requirements.txt
pip: >
requirements={{ mezzanine_proj_path }}/{{ mezzanine_reqs_path }}
virtualenv={{ mezzanine_venv_path }}

- name: generate the settings file
template: src=local_settings.py.j2 dest={{ mezzanine_proj_path }}/local_settings.py

- name: apply migrations to create the database, collect static content
django_manage:
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command: "{{ item }}"

app_path: "{{ mezzanine_proj_path }}"

virtualenv: "{{ mezzanine_venv_path }}"
with_items:

- migrate

- collectstatic

- name: set the site id
script: scripts/setsite.py
environment:
PATH: "{{ mezzanine_venv_path }}/bin"
PROJECT_DIR: "{{ mezzanine_proj_path }}"
PROJECT_APP: "{{ mezzanine_proj_app }}"
WEBSITE_DOMAIN: "{{ live_hostname }}"

- name: set the admin password
script: scripts/setadmin.py
environment:
PATH: "{{ mezzanine_venv_path }}/bin"
PROJECT_DIR: "{{ mezzanine_proj_path }}"
PROJECT_APP: "{{ mezzanine_proj_app }}"
ADMIN_PASSWORD: "{{ admin_pass }}"

- name: set the gunicorn config file
template: src=gunicorn.conf.py.j2 dest={{ mezzanine_proj_path }}/gunicorn.conf.py

- name: set the supervisor config file
template: src=supervisor.conf.j2 dest=/etc/supervisor/conf.d/mezzanine.conf
become: True
notify: restart supervisor

- name: ensure config path exists
file: path={{ mezzanine_conf_path }} state=directory
become: True
when: tls_enabled

- name: install poll twitter cron job
cron: >
name="poll twitter" minute="*/5" user={{ mezzanine_user }}
job="{{ mezzanine_manage }} poll_twitter"

Mpumep 7.12 < roles/mezzanine/tasks/nginx.yml

- name: set the nginx config file
template: src=nginx.conf.j2 dest=/etc/nginx/sites-available/mezzanine.conf
notify: restart nginx
become: True

- name: enable the nginx config file
file:
src: /etc/nginx/sites-available/mezzanine.conf
dest: /etc/nginx/sites-enabled/mezzanine.conf
state: link
notify: restart nginx
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become: True

- name: remove the default nginx config file
file: path=/etc/nginx/sites-enabled/default state=absent
notify: restart nginx
become: True

- name: create tls certificates

command: >
openssl req -new -x509 -nodes -out {{ mezzanine_proj_name }}.crt
-keyout {{ mezzanine_proj_name }}.key -subj '/CN={{ domains[0@] }}' -days 3650
chdir={{ mezzanine_conf_path }}
creates={{ mezzanine_conf_path }}/{{ mezzanine_proj_name }}.crt

become: True

when: tls_enabled

notify: restart nginx

EcTb cyuiecTBeHHasi pasHMLIa MEXAY 3a/lauaMy, OObsIBNEHHbBIMU B PO, U 3a-
JayaMu, O6bsiBIeHHBIMM B ClLieHapuM Kak 00blyHO. OHa KacaeTcst UCII0/b30BaHUS
Mopnyne copy u template.

Korma momynb copy BbI3bIBaeTcs B 3aaue sl ponau, Ansible cHauana nposeput
HanMyue Konupyemsix daitnoB B Katanore rolename/files/. AHanOrMyHoO, KOraa Mo-
Iy/b template BbI3bIBAETCS B 3a/iaue Jis1 poiu, Ansible cHauana npoBepuT Hanuuue
waba0HOB B Karanore rolename/templates.

3TO 3HAYMUT, UTO 3aJaya, KOTopas paHblie 6bUIA OTIpeeseHa B CLLeHAPUU TaK:

- name: set the nginx config file

template: src=templates/nginx.conf.j2 \
dest=/etc/nginx/sites-available/mezzanine.conf

Terepb, Koraa OHa BbI3bIBA€TCS B POJIU, DO/DKHA BbITISAETh TAK (O6paTMTe BHUMaA-
HMe Ha U3MEHUBLIUICS NTapaMeTp src):
- name: set the nginx config file

template: src=nginx.conf.j2 dest=/etc/nginx/sites-available/mezzanine.conf
notify: restart nginx

B npumepe 7.13 npuBogurcs ¢aitn 06paboTUMKOB.

NMpumep 7.13 <+ roles/mezzanine/handlers/main.yml

- name: restart supervisor
supervisorctl: name=gunicorn_mezzanine state=restarted
become: True

name: restart nginx
service: name=nginx state=restarted
become: True

1 He 6yny npuBOAUTH 3aech Baitnbl U1abI0HOB, TOCKOAbKY OHU OCTAlUCh TEMU
e, UTO M B MPOILJIONA I71aBe, XOTSI MMEeHa HeKOTOPbIX NepeMeHHbIX U3MEeHUINCh. 3a
JOTIONHUTENbHOM MHbOpMalineit obpalaiitech K IpMuMepaM Koja, pujiaraeMbim
K KHUTe.
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Co30AHUE ®DAMNOB U OUPEKTOPUI PONEN
C NOMOLLIbIO ANSIBLE-GALAXY

B coctaB Ansible BXogUT elle OOMH MHCTPYMEHT KOMaHIHOM CTPOKM, O KOTOPOM
MbI MOKa He roBopwin. ATo ansible-galaxy. Ero oCHOBHOe Ha3HaueHue — 3arpys-
Ka posieif, KOTOPBIMU MOAEIMINCH YeHbI coob1ecTBa Ansible (mogpo6Hee 06 3TOM
YyTb M03Xe). Ho ¢ ero moMolibio TaKXXe MOXXHO CreHepMpoOBaTh HaualbHbIit HAOOP
¢daity0B 1 KaTaa0roB A1 POJIN:

$ ansible-galaxy init -p playbooks/roles web

IMapameTp -p coobllaeT MeCTOIMOJIOKEHUEe KaTanora poseit. ECiu ero omycTUTh,
ansible-galaxy co3gacT ¢ait/ibl B TEKYLEM KaTajiore.
JTa KOMaHaa Co3JacT ceayolme Gaitbl U KaTaJloru:

playbooks

L— roles
L— web

}— README.md
— defaults

| Y main.yml
— files

— handlers

| Y main.yml

— meta

| Y main.yml
— tasks

| — main.yml
— templates
— tests

| | inventory
| L test.yml
— vars

L— main.yml

3ABUCUMDIE PONU

IpencraBbTe, YTO y HAC €CThb ABe POiU — web U database — 1 o6e TpebYIOT YCTaHOB-
Ky cepBepa NTP!. Mbl Mmorau 6b1 onucaTb yctaHOBKY NTP-cepBepa B 06eux possix,
HO 3TO NMpuBeso 6bl K Ky61MpoBaHMIo Koaa. Mbl Moriu 6b1 ONpeseanuThb OTAENbHYIO
pOJIb ntp, HO TOrAa HaM MPUIIOCH 6bI TOMHUTb, YTO, 3aIycKast Pojiyu web 1 database,
MbI TaKXXe JO/DKHbI 3aMyCTUTh poib ntp. Takoit moaxon n3b6aBui 6bl OT Ky61MpoBa-
HUMS KOJa, HO OH YpeBaT Oln6KaMM, TOCKOIbKY MOXHO 3a0bITh BbI3BAaTh POJb Ntp.
B meiicTBUTEbHOCTM HAaM HYXXHO, YTOOBI PO/b Ntp BCerga MmpucBauBanach XOCTaM,
KOTODPBIM MTPUCBaNBAIOTCS pO/IN web U database.

! NTP (Network Time Protocol) - mpoToKon ceTeBoro BpeMeHM, UCIIONb3YeTCs 47151 CUHXPO-
HM3aLUYU BPDEMEHMU.
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Ansible moamepskMBaeT BO3MOXHOCTD OIpeie/IeHUs 3asucumocmeti mexcdy pons-
Mu 715 Mo o6HBIX ciyyaeB. Onpefenssi pojib, BbI MOXETE YKa3aTh, YTO OHA 3aBUCUT
OT OJTHOI MJIM HECKOJIbKUX IPYTUX posieit, a Ansible mo3aboturcs o Tom, 4yToObI 3a-
BMCMMbIE POJIM BbIMTOJTHSIIUCH TEPBbIMMA.

[Ipomomkas Hall MpuMep, OMYCTUM, UTO MbI CO3/1a/IM POJIb Ntp, HACTPaUBAIOLIYIO
XOCT J/Isl CMHXpOHM3aLuu yacoB ¢ cepBepoM NTP. Ansible no3BonsieT nepenasatb
rnapaMeTpbl 3aBUCMMbIM POJISIM, MTO3TOMY IMPeACTaBUM, UTO Mbl Mepefanu agpec
cepBepa NTP 3T0i1 pony Kak napamerp.

VKaxkeM, 4To pojib web 3aBUCUT OT poiu ntp, co3aas daitn roles/web/meta/main.yml
1 106aBUB B HETO pPOJb ntp C MapamMeTPOM, Kak [0Ka3aHo B npumepe 7.14.

Mpumep 7.14 < roles/web/meta/main.yml

dependencies:
- { role: ntp, ntp_server=ntp.ubuntu.com }

TakuM crroco60M MOXKHO OINpeaenuTbh HECKOIbKO 3aBUCUMBIX posieit. Harpumep,
ecay 6b1 y Hac 6bu1a posb django sl ycTaHOBKM Beb-cepBepa Django 1 Mbl XOTenu
ObI ONpeIeIUTDb POIM nginx 1 memcached KaK 3aBMCUMMOCTH, TOrAa $aitl MeTaaHHbIX
ponu BbIrasiAen 6bl, Kak MOKa3aHo B mpumepe 7.15.

Mpumep 7.15 « roles/django/meta/main.yml

dependencies:
- { role: web }
- { role: memcached }

3a 6os1ee noapobHoIt MHPOpMaLIMEl 0 3aBUCUMOCTSIX MEXIY poisiMU B Ansible
obpauranTech K odUIMaIbHOM JOKyMeHTauuu: http://bit.ly/1F6tH9%.

ANSIBLE GALAXY

Ecny BaM moHamoO6UTCS YCTAHOBMTDL Ha BalllM XOCThI MMPOrpaMMHOe obecrieyeHue
C OTKPBITBIM MCXOAHBIM KOIOM, BIIOJIHE BEpOSITHO, UTO KTO-TO YK€ Hamucaa posb
Ansible gns sToro. XoTs pa3paboTka clieHapyeB JijIsl pa3BepThIBaHMS MPOrpaMMHO-
ro obecreyeHus: He 0COOEHHO CI0XKHA, HEKOTOPbIE CUCTEMBI IeCTBUTETBHO TPeOy-
0T CJIOKHBIX MPOLIEYP Pa3BepThIBAHUS.

Ec/ BbI 3aXOTUTE UCIONb30BATh POJib, HAITMCAHHYIO KEM-TO APYTUM, UJIU IPOCTO
MOCMOTPETD, KaK KTO-TO IPYroii pellni MOXoxyo 3aaauy, Ansible Galaxy nomoxxer
BaM B 3TOM. Ansible Galaxy — 3To XpaHunuile pojeit Ansible ¢ OTKpbITBIM MCXO[-
HBbIM KOJIOM, MOMOJIHsIeMOe ueHaMy cooburectBa Ansible. Camu ponu XxpaHsTcs Ha
GitHub.

Be6-uHTeppeiic

Bbl MOKeTe McceloBaTh JOCTYMHbIE poiu Ha caitte Ansible Galaxy (http://galaxy.
ansible.com). Galaxy nmonaepskuBaeT 0ObIUHbII TEKCTOBBII MTOUCK, a TaKKe GuibTpa-
LMIO IO KaTeropuu uiay pa3paboTumKky.
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UHTepdeitc KoMaHAHON CTPOKU

WHCTpYMEHT KOMaHOHOM CTPOKM ansible-galaxy mo3BojsieT 3arpyatb pojiu C pe-
cypca Ansible Galaxy.

Ycmanoeka poau
IlonmycTuM, Bbl 3aX0Te/IM YCTAaHOBUTD POJIb Ntp, HANMCAaHHYIO Noab3oBatenem GitHub
C UMeHeM bennojoy. 3ta poib HAaCTPaMBaeT XOCT JJ1sl CUHXPOHM3aL1Y 4acoB C cep-
BepoMm NTP.

YcTaHOBUTE POJib KOMaHA oM install.

$ ansible-galaxy install -p ./roles bennojoy.ntp

[Tporpamma ansible-galaxy Mo ymMon4aHMiO YCTaHaBJAMBaeT POJAU B CUCTEMHbIN
KaTtasor (cM. Bpe3Ky «I'me Ansible 6yneT uckaTb MOM ponn?» B Havasie IJ1aBbl), KOTO-
Dbli1 B IpeablayLieM IpMMepe Mbl 3aMEeHWIN CBOMM KaTajoroM, repeaas rapaMeTp
-p.

PesyanaT JOJIDKEH BbIT/ISSAeThb TaK:
downloading role 'ntp', owned by bennojoy
no version specified, installing master
- downloading role from https://github.com/bennojoy/ntp/archive/master.tar.gz
- extracting bennojoy.ntp to ./roles/bennojoy.ntp
write_galaxy_install_info!
bennojoy.ntp was installed successfully

HHCTpyMeHT ansible-galaxy ycraHOBMT daitsibl ponu B roles/bennojoy.ntp.

Ansible momecTUT HeKoTOpble MeTagaHHble 06 YCTaHOBJAEHHON ponu B daitn
./roles/bennojoy.ntp/meta/.galaxy_install_info. Ha moeit mawmnHe 3ToTt daitn comep-
XUT:

{install_date: 'Sat Oct 4 20:12:58 2014', version: master}

Pone bennojoy.ntp He uMeeT KOHKPETHOrO HOMepa BepCuu, NO3TOMY BepCus onpeseneHa
NpOCTO Kak master (OCHOBHaA). HEKOTOpbIe ponu MMEIT onpeaeneHHy BEpPCHIo, HanpuMmep
1.2.

Bb1600 cnucka ycrmaHo6/1€eHHbIX poneti
[TonyyuTh CIMCOK YCTAHOBJIEHHBIX POJIei MOXHO C/lefyiouiein KOMaHI0M:

$ ansible-galaxy list
Pe3yabTat g0MKEH BbIMASIAETh TAK:
bennojoy.ntp, master
Yoanenue ponu
YoanuTb pojib MOKHO KOMaHI O remove:

$ ansible-galaxy remove bennojoy.ntp
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Hdob6aBneHune cobcTBeHHOM ponn

Yto6b!I y3HATH, KaK NOJIEIUTHCS CBOEN POJIBIO C IPYTMMU YeHaMu cooO1LecTBa, 06-
pawaiitTecs k pasgeny «<How To Share Roles You've Written» no agpecy: https://gal-
axy.ansible.com/intro. ITocKoOMbKY po/y pacrosnaraiorcs B perosutopuu GitHub, Bam
rnoTpebyeTcs CO3/1aTh CBOIO YUYETHYIO 3aMMUCh.

Ternepb BbI 3HaeTe, KaK UCIMOb30BaTh POIX, CO3/1aBATh COOCTBEHHBIE POIU U 3a-
rpyXaThb pojix, HallMCaHHbIe APYTMMU. POy — MOLWHBIA MHCTPYMEHT OpraHu3anmmu
cuieHapueB. 5 Monb3yloCch UMM BCe BpeMS M HACTOSITeJIbHO PeKOMEH/Iy10 BaM.
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CnoxHble cueHapum

B npenbiayuiet rmaBe Mbl pacCMOTPeIN MOMHOLEHHbINM cueHapuit Ansible nns pas-
BepTbiBaHUsI Mezzanine CMS. B aTom npumepe 6b111 UCIIOIb30BaHbl CaMble pa3Hble
BO3MOXHOCTHM Ansible, Ho maneko He Bce. [laHHasl I/1aBa paccka3biBaeT O IOMOMHMU-
TeIbHbIX BO3MOXHOCTSIX, TpeBpalasch B K1aae3b He MeHee 1o/1e3HO MHpopMaLuu.

KoMaHap! CHANGED_WHEN W FAILED_WHEN

B rnaBe 6 Mbl [peAIiouM O0TKa3aTbCsl OT KOMaHAbI manage. py createdb, npeacrasneH-
HO¥ B mpuMepe 8.1, IOTOMY UTO OHa He SIBJSeTCS UAeMIIOTeHTHOM.

MNpumep 8.1 < BbizoB koMaHab! createdb u3 manage.py
- name: initialize the database
django_manage:
command: createdb --noinput --nodata

app_path: "{{ proj_path }}"
virtualenv: "{{ venv_path }}"

MpbI 06011M 3TY po61eMy 3aITyCKOM HECKOIbKUX MAEMITOTEHTHBIX KOMaH/I man -
age.py, KOTOpbIe B KOMITJIeKCe SKBUBa€HTHbI createdb. Ho Kak ObITh, €C/iM HET MO-
ILyJsl C SKBUBAJIEHTHBIMM KOMaHAaMu? PelliuTb 3Ty NpobjaemMy OMOTYT BbIpaXkeHusI
changed_when 1 failed_when, B1usitonmie Ha To, Kak Ansible o6HapykuBaeT nameHe-
HMe COCTOSTHUSI UJTU OLINOKY.

CHauasa HY)XHO pa300paThbCsl, UTO BbIBOAMUT KOMaHIa B IepBblif pa3, a YTO BO
BTOPOV¥A.

Kaxk MblI yke fenanu 3TO B I71aBe 4, 106aBMM BbIpakeHMe register I/ COXpaHEHUSI
B [TepeMeHHOI BbIBOA 3aauM, 3aBepLIMBILIEICS ¢ OIIMOKOM, U BbipaskeHMe failed_
when: False, UTO6bI MCK/IFOUYMTDb OCTAHOBKY CLIeHapusl B crydae onbku. Cnemgom noba-
BUM 3a1auy debug, UTOObI BLIBECTM Ha 3KPaH COIepPKMMOe IepeMeHHOM. Y1 HakoHel,
UCIIOb3yeM BbIpaxkeHMe fail 4151 oOCTAHOBKM CLleHapusl, KakK IoKa3aHo B pumepe 8.2.

MNpumep 8.2 < BbiBOA pe3ynbTaTa BbINONHEHWUS 334auM
- name: initialize the database
django_manage:
command: createdb --noinput --nodata
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app_path: "{{ proj_path }}"
virtualenv: "{{ venv_path }}"
failed_when: False
register: result

- debug: var=result

fail:

B npumepe 8.3 mokasaH BbIBO, CLieHApUsl ITOCJIE MTOTbITKY 3aMyCTUTb €r0 BTOPO#
pas.

Mpumep 8.3 < BbiBoa cueHapus B cnyyae, ecnm 6a3a AaHHbIX yxe co3aaHa
TASK: [debug var:result] B R T R e s s e T I T T
ok: [default] => {
"result": {
"cmd": "python manage.py createdb --noinput --nodata",
"failed": false,
"failed_when_result": false,
"invocation": {
"module_args": '',
"module_name": "django_manage"
I
"msg": "\n:stderr: CommandError: Database already created, you probably
want the syncdb or migrate command\n",
"path":
" [home/vagrant/mezzanine_example/bin: /usr/local/sbin: /usr/local/bin:
Jusr/sbin:/usr/bin:/sbin:/bin:/usr/games:/usr/local/games",
"state": "absent",
"syspath": [

"fusr/1ib/python2.7",
"fusr/1ib/python2.7/plat-x86_64-1inux-gnu",
"fusr/1ib/python2.7/1ib-tk",
"Jusr/1ib/python2.7/1ib-old",
"fusr/1ib/python2.7/11b-dynload",
"Jusr/local/lib/python2.7/dist-packages",
"fusr/1ib/python2.7/dist-packages"

JTO MPOMCXOAUT MPU KaKIOM ITOBTOPHOM 3aIycKe 3afgaun. YToObl yBUAETD, UTO
MIPOUCXOAUT ITPU 3aIycKe B MepBbIii pa3, yaaauTe 6a3y JaHHbIX U MTO3BOJIbTE Clie-
HapuIo Bocco3aathb ee. CaMblif MPOCTON cr1ocob caenaTh 3TO — 3aMyCTUTD CIieLyab-
HyI0 3a1auy Ansible, KoTopas ynansier 6a3y JaHHbIX:

$ ansible default --become --become-user postgres -m postgresql_db -a \
"name=mezzanine_example state=absent"

Ecin Tenepb 3amycTUTD CLieHapuii, OH BbIBeJIeT CTPOKM, ITOKa3aHHbIe B IIpUMe-
pe 8.4.
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Mpumep 8.4 + BbiBOA cueHapus Npu NepsoM 3anycke

ASK: [debug Varzresult] 22 T T T e e e

ok: [default] => {
"result": {

"app_path": "/home/vagrant/mezzanine_example/project",

"changed": false,

"cmd": "python manage.py createdb --noinput --nodata",

"failed": false,

"failed_when_result": false,

"invocation": {

"module_args": '',
"module_name": "django_manage"

}I

"out": "Creating tables ...\nCreating table auth_permission\nCreating
table auth_group_permissions\nCreating table auth_group\nCreating table
auth_user_groups\nCreating table auth_user_user_permissions\nCreating table
auth_user\nCreating table django_content_type\nCreating table
django_redirect\nCreating table django_session\nCreating table
django_site\nCreating table conf_setting\nCreating table
core_sitepermission_sites\nCreating table core_sitepermission\nCreating table
generic_threadedcomment\nCreating table generic_keyword\nCreating table
generic_assignedkeyword\nCreating table generic_rating\nCreating table
blog_blogpost_related_posts\nCreating table blog_blogpost_categories\nCreating
table blog_blogpost\nCreating table blog_blogcategory\nCreating table
forms_form\nCreating table forms_field\nCreating table forms_formentry\nCreating
table forms_fieldentry\nCreating table pages_page\nCreating table
pages_richtextpage\nCreating table pages_link\nCreating table
galleries_gallery\nCreating table galleries_galleryimage\nCreating table
twitter_query\nCreating table twitter_tweet\nCreating table
south_migrationhistory\nCreating table django_admin_log\nCreating table
django_comments\nCreating table django_comment_flags\n\nCreating default site
record: vagrant-ubuntu-trusty-64 ... \n\nInstalled 2 object(s) from 1
fixture(s)\nInstalling custom SQL ...\nInstalling indexes ...\nInstalled O
object(s) from © fixture(s)\n\nFaking initial migrations ...\n\n",

"pythonpath": null,

"settings": null,

"virtualenv": "/home/vagrant/mezzanine_example"

ObpaTuTe BHMMaHMe, YTO K04 changed nosyyaeT 3HaueHue false, XOTSI COCTOSI-
HMe 6a3bl JaHHBIX U3MEHMUIOCh. ITO OGBSICHSIETCS T€M, UTO MOAY/Ib django_manage
Bcerma Bo3Bpaiuaet changed=false, Korma BbINOIHSIET HEM3BECTHbIE €My KOMaHbl.

MoXHO 106aBUTb BeIpaskeHMe changed_when, OThICKMBaloOLLEe MOACTPOKY "Creating
tables" B BO3BpalllaeMOM 3HaYeHMUM out, Kak NoKa3aHo B mpumepe 8.5.

Mpumep 8.5 < Mepsas nonbitka nobaBuTb changed_when
- name: initialize the database
django_manage:
command: createdb --noinput --nodata
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app_path: "{{ proj_path }}"
virtualenv: "{{ venv_path }}"
register: result
changed_when: '"Creating tables" in result.out'

IIpo6iema 3TOro Nnoaxona 3aKk/aKuyaeTcsl B OTCYTCTBUM MepeMeHHOH out, KOraa
CLieHapuit BBIMOJHSIETCS MOBTOPHO. ATO MOXXHO YBUAETb, BEPHYBUIUCh K ITpUMe-
py 8.3. BMmecTo Hee 00bsiB/IeHa MlepeMeHHast msg. ITO 03HAYaeT, YTO, 3aIyCTUB Clie-
Hapuit BO BTOpPOI pa3s, OH BbIBeAEeT C/eaylolylo (He 0cobeHHO MH(POPMaTUBHYIO)
OLINOKY:

TASK: [i.ni'tialize the database] Kkkkkkkkhkhkhkkhkkkhkkkkkhkhkhkhkkkhkkkkhkkhkkh
fatal: [default] => error while evaluating conditional: "Creating tables" in
result.out

3HAuUUT, Mbl JOJKHBI YOEIUTBCS B MPUCYTCTBUU ITepEMEHHOI result.out, mpexae
yeM 06paliaThCs K Het. EAMHCTBEHHbIN CTOCo6 cenarh 3To:

changed_when: result.out is defined and "Creating tables" in result.out

Wnu, ecnu result.out OTCYTCTBYET, MOXXHO ITPUCBOUTD €11 3HaUeHue 1o yMmoaya-
HUIO C ITOMOILBIO Jinja2-¢unbrpa default:

changed_when: '"Creating tables" in result.out|default("")'

OxoHYaTeNbHbIV BapMaHT UIEMIIOTEHTHOM 3aauu NokasaH B npumepe 8.6.

Mpumep 8.6 < WpemnoTteHTHas 3agada manage.py createdb
- name: initialize the database
django_manage:
command: createdb --noinput --nodata

app_path: "{{ proj_path }}"
virtualenv: "{{ venv_path }}"
register: result
changed_when: '"Creating tables" in result.out|default("")

MdunbTPbl

@unempel IBISIOTCS 0COOEHHOCTHIO MexaHM3Ma 11abnoHoB Jinja2. ITockonbKy An-
sible ucronb3yet Jinja2 nns onpeneneHuss 3HaueHUN MepeMEHHbIX, a TaKxke [Js
1abJIOHOB, Bbl MOXXeTe MCIT0/Nb30BaTh (PUALTPbI BHYTPU Ccko6oK {{ }} B Balmx
cueHapusix, a Takxe B daitnax mabaoHoB. Mcrnonb3oBaHue GuUAbBTPOB CXOXe C UC-
Mosab30BaHMeM KOHBeliepoB B Unix, roe nepeMeHHasi nmepefaercsi uepe3 ¢GpuiabTp.
Jinja2 mogaepskuBaeT Habop BCTpoeHHbIX GunbTpoB (http://bit.ly/ 1FvOGzI). Kpome
Toro, Ansible fo6aBasieT cBou GUIBTPBI, paclMpsisi BO3SMOXHOCTU PuabTPOB Jinja2
(http://bit.ly/1FvOlrj).

[lanee Mbl paCCMOTPUM HECKOJIbKO GUABTPOB AJ151 TPUMepa, a UYTOObI MONTYUYUTh
MOJHBIN UX CITUCOK, oOpaliaiTech K oduliManbHOM JOKYyMeHTaluu 1o Jinja2 u An-
sible.
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®unobrp default

®unbTp default — OOMH U3 cCaMbIX NONE3HbIX. EFTO npyMeHeHue JeMOHCTPUpYeT cie-
OYIOLUA TpUMep:

"HOST": "{{ database_host | default('localhost') }}",

Ecnu nepeMeHHas database_host onpeneneHa, Toraa Ha Mecto GUIypHbIX CKOGOK
6yner noacraBiaeHo ee 3HayeHue. Ecnu oHa He ompeneneHa, GyaeT rnoacTaBieHa
ctpoka localhost. HekoTopble GuUAbTPBI MIPUHMMAIOT aPTyMEHTbI, HEKOTOpbIE — HeT.

(Dmlepr ANA 3aperucTpupoBaHHbiX NepeMeHHbIX

JlonycTuM, HaM HY>XHO 3allyCTUTb 3aJlauy U BbIBECTHU ee pe3y/bTarT, Ja)ke ecii OHa
notepnut Heyaauy. OqQHaKo ec/u 3ajiaya BbINOAHMUIIACH C OLIMOKOM, He06XoaUMO,
yToObI ClleHapuit 3aBepLIMICS cpa3y Moc/ie BbIBOAa pe3yabraTta. B npumepe 8.17
MOKa3aHo, KaK 3TOro no6uThes, nepenaB ¢puabTp failed B aprymeHTe BbIpa)KeHUIO
failed_when.

MNpumep 8.7 < WUcnonv3osaHue ¢puneTpa failed

- name: Run myprog
command: /opt/myprog
register: result
ignore_errors: True

- debug: var=result

- debug: msg="Stop running the playbook if myprog failed"
failed_when: result|failed

# nanee cnegywt apyrve 3apauu

B Ta6:. 8.1 nepeunciaeHs GUAbTPbI, KOTOPbIE MOXXHO UCITOAbL30BATh AJIsk TPOBEP-
KM CTaTyca 3aperucTpMpOBaHHBIX TepeMeHHbIX.

Ta6nuya 8.1. Punsmpe! O 8o3epawiaeMsix 3Ha4eHud 3aday

WUma Onucanue

failed True, eCNK 334a4a 3aBepwmnnacs Heyaayen
changed True, eCN1 334343 BbINONHWNA U3MEHEHUS
success True, eCM 33Aa4a 3aBepwmNach ycnewHo
skipped True, eciv 3aaava Gbina nponywexa

®unbTpbl ANA nyTen K panam
B Tabn. 8.2 nepeuncieHsl GUALTPBI 451 paboThl C MepeMeHHbIMH, COAepKAILIUMMU
nytu K ¢aitnam B ¢aitoBoit cucTeMe yrpaBsioUiein MallMHbI.
PaccMoTpuM cenyloimmii dparMeHT clieHapust:
vars:

homepage: /usr/share/nginx/html/index.html
tasks:



CnoxHbte cueHapun % 157

- name: copy home page
copy: src=files/index.html dest={{ homepage }}

Ta6nuua 8.2. unempsi nymeii K ¢aiinam

Uma NUmsa nytw

basename basosoe uma daina

dirname MNyrb k dany (katanor)

expanduser MNyTb K hariny cO 3HAKOM ~, 3aMEHSAOLMM AOMALIHWIA KaTanor
realpath KaHoHuyeckui nyTb K hany, paspewwaet CUMBONUYECKUE CCbINKK

O6paTuTe BHMMaHUeE, YTO B HEM IBaKIbl YIIOMUHAETCS index.html: mepBblit pa3s —
B onpeneneHuu nepeMeHHoM homepage, BTOPOi — B OIpeneNeHuu myTu K ¢aitny Ha
YIIpaBJsIIOLLEN MalIMHe.

@®unbTp basename maeT BO3MOXKHOCTD MONYUUTb UMs index.html ¢aiina, Bbioenus
€ro M3 II0JIHOTO ITYTHU, YTO IMMO3BOJUT 3aIMUCATb CLI,EHapMI‘;l HEIOBTOPEHUSA MUMEHU
darinal:
vars:

homepage: /usr/share/nginx/html/{index.html
tasks:

- name: copy home page

copy: src=files/{{ homepage | basename }} dest={{ homepage }}

Co3spaHue co6cTBEHHOrO HUNLTPa
B Hauem npumepe 015 Mezzanine mbl co3nanu daitn local_settings.py U3 mabyoHa,
colepKalllero CTpoKy, [T0Ka3aHHYIo B mpumepe 8.8.

Mpumep 8.8 < Crpoka u3 dainna local_settings.py, cozaanHoro u3 wabnowa
ALLOWED_HOSTS = ["www.example.com", "example.com"]

Y Hac umeeTcs repeMeHHas domains CO CITMCKOM MMEH XOCTOB. IlepBOHauanabHO
MbI MCITOMb30BAIM LUK for, UTOOBI MOJYUYUTh 3TY CTPOKY, HO ¢ GMUJIBTPOM 1I1ab/IOH
OyIeT BBITISAETD €Ll U3SIIHee:

ALLOWED_HOSTS = [{{ domains{join(", ") }}]

OpnHako B MOAYUYMBILIEMCS pe3y/ibTaTe MMeHa XOCTOB He OYIyT 3aK/II0UeHbl B Ka-
BbIUKM, KaK [MOKa3aHO B nmpumMepe 8.9.

Mpumep 8.9 < VMeHa XOCTOB NULIUAUCH KaBbivek
ALLOWED_HOSTS = [www.example.com, example.com]

Ecnu 651 y Hac umesncsa ounbTp (cM. mpumep 8.10), 3aKI04aloLMit CTPOKY B Ka-
BBbIUKM, TOT/IA LIa6I0H creHepupoBas Obl CTPOKY, KaK MOKa3aHo B mpumepe 8.8.

! Cnacubo [xony Ixapsucy (John Jarvis) 3a sTy mogckasky.
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Mpumep 8.10 < Mcnonb3osaHue GUNbTPA AN 3aKNHOYEHUSA CTPOK B KABbIYKK
ALLOWED_HOSTS = [{{ domains|surround_by_quote|join(", ") }}]

K coskanenuio, roroBoro ¢uabtpa surround_by_quote He cyuiectByeT. Ho Mbl MO-
’KeM Hamucath ero camu. Ha camom mene Xandu Cax (Hanfei Sun) Ha Stack Overflow
yKe packpbl1 3TOT Borpoc (https://stackoverflow.com/questions/15514365/).

Ansible et HectaHmapTHble GUABTPLI B KaTasore filter plugins, HaxonsuiemMcst
B OJIHOM KaTaJiore co ClieHapUsIMMU.

B mpumepe 8.11 rmokasaHo, Kak BbIMISIAUT peanusauust puabtpa.

Mpumep 8.11 < filter_plugins/surround_by_quotes.py
# B3aTto no agpecy: http://stackoverflow.com/a/15515929/742

def surround_by_quote(a_list):
return ['"%s"' % an_element for an_element in a_list]

class FilterModule(object):
def filters(self):
return {'surround_by_quote': surround_by_quote}

®yHkuus surround_by_quote peanusyet duabtp Jinja2. Knacc FilterModule ompe-
nensier merton filters, KOTOpPbBIN BBIBOAUT CJIOBapb ¢ MMeHeM QyHKUMMU buabTpa
u camoit dyHkumei. Knacc FilterModule obecrieunBaeT AOCTYITHOCTb GUIbTPA IS
Ansible.

Kpome Toro, B kKatanor ~/.ansible/plugins/filter unu /usr/share/ansible/plugins/filter
MOYXHO YCTaHOBUTb CBOM IJIarMHbI GUABTPOB. Vinu yKasaTh Apyroi KaTaaor B repe-
MEHHOM OKpYy>KeHMs1 ANSIBLE_FILTER_PLUGINS, roe XpaHsITCSl Bally [JIarMHBbI.

MoacTtaHOBKM

B umeanbHoM Mupe Bcs MHGOpMalius o Balieit KoHGUrypaumMmu xpaHusaach 6bl B e-
pemMeHHbIX Ansible Be3ze, riae Ansible mo3BonseT onpenensiTh nepeMeHHbIe (Hampu-
Mep, CEeKLIMS vars B cLieHapuu; aiinbl, mepeunciaeHHble B ceKUumm vars_files; daitbl
B KaTasiorax host_vars wiu group_vars, KOTopble Mbl 00CY>XIaju B raBe 3).

VBbI, MUp HECOBEpLIEHEH, U MOPOJ 4acThb KOHGUTypalUMM IOKHA XPAHUTHCS
B IpYTMX MeCTax, HalpuMep B TEKCTOBOM (aitie unu B daiine .csv, u BaMm He XoTe-
JI0Cch GBI KOITMPOBATh 3TU JaHHbIE B TepemMeHHble Ansible, TOCKOMbKY B 3TOM C/lyyae
MpUIETCS MMOAAEePKMBATh IBE KOIMUM OOHUX U TEX K€ JaHHBIX, a BbI BEPUTE B IPUH-
uun DRY'!. BO3MOXKHO, TaHHbIE M BOBCE XpaHATCA He B (aitsie, a B XpaHUIMILE TUITA
«KJTI0Y/3HaueHMe», TAKOM Kak etcd?. Ansible mognepxkuBaet GyHKUMYU nodCmMaHo8KU,

1 DRY (ot aHri. Don’t Repeat Yourself) — «He moBTOpSIATECH». ITOT TEPMUH ObIT BBEIEH
B 3aMeuaresnbHoit KHUre «The Pragmatic Programmer: From Journeyman to Master» JH-
apto Xanta u J3Buna Tomaca (Xawm 3., Tomac . llporpammMmuct-nparmatuk. [1yTb ot noa-
macTtepbsi K Mactepy. Jlopu, 2009. ISBN 5-85582-213-3,0-201-61622-X. — [Ipum. nepes.).

2 etcd - pacrnipefieNieHHOe XpaHWINILE TUIIA «K/TI0Y/3HAYeHMe», TToIepKYBaeMOoe ITPOEKTOM
CoreOS (https://coreos.com/etcd/).
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MO3BOJISIOILME YATATh HACTPOMKYU U3 pa3HbIX UCTOUHUKOB, @ 3aT€M UCII0Ab30BaTh
UX B CLieHapusiX U 1abaoHax.
[TepeueHsb 3TUX GYHKUUI TPUBOAUTCS B Tabn. 8.3.

Tabnuua 8.3. @yHKuuu noucka

Umna OnucaHue

file Copepxumoe danna

password Cny4anHo creHepvpoOBaHHbIN Naponb
pipe BbiBOA KOMaHAbI, BINONHEHHOW NOKANbHO
env MNepemMeHHan OKpYXeHus

template WWabnoH Jinja2

csvfile 3anucb B davine .csv

dnstxt 3anucb 8 DNS tuna TXT

redis_kv 3HadeHue Knioda B Redis

etcd 3HaueHwue Kknwova B etcd

BBIMOAHUTD MOACTAHOBKY MOXXHO C MOMOILbI0 GyHKUMMU lookup, MpUHUMAIOLIEHA
nBa aprymeHTa. [lepBblif apryMeHT — 3TO CTPOKa C UMEHEM ITOICTAHOBKM, BTOPO —
CTPOKa, cofepkalllasi OOMH MM HECKOJIbKO apryMeHTOB, KOTOpble IepenaloTcs
B IIOICTAHOBKY. Harpumep, noictaHoOBKY file MOXKHO BbI3BATh TaK:

lookup(‘file', '/nyTb/k/davny/file.txt"')

B cueHapusx MoACTaHOBKA JO/KHA 3aKII0UaThesl B pUrypHbie ckoOku {{ }}, ux
TaK)Xe MOXHO UCITO/Ib30BaTh B 1IA0JOHAX.

B aTom paspaesne 6yaeT npeacTaBieH TOMbKO KPaTKuit 0630p AOCTYITHBIX MOACTa-
HOBOK. bonee moapo6bHyio MHGOpMaLMI0 MOXXHO HaliTU B IOKyMeHTauuu Ansible
(http://docs.ansible.com/ansible/playbooks_lookups.html).

Bce nnaruHbl noacTaHoBok B Ansible BbINONHAKTCS Ha ynpasnsiowen MawuHe, a He Ha yaa-
NeHHOM XxocTe.

file

JorycTum, Ha ymnpaBisiouleid MallMHe MMeeTCsl TeKCTOBBIN (aits, comepskammit
my61nuHbIi SSH-KI104, KOTOPBI HE06XOAMMO CKOITMPOBATh HA YAaleHHbI! cepBep.
B npumepe 8.12 noka3aHo, Kak UCIT0b30BaTh [MOJCTAHOBKY file A/ UTeHUs comep-
skumoro ¢arina 1 ero repemayM Moay/io B mapaMeTpe.

Mpumep 8.12 < Wcnonb3osaHue noacraHosku file

- name: Add my public key as an EC2 key
ec2_key: name=mykey key_material="{{ lookup('file', \
"[users/lorin/.ssh/id_rsa.pub') }}"

[TogcTaHOBKM TakKe MOKHO MCITO/Ib30BaTh B 1absoHax. Eciau morpebyercst uc-
M0JIb30BaTh TOT XK€ MpPUeM MJis co3gaHus ¢aitna authorized keys ¢ comep>KMMbIM
daina my6IMYHOro KJIKOYa, MOXKHO CO3[aTh WAbA0H Jinja2, BBIMOMHSOWMUN M0~
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CTaHOBKY, KaK MMOKa3aHo B npumMepe 8.13, 1 3aTeM BbI3BaTb MOAY/Ib template, Kak
II0Ka3aHo B rpumMepe 8.14.

Mpumep 8.13 <+ authorized_keys.j2
{{ lookup('file', '/Users/lorin/.ssh/id_rsa.pub') }}

Mpumep 8.14 <+ 3apnaua, reHepupytowan dain authorized_keys

- name: copy authorized_host file
template: src=authorized_keys.j2 dest=/home/deploy/.ssh/authorized_keys

pipe
IMoacTraHOBKA pipe 3allycKaeT BHEIIHIOKW IIPOrpaMMy Ha YIIpaBisiiolleil MallyHe
M IpUHMUMaeT ee BbIBO/I.

Hamnpumep, ecin cuieHapmit UCIIO/Ib3yeT CUCTEMY KOHTPOJISl Bepcuii git u Tpeby-
eTcsl MONyYUTh 3HaueHne SHA-1 mocsieqHeit KoMaHIbl git commit?, AJ1s1 3TOr0 MOXKHO
MCII0/Ib30BaTh MTOACTAHOBKY pipe:

- name: get SHA of most recent commit
debug: msg="{{ lookup('pipe', 'git rev-parse HEAD') }}"

Pe3YHbTaT 6YHET BBIT/IAOETb MIPMMEPHO TaK:
TASK: [get the sha of the current COMMLL] Hdkkdaeskkdk ke ke d kK ek ke Ak
ok: [myserver] => {
"msg": "e7748af0f040d58d61de1917980a210df419eae9"
}

env

[ToacTaHOBKa env M3BJIEKAET 3HAYEHMe TepeMEeHHOM OKPYKeHMs Ha yIIpaBsolei

maumHe. Hanpumep:
- name: get the current shell
debug: msg="{{ lookup('env', 'SHELL') }}"

IToCKOMbKY S UCITOb3YI0 KOMaHAHYIO0 000/104KY Zsh, y MeHs pe3y/ibTaT BIIASIUT
TakK:
TASK: [get the current Shell] Khkkkkkkkhkkkkkhkkkkhkhkhkkkhkhkkkkhkhkhkrkhkhkkrkhkhkkkkhkkhkrhhk
ok: [myserver] => {
"msg": "/bin/zsh"
}

password

IMoacraHoBKa password BO3BpallaeT CAyyaitHO CreHepUpOBaHHbBINM MMaposib, a TAKXe
3amucbiBaeT ero B ¢aiii, yKasaHHbIN B apryMmeHTe. Hampumep, ecin rnorpe6yercs

! Ecau 3TO MOKaXkeTcsl BaM CTPAaHHbBIM, HE GecroKoiTech — 3TO BCEro Jullib Nnpumep BLIMNOJI-
HEeHMs1 KOMaH/[Ibl.
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co37aTh MOb30BaTess 6a3bl JaHHbIX Postgres ¢ uMmeHeM deploy U CIydyaitHbIM Ta-
poreMm, a 3aTeM 3anucarthb naposb B paitn deploypassword.txt Ha ynpapisiollei ma-
LLIMHE, 3TO MOXXHO Ce/1aTh TaK:
- name: create deploy postgres user

postgresql_user:

name: deploy
password: "{{ lookup('password', 'deploy-password.txt') }}"

template

IMoacraHoBKa template MO3BOJISIET MOMYUYUTh PE3YAbTAT MPUMeHeHMs 11aboHa Jin-
ja2. Hanpumep, 0,151 1wa6ioHa, npeacTaBaeHHOro B mpumepe 8.15:

Mpumep 8.15 <+ message.j2
This host runs {{ ansible_distribution }}

caemyiolas 3agava:

- name: output message from template
debug: msg="{{ lookup('template', 'message.j2’') }}"

BepHeT TaKOM pe3y/bTar:

TASK: [output message from template] ****x#akkxkakkkdhshkakshkahkkk Ak o hdhhahkh%
ok: [myserver] => {
"msg": "This host runs Ubuntu\n"

}
csvfile

IMoacraHoBKa csvfile unTaet 3anuch U3 daina .csv. Jomnyctum, y Hac uMeeTcs (aiin
.CSV, KOTOPbI¥ BBITJIIAUT, KaK MOKa3aHo B npumepe 8.16.

Mpumep 8.16 <+ users.csv

username,email
lorin,lorin@ansiblebook.com
john, john@example.com
sue,sue@example.org

M HaM HY>KHO NOTYYUTb 37IEKTPOHHbIN aapec Cblo, UCIOJb3Ys IJIarMH MOJACTaHOBKMU
csvfile. 11 3TOr0 MOXHO MUCII0/Ib30BaTh IUIarMH, KaK IMOKa3aHOo HUXKe:

lookup('csvfile', 'sue file=users.csv delimiter=, col=1")

IMoncraHoBKa csvfile — XOpolUMii MpUMep IMOACTAHOBKM, MpUHMMAIOILEN He-
CKOJIbKO apryMeHTOB. B JaHHOM ci1yyae IarMHy nepenarTcsl YeThipe apryMeHTa:

Q sue;

O file=users.csv;

Q delimiter=,;

Q col=1.
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ViMsi mepBOro aprymMeHTa MOKHO He YKa3bIBaTh, HO UMeHAa BCeX OCTA/IbHbIX JOJIK-
HbI YKa3bIBaTbCs1 06s13aTe/IbHO. [IepBbIit apryMeHT MMOACTAaHOBKM csvfile — 3TO ae-
MEHT, KOTOPbIi1 IO/KEH MPUCYTCTBOBATh B cTO61Ee O (mepBbiit cTon6el, MHAEKCa-
umsi HaumHaetcst ¢ 0) TabanLbI.

OcTranbHble apryMeHTbl OMpemensiioT uMmsi daitna .csv, pasgennuTesab U Kakue
cTONO1LBI HEO6XOAMMO BbIBECTU. B JaHHOM mpuMepe Mbl UCIoNb3yeM daitn users.
CSV U yKa3bIBaeM, UTO IT10J1s1 pa3fesieHbl 3amsaTbiMU. Mbl TakKe COOOLIaeM IIaruHY,
YTO ULLEM CTPOKY, B TEPBOM CTO/IO1I€ KOTOPOI XPaHUTCS UMSI sue, M HaM HY)KHO 3Ha-
yeHue BTOPOro cTosb1a (cTonbel 1, MHaekcauust HauuHaetcs ¢ 0). B orBer maaruu
BO3BpallaeT 3HaueHue sue@example.org.

Ecnu MckoMoe uMs Mmosb30oBaTesss XpaHUTCSI B [epeMeHHOM username, MOXHO
CKOHCTPYMPOBATh CTPOKY apryMEHTOB C MOMOILbIO 3HaKa +, UTOObI OOBEIVHUTD
CTPOKY M3 username C OCTaBLLeMCsl YaCTbK CTPOKM C apryMeHTaMMU:

lookup('csvfile', username + ' file=users.csv delimiter=, col=1")

dnstxt
o Moayns dnstxt Tpebyer yctaHoBKM naketa Python dnspython Ha ynpaBnsiowei MalumHe,

MHorue yuMTaTeaM HaBepHsKa 3HAIOT, YTO TaKoe CUCTeMa JOMeHHbIX uMeH (Do-
main Name System, DNS). DNS — ato c1yskba, mpeobpa3syiouiasi UMeHa XOCTOB, Ta-
Kue Kak ansiblebook.com, B IP-agpeca, Hanpumep 64.99.80.30.

DNS accouuupyet ¢ uMeHeM XOCTa OLHY MM HeCKOJbKO 3anuceii. Haubonee uc-
nosb3yemMbIMM TUNamu 3anuceit DNS asasitorcest 3anucu A u CNAME, KoTopble CBSI-
3bIBalOT UMS xocTa ¢ [P-agpecom (3anuch A) uiam ¢ nceBOoHUMOM (3anuch CNAME).

ITpotokon DNS comepxuT eute oguH Tvn 3anuceit — TXT. 3armuch TXT - 310 BCero
JMLIb TPOU3BOJIbHASI CTPOKA, KOTOPYI MOXKHO CBsSI3aTh C MMeHeM XocTa. Eciu Bbl
npussizany 3anuch TXT K UMeHU XOCTa, 110060/ CMOKET IMOTYUUTD 3TOT TEKCT C IM0-
MolLbIo kK1ueHTa DNS.

Hanpuwmep, st Bnageto nomeHom ansiblebook.com v xouy cos3aatb 3anmuch TXT, cBsl-
3aHHYIO C TIOOBIMU MUMEHAaMU XOCTOB, BXOASALIMX B JoMeH'. S mpuss3san 3anuch TXT
K UMeHMU xocTa ansiblebook.com, oHa comepskut Homep ISBN atoit KHuru. [lonyunts
3anuch TXT MOXKHO C TOMOLIbIO MHCTPYMEHTa KOMaHAHOM CTPOKM dig, Kak rokasa-
HO B mpumepe 8.17.

Mpumep 8.17 < M3sneuyenue 3anucu TXT ¢ noMowbio MHCTPyMeHTa dig

$ dig +short ansiblebook.com TXT
"isbn=978-1491979808"

[MoncraHoBKa dnstxt 3ampalumuBaeT y cepBepa DNS 3anuce TXT, acCOUMMpPOBaH-
HYIO C XOCTOM. Eciin co3maTh Takylo 3aauy B CLieHapuu:

! TIpoBaiigeps! ycnyr DNS o6biuHO npenocTtaBisiioT MHTepdeiic sl BbIMOMHEHUs 3a[ad,
cBsizaHHbIX ¢ DNS, Takux Kak co3gaHue 3anuceit TXT.
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- name: look up TXT record
debug: msg="{{ lookup('dnstxt', 'ansiblebook.com') }}"

OHa BEepHeT:
TASK: [look up TXT record] Kkkkkkkdkkkkhhhhhh ok ke ok kkkkkkkkkk ok ko kkk kA kXK K K
ok: [myserver] => {
"msg": "isbn=978-1491979808"
}

Ecnu ¢ XocTOM CBSI3aHO HECKOJIbKO 3anuceit TXT, Toraa Moay/ib BEPHET UX «CKJle-
eHHbIMM» BMecTe. [TopsAgOK «CKIeUBaHUSI» KaKIbIil pa3 MOXeT ObITh pa3HbIM. Ha-
npumep, ecnu 6b1 0151 ansiblebook.com 6bina onpeneneHa Bropas 3anuch TXT ¢ Tek-
CTOM:

author=1lorin

TOrAa NMoACTaHOBKa dnstxt BbIBeJa Obl CTy4aliHbIM 00pPa30M OOMH U3 BApUAHTOB:
QO 1sbn=978-1491979808author=1or1in;
QO author=lorinisbn=978-1491979808.

redis_kv
O Moaynb redis_kv TpebyeT yctaHoBku naketa Python redis Ha ynpaBnstouiei MaLluHe.

Redis - monynspHoe XpaHWINILE TUITA «K/THOY/3HaUeHMEe», YACTO UCIO/Ib3yeMoe
KaK K3llI, a TaKXe [JI XpaHeHUs] JaHHbIX B Cy)X6ax ouepeneit 3agaHuit, TAKUX KaK
Sidekiq. C moMo1bio noacTaHOBKM redis_kv MOXKHO M3BJI€KaTb 3HAYEHUS KITIOYe.
Koy no/mKkeH UMeTb BUJ, CTPOKH, ITOCKOJbKY MOAY/b BbIITOHSET 3KBUBAJIEHT KO-
MaHAbI GET.

Homnyctum, y Hac umeeTtcs cepsep Redis, 3anylieHHbI Ha ynpaBasiolLeil Mallin-
He, U Mbl ONIpeieInIM K04 weather CO 3HaUEHUEM sunny:

$ redis-cli SET weather sunny

Eciu onpenennTs B CleHapUM 3a4auy U3BJA€YEHMUS 3TOrO KI4a U3 XpaHUIMLIA
Redis:

- name: look up value in Redis
debug: msg="{{ lookup('redis_kv', 'redis://localhost:6379,weather') }}"

OHa BEepHeT Cjeayillee:

TASK: [look up value in REdiS] #ataxkkksbaskkkbakkkk kA hhkkkKXXNRKK Kbk kkk kA AR

ok: [myserver] => {

msg": "sunny"

}

Ecnu agpec URL He 3agaH, Moay/b IO YMOJIUaHUIO UCITONb3YeT aapec redis://loc-
alhost:6379. To ecTb NpeabIAYILYIO 3a0auy MOXHO NepenucaThb Tak (00paTUTe BHU-
MaHMe Ha 3arsITyIo repef KJI4oM):

lookup('redis_kv', ',weather")
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etcd

Etcd - pacripegeneHHoOe XpaHUINILE TUIIA «K/TI0YU/3HayeHMe», OObIYHO UCIIO/Ib3YeT-
cs1 111 XpaHeHUs JaHHbIX KOHGUTYpaLMit U peanusaluu momcka ciayxo. s noay-
YeHUs 3HaUeHUs KJIK4Ya U3 3TOr0 XpaHUIMILA MOXHO UCIOIb30BaTh MMOACTAHOBKY
etcd.

JonycTuM, y Hac MMeeTcs1 cepBep etcd, 3anmylleHHbII Ha yIIpaBsolleil MallilHe,
U MBI ONpenenniu Kiard weather co 3HaueHueM cloudy:

$ curl -L http://127.0.0.1:4001/v2/keys/weather -XPUT -d value=cloudy

Ecnu onpenenuts B clieHapuy 3amauyy U3BJeYeHUs 3TOrO K/IKua U3 XpaHUIuUa
etcd:

- name: look up value in etcd
debug: msg="{{ lookup('etcd’, 'weather') }}"

OHAa BEPHET CJIeayrollee:

TASK: [lOOk up value in etcd] Ikhkkkkkkkkhhkhhkk kK kkkkkhkkkkkk Kk kkkkkkkkkkkkhkkk
ok: [localhost] => {
"mSg": ”C].Oudy"

}

TTo ymonuaHMi0 moacTaHoBKa etcd obpaulaeTcss K cepBepy etcd mo azmpecy
http://127.0.0.1:4001. Ho ero MOXHO M3MeHUTh, YCTAHOBUB IMePEMEHHYIO OKPYXe-
HUsI ANSIBLE_ETCD_URL mepep, 3aImyCKOM KoMaH/ibl ansible-playbook.

HanucaHue cobcTBeHHOro nnaruHa

Eciu HY oAMH M3 MMEIOIMXCS [JIarMHOB Bac He yCTpaMBaeT, BCeraa MOXHO Hamu-
caTbh COGCTBEHHbIN MaaruH. Pa3paboTka co6CTBEHHBIX IJIaTMHOB [IJ1S1 MOACTAHOBOK
He SIBJISIETCSl TEMOI JaHHOM KHUTHU, HO eCJiM Bac JAeMCTBUTENbHO 3aMHTEPECOBas
IaHHBI BOMPOC, S Ipe/Ijiara U3yYUThb UCXOIHBINM KO/, MIarMHOB 151 TOACTaHOBOK,
KoTopble nocrasasawTcs ¢ Ansible (https://github.com/ansible/ansible/tree/devel/lib/
ansible/plugins/lookup).

Hamnucas cBoif MarMH, IOMeCTUTE €ro B OAMH U3 CJIEAYIOLMX KATaJ0roB:

O lookup_plugins B KaTanore co ClieHapueM;

Q ~/.ansible/plugins/lookup;

Q /usr/share/ansible_plugins/lookup_plugins;

O yKa3aHHbIN B mepeMeHHOM OKpYXeHMs1 ANSIBLE_LOOKUP_PLUGINS.

CNOXHbIE LMK NbI

Jlo cux rop, KOraa Mbl M1Caau 3a1auy, BLITOMHSIOLME 06XO/I, CIIMCKa 06 bEKTOB, Mbl
MUCII0/1b30Ba/IM BbIpaXkeHUe with_items, B KOTOPOM OMpemensiii CIIUCOK O6BEKTOB.
DTO caMblif pacIpoOCTPaHEHHBIN CrIoco6 BHIMOMHEHUS LIMKIOB, HO Ansible mommep-
KMBAET TAKXe IPyrie MexaHM3Mbl peanu3aluunu urepaunii. Ix criucok npuBoaUTCS
B Tab. 8.4.
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Ta6auya 8.4. Luknuyeckue KOHCMpyYKyuu

WUma Bxoa Cnoco6 BbiNONAHEHMA uMKNA
with_items Cnucok LIMKN NO CNUCKY 3INeMEHTOB
with_lines Komanaa ans BbINONHEHUA LlMkn Nno cTpokam BbiBOAA KOMaHAb!

with_fileglob

WabnoH noucka

LMkn no umeHam ¢annos

with_first_found

Cnucok nytei

MepBbin cywecTsylOwWwUn ann

with_dict

Cnosapb

Linkn no anemeHTam cnosaps

with_flattened

CNKCcoK CNUCKoB

LIMKN NO BCEM 3NEMEHTAM BNOXEHHbIX CMMCKOB

with_indexed_items Cnucok OaHa utepaums
with_nested Cnucok BnoxeHHbIR unkn
with_random_choice Cnucok OgHa utepaums

with_sequence

[MocnenoBaTenbHOCTb UeNbIX
uucen

Linkn no nocneposatenbHOCTH

with_subelements

Cnucok cnosapei

BnoxeHHbIR unkn

with_together

Cnucok cnuckoe

Uunkn no anemeHTam obbeaMHeHHOro cnucka

with_inventory_hostnames

WabnoH xocTa

Uunkn no xoctam B wabnoHe

B obuumanbHoit nokymentaunuu (http://bit.ly/1F6kfCP) ata Tema paccMaTpuBaeT-
Cs1 IOCTaTOYHO NMOAPOOHO, TO3TOMY S TPMBeENY JUIIb HECKOJIBKO ITPUMepPOB, UTOObI
JlaTh BaM IpeACTaBjIeHMue, KaK paboTaloT 3TU KOHCTPYKLIUMN.

with_lines

KoHcTpyKkuus with_lines mo3BoJisieT BbIMOMHATh IPOMU3BOJIbHbIE KOMaH/bl Ha yIIpaB-

JIAI01Le MalllHe Y TPOU3BOAUTbL UTEPALIMM T10 CTPOKAM B pe3y/bTaTax.
[IpencraBbTe, YTO Yy Bac ecTh Gaitl co CIMCKOM MMEH U Bbl XOTUTE OTIPABUTD

Slack-coob1eHue 01 KaKaoro U3 HuX:

Leslie Lamport
Silvio Micali
Shafi Goldwasser
Judea Pearl

B npumepe 8.18 mokaszaHo, Kak MCMIOJb30BaTh with_lines mjsa uteHust daitna
" BbITIOJIHEHUS uTepauuit no ¢aitny, cTpoka 3a CTPOKOA.

Mpumep 8.18 < Lukn c nomowpio with_Lines
- name: Send out 3 slack message

slack:

domain: example.slack.com
token: "{{ slack_token }}"
msg: "{{ item }} was in the list"

with_lines:

- cat files/turing.txt

with_fileglob

KoHcrpykumst with_fileglob ucronb3yeTcsi, KOTAa HY)XKHO BbINOJIHUTb UTEPALIMU T10
Habopy }aiioB Ha KOHTPOJIIBLHOM MalIMHe.
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B npumepe 8.19 rnokasaHo, Kak 060iTH aitnbl ¢ paciuMpeHueM .pub B KaTanore
/var/keys, a Takxke B IofKaTasnore keys, HaXxoAsemMcsi B OHHOM KaTajiore co CleHa-
puemM.

Mpumep 8.19 < WNcnonb3osanue with_fileglob ans nobasneHus knoven
- name: add public keys to account
authorized_key: user=deploy key="{{ lookup('file', item) }}"
with_fileglob:
- [var/keys/*.pub
- keys/*.pub

with_dict
KoHcTpykums with_dict BbimonHsieT 06Xon 371€eMeHTOB coBapsi. [Ipy MCmosib30Ba-
HMM 3TOM KOHCTPYKLMM MTepeMEHHas LIMKJIa item SIB/ISIETCS CJIOBAPEM C IBYMS KITIO-
yamu:

O key - omMH U3 K/IIOYEH B CIOBApE;

O value - 3HayeHe, COOTBETCTBYIOLEE KITHOUY Key.

Hanpumep, ecin xocT umeet nHtepdeiic ethd, roraa B Ansible 6yger cyuectso-
BaTb GakT c MMeHeM ansible_eth® 1 ¢ KITIOUOM ipv4, KOTODPBINA COAEPKUT IPUMEPHO
TaKOM CJIOBaphb:

{
"address": "10.0.2.15",

"netmask": "255.255.255.0",
"network”: "10.0.2.0"

MOXXHO 060MTH 3/IEMEHTBI 3TOTrO CJIOBAps 1 BBIBECTU UX [TO OOJHOMY!

- name: iterate over ansible_eth@
debug: msg={{ item.key }}={{ item.value }}
with_dict: "{{ ansible_eth0.ipv4 }}"

Pe3ynbTat 6yaeT BHIISAAETD TaK:

TASK: [iterate over ansible_eth@] P e e e 2 L L]
ok: [myserver] => (item={'key': u'netmask', 'value': u'255.255.255.0'}) => {
"item": {
"key": "netmask",
"value": "255.255.255.0"

})
"msg": "netmask=255.255.255.0"
}
ok: [myserver] => (item={'key': u'network', 'value': u'10.0.2.0'}) => {

"item": {
"key": "network",
"value": "10.0.2.0"

}l
"msg": "network=10.0.2.0"
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ok: [myserver] => (item={'key': u'address', 'value': u'10.0.2.15'}) => {
"{tem": {
"key": "address",
"value": "10.0.2.15"

Yg
"msg": "address=10.0.2.15"

}

Lmknuueckme KOHCTPYKUMUU KaK NNaruHbl NOACTAHOBOK

Liuknuyeckue KOHCTPYKLMM peanu3oBaHbl B Ansible Kak miarMHbl MofCcTaHOBOK.
JlOCTaTOYHO MOACTaBUTh with B Hayaso MMeHM MJIarMHa MOACTaHOBKM, YTOOBI UC-
noab30BaTh ero B dopme umknia. Tak, mpumep 8.12 MOXXHO NepenucaTh C UCIOAb30-
BaHueM dopmbl with_file, kKak mokasaHo B npumepe 8.20.

Mpumep 8.20 < Mcnonb3oBaHue noactaHoBku file B kKayecTBe KOHCTPYKUMK LMKNA
- name: Add my public key as an EC2 key

ec2_key: name=mykey key_material="{{ item }}"

with_file: /Users/lorin/.ssh/id_rsa.pub

OG6BIYHO MJIarMHbI MOACTAHOBOK MUCITO/Nb3YIOTCS B POJIM LIMKIUYECKUX KOHCTPYK-
LIM1, TOJIBKO eC/i TpebGyeTcs MOMYYUThb CIIMCOK. IMeHHO MO3TOMY $1 OTAEIWI I1aru-
Hbl 13 Ta6:1. 8.3 (Bo3Bpallallue CTPOKM) OT IJIaTMHOB B TabJ1. 8.4 (Bo3Bpallaloliye
CIIUCKU).

YNPABNEHUE LIMKNAMU

Haumnas c Bepcuu 2.1 Ansible npemocrasisieT mosb3oBaTensiM ele 6onee doratbie
BO3MOXHOCT! BBIMTOJTHEHUS] LMKIMYECKUX ONepaLmit.

BbiGop MMeHM nepeMeHHOM uMKna

BbipaxkeHue loop_var MO3BOJISIET AATh TIepeMeHHOI LIMKJIa APYroe UMs, OTJIUUHOE OT
MMeHM item, UCIIOIb3yEMOTrO MO YMOIYaHMIO, KaK [MOKa3aHo B pumepe 8.21.

Mpumep 8.21 < Mcnonb3oBaHue NEPEMEHHON UMKNA user

- user:

name: "{{ user.name }}"
with_itenms:

- { name: gil }

- { name: sarina }

- { name: leanne }
loop_control:

loop_var: user

B npumepe 8.21 BbipaxkeHue loop_var AaeT Juib KOCMeTH4eckoe yaobcTBo, HO
BOOOI1[e C ee MOMOLIbIO MOKHO ONpee/siTh ropa3io 60see CI0XHbIE LMKIIbL.

B npumepe 8.22 peanusoBaH LUMKI [0 HECKOJIbKUM 3afayam. [ljiss 3TOr0 B HEM
UCIONb3YyeTCsl MUHCTPYKUMS include ¢ BbipaxkeHueM with_itenms.
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OnHako ¢aitn vhosts.yml MOXeT BK/IIOYAThb 3a[auM, TaKXKe MCIOJb3YIOlIMe Bbl-
paxkeHMe with_items mis cBoux uLeseit. Takas peanusauus Moria Obl MOPOOUTD
KOHQIMKTBI M3-3a COBNaJeHMs] MMeH IepeMeHHbIX LMKJa, UCIO0Nb3yeMbIX IO
YMOTYaHUIO.

YroObl MpeIoTBPaTUTh TakMe KOHGIMKTbI, Mbl MOKEM YKa3aTh APYroe MMs B Bbl-
paxeHUM loop_var A1 BHellIHero MKiIa.

Mpumep 8.22 < Kcnonb3osaHue UMeHU vhost ans nepemMeHHON unkna

- name: run a set of tasks in one loop

include: vhosts.yml
with_items:

- { domain: wwwl.example.com }

- { domain: www2.example.com }

- { domain: www3.example.com }
loop_control:

loop_var: vhost @

O li3meHeHMe UMeHU repeMeHHOM BHeUIHero UMKia O npeoTBpauleHus KOH(DIIMKTOB.

B noakroyaemoit 3agave (06bsiBeHHO B aitsie vhosts.yml), KoTopast peacTaB-
JeHa B npumepe 8.23, Mbl Terepb 63 0macky MOXeM MCIOAb30BaTh MM item Mo
YMOJIYaHUIO.

Mpumep 8.23 < Noakntouaemblit Gaitn MOXeT coaepaTb UUKNbI

- name: create nginx directories
file:
path: /var/www/html/{{ vhost.domain }}/{{ item }} ©@
state: directory
with_items:
- logs
- public_http
- public_https
- includes
- name: create nginx vhost config
template:
src: "{{ vhost.domain }}.j2"
dest: /etc/nginx/conf.d/{{ vhost.domain }}.conf

© Mbi ocTaBWIM UMS 110 YMOJTYAHUIO AJ151 HGPEMEHHOﬁ BHYTPEHHEro uMKia.

YnpasneHue BbiBOAOM

B Bepcum Ansible 2.2 mosiBuaock HoBoe BbIpaskeHue label, momoramliee 10 onpeae-
JIEHHOM CTeIeHM yIpaBJsiTh BbIBOAOM LMKJIA.
Cnenymouimii mpMMep cooep>XUT 0ObIUHBINA CITUCOK CJIOBApei:

- name: create nginx vhost configs
template:
src: "{{ item.domain }}.conf.j2"
dest: "/etc/nginx/conf.d/{{ item.domain }}.conf
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with_items:
- { domain: wwwi.example.com, ssl_enabled: yes }
- { domain: www2.example.com }
- { domain: www3.example.com,
aliases: [ edge2.www.example.com, eu.www.example.com ] }

I[To ymonuanuio Ansible BbIBOOMT ci0Bapu LenmMkoM. Ecim cnoBapm 6onbiune, un-
TaTh BbIBOJ, CTAHOBUTCS OYEHb TPYAHO:

TASK [create nginx vhost configs] *#akskkdakdakddhdpkdhhkdhhdhdkhkkbhhbhhdsrsns
ok: [localhost] => (item={u'domain': u'wwwl.example.com', u'ssl_enabled': True})
ok: [localhost] => (item={u'domain': u'www2.example.com'})

ok: [localhost] => (item={u'domain': u'www3.example.com', u'aliases':
[u'edge2.www.example.com', u'eu.www.example.com']})

VicnipaBuUTb 3TY NpobaemMy MOMOosKeT BbIpaskeHue label.

[TocKOMBKY HaC MHTEPECYIOT TOJIbKO JOMEHHbIE MMeHa, Mbl MOXXeM ITPOCTO A00a-
BUTHb B pasnes loop_control BbipaxkeHue label, onucbiBarollee, YTO MMEHHO JO/KHO
BBIBOJUTBLCS MPU 006X0/€e 371eEMEHTOB:

- name: create nginx vhost configs

template:

src: "{{ item.domain }}.conf.j2"

dest: "/etc/nginx/conf.d/{{ item.domain }}.conf"
with_items:

- { domain: wwwl.example.com, ssl_enabled: yes }

- { domain: www2.example.com }

- { domain: www3.example.com,

aliases: [ edge2.www.example.com, eu.www.example.com ] }

loop_control:

label: "for domain {{ item.domain }}" @

O JobaBieHue METKU

B pesynbTaTe BbIBOJ [MONYYMUTCS Gosee yIo60unTaeMbIM:

TASK [create nginx vhost configs] #xxkkswkkskshhkkbshidkkhkkkhhhhkdhhiddsnkkdnihk
ok: [localhost] => (item=for domain wwwl.example.com)
ok: [localhost] => (item=for domain www2.example.com)
ok: [localhost] => (item=for domain www3.example.com)

WmeiTe B BMAY, 4TO ecnn ucnonbayetcs dnar -v noapobHoro 8bIBOAA, C10Bapu byayT BbIBO-
OWTbCA LLeIMKOM; He Mcnonb3yiTe 3TOT dnar, 4Tobbl CKPbITb NAPOAKM OT NOCTOPOHHWUX FNas!
YcTaHaBnMBakTe B KpUTUYECKMX 3anadax no_log: true.

MoakNoYeEHUE

OyHKUMSA include MO3BOSIET MOAK/IOUATh 3aa4M UM JaXe Lefble ClieHapuu, B 3a-
BUCUMOCTHU OT TOTO, Te UCIONb3yeTcs 3Ta GyHKU M. OHA YacTo MpPUMEHSIeTCs B po-
JISIX 47151 onpeie/ieHusl WU TPYIIIIMPOBKY 33124 U UX apT'YMEHTOB B OT[I€/IbHBIX MMO[1-
K/II04aeMbIx daitnax.
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PaccmoTtpum npumep. B mpumepe 8.24 onpeneneHsl ABe 3a1aun, UCMOb3YOLIME
UOEHTUYHbIE aPTYMEHThI B BhIpAXKEHUSX tag, when 1 become.

Mpumep 8.24 <+ MpeHTUYHbIE apryMeHTbl

- name: install nginx
package:
name: nginx
tags: nginx @
become: yes @
when: ansible_os_family == 'RedHat' ©

- name: ensure nginx is running
service:
name: nginx
state: started
enabled: yes
tags: nginx @
become: yes @
when: ansible_os_family == 'RedHat' ©

O lgeHTuuHbIE TETU
® MaeHTUYHbBbIE TIPUBUIIETUN
© lgeHTUYHBIE YCIOBUS

Ecnu BbIAEIUTH 3T OB 3amauM B OTAENbHbIN (aita, Kak MoKa3aHO B NpuUMe-
pe 8.25, 1 mogK/IOUaTh €ro, Kak rokasaHo B npumepe 8.26, MOXXHO YIIPOCTUTD Clie-
Hapuii, OrpeaeanB apryMeHTbl TOJbKO B Olepauuy NOAKIIYEeHUS.

Mpumep 8.25 <+ BbigeneHue 3anay B OTAENbHbIN daiin

- name: install nginx
package:
name: nginx

- name: ensure nginx is running
service:
name: nginx
state: started
enabled: yes

Mpumep 8.26 <+ MoaknoyeHue 3anay U NpUMeHeHUe 0BLWMX apryMeHTOB
- include: nginx_include.yml

tags: nginx

become: yes

when: ansible_os_family == 'RedHat’

JuMHaMuuyeckoe NnoaKAKYEeHne

3agauu, xapakTepHble Ojs KOHKDGTHOVI OHepauMOHHOﬁ CuUcTembl, B pojIdxX 4acTo
onpenesaroTCad B OTAE/TbHBIX (bav“max. B 3aBucMMOCTM OT KOAMYECTBa ornepanumuoH-
HBIX CUCTEM, NMoAgaep>XUBaeMbIX POJIbIO, OJI MOAKIIYEeHU 3aaa4d MOXeT n0Tpe6o—
BaThCsI Macca 1mabjJ0HHOro Koa.
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- include: Redhat.yml
when: ansible_os_family == 'Redhat'

- include: Debian.yml
when: ansible_os_family == 'Debian’

HauuHas c Bepcuu 2.0 Ansible mo3BosnsieT A[MHaMUYeCKM MOAKIIOYATD Paibl, Uc-
I0J1b3Yysl MOJCTAHOBKY ITepEMEHHbIX:

- include: "{{ ansible_os_family }}.yml"
static: no

OpHako Takoe pellieHye Ha OCHOBE AMHAMMUYECKOTro MOAKIIUYEHUS MMeeT CBOM
HeOOCTaTOK: KoMaHAa ansible-playbook --list-tasks MOKeT He BbIBECTM 3a1auM,
MOAK/II0YaeMble JMHaMUUecKu, ecin Ansible He MMeeT uHGOpMaLMU /1S 3aII0NHE-
HUS ITepeMEeHHBIX, ONpefesoIIMX MoaKIodYaemMble ¢ainbl. Hanmpumep, mepeMeH-
Hble-(GaKkThl (CM. IJ1aBy 4) He 3aMOJHSAIOTCS, KOrIa BLIMTOMHSAETCS KoMaHaa --list-
tasks.

Moaknouenne ponen

BoipaxkeHue include_role — 3TO 0CO6bIN BUI, onepaumuy NMoaKIoyeHus. B orinune
OT BbIpakeHusl role, KOTOpoe 6yneT UCIIOb30BaTh BCe KOMITOHEHThI POJIN, BbIpaXKe-
Hue include_role MO3BO/SIET SBHO ONpeNeNUThb, KaKMe KOMIIOHEHTHI TOAKIIYaeMOM
POU IOMKHBI UCTIOb30BATHCS.

[To aHanoruu c BeipaxkeHueM include, MOAKIIOUEHME POJIel UMeeT ABa peXuma:
CTaTUYeCKUit U JMHaMMUUeckuit, 1 Ansible aBTomMaTuuecku yraabiBaeT, Kakoi pe-
XUM MCIonb30BaTh. ONHAKO Bbl BCeraa MoXkeTe J00aBUTh BbIpakeHMe static: yes
unu static: no, — 4TO6BI IBHO OIpeNeNnTb PEeXUM.

- name: install nginx
yum:
pkg: nginx

- name: install php
include_role:
name: php @

- name: configure nginx
template:
src: nginx.conf.j2
dest: /etc/nginx/nginx.conf

O llopknioyaeT U BBHIMOMHSIET main.yml U3 ponu php.
Q BbipaxeHue include_role Take OTKpbIBAaeT 40CTyn K o6paboTumkam.

BeipakeHue include_role Takke MOXeT ITOMOYb M36exaTb KOHGIMKTOB KOMITO-
HEHTOB ponel, 3aBUCAIIMX APYr OT Apyra. [IpencraBbTe, UTO B 3aBUCUMMOM pOJH,
KOTOpasl BBIMOJIHSETCS Nepell MIaBHOM poiblo, umeetcs 3afaua file, usmeHsiomas
Bragenpua ¢aina. Ho B 3TOT MOMEHT COOTBETCTBYIOLIAsl YUeTHasl 3aluch elle He
co3naHa. OHa 6yzmeT co3faHa ro3jHee, B [JIaBHOM POJM, BO BpeMsl yCTAHOBKM MaKeTa.
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- name: install nginx
yum:
pkg: nginx

- name: install php
include_role:
name: php
tasks_from: install @

- name: configure nginx
template:
src: nginx.conf.j2
dest: /etc/nginx/nginx.conf

- name: configure php
include_role:
name: php
tasks_from: configure @

O IlopxnoyaeT M BblNoHseT install.yml u3 ponu php.
@ TlogxioyaeT ¥ BbIONHSET configure.yml u3 ponu php.

Ha MOMEHT HanucaHma 3TuX CTPoK BbipaxeHue include_role BCe ewwe 6bi10 OTMEYEHO Kak
3KCnepumeHmassHoe, 3T0 03HaYaeT, YTo OHO He obecneunsaeT 06paTHON COBMECTUMOCTY.

bnoku

IMono6Ho BeipakeHM10 include, BoipaxkeHne block peannsyeT MmexaHU3M IpyIIUPOB-
KM 3a7a4. BoipaxkeHue block mo3BoJisieT onpeaensiTh yCJI0OBUS UM apTyMEHTbI Cpa3y
IJIS BCcexX 3a7au B 6J10Ke:

- block:
- name: install nginx
package:
name: nginx
- name: ensure nginx is running
service:
name: nginx
state: started
enabled: yes
become: yes
when: "ansible_os_family == 'RedHat'"

Q B otnunume ot include, BbipaxeHue block Noka He NoaaepXMUBAET LIUKNOB.

BoipakeHue block MmeeT ele 0IHO, HAMHOTO 60jiee MHTepPeCHOe NMPUMEHEHUeE:
I71s1 00paboTKM OHIMOOK.

OBPABOTKA OLIMBOK C MOMOLLBIO BIOKOB

O6paboTka ourMbok Bceraa 6biaa HempocToit 3agaveit. Cucrema Ansible M3Havab-
HO MpelyCMaTpUBaeT BO3MOXXHOCTb MOSIBJIEHMSI O1IMO0K Ha XocTax. Eci Bo3HMKa-
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€T KaKasi-To oll16Ka, OHa [0 YMOJYAaHUIO ITPOCTO UCK/IIOYAET XOCT U3 UTPBI U MPO-
JOJKaeT HacTpauBaTh APYrUe XOCTbI, IOe OLIMOOK He Hab/II0[anoch.

Komb6uHauueit BoipaxkeHnit serial u max_fail_percentage Ansible qaet Bam B03-
MOKHOCTb BBIIIOJIHUTb KaKue-TO JeMCTBUS, KOrJa orepauus o0bsaBasSeTcs MoTep-
rneBLIel Heyaauy.

A 6naromapst BbIpaxkeHUIO block, Kak mokasaHo B npumepe 8.27, Ansible mogHu-
MaeT 006paboTKy OLIMOOK ellle Ha YPOBEHb BbIllIe M MO3BOJISIET aBTOMAaTU3UPOBATh
MOBTOPHOE BBITTOJIHEHME UJIM OTKAT 3a7au, TOTepIIeBIINX OLIUOKY.

Mpumep 8.27 <+ app-upgrade.yml

- block: ©
- debug: msg="You will see a failed tasks right after this"
- command: /bin/false
- debug: "You won't see this message"
rescue: @
- debug: "You only see this message in case of an failure in the block"
always: ©
- debug: "This will be always executed"

© Hauano BbipaxeHus block.
® OrnpenenseT 3aa4u, BHITIOTHSIEMbIe, €CTY B BbIpaxkeHUM block mpou3zoiigeT ommbka.
© 3amauy, KOTOpbIe BBITIOTHSIIOTCS BCETAA.

Ecnn y Bac ecTb OMbIT MPOrpaMMMpPOBaHMs, peanusaums o6paboTKM OILIMUOOK
B Ansible MOXXeT HAMOMHUTb BaM Napaaurmy try-catch-finally, v oHa paboraet mno-
XO0XXUM 06pa3oM.

lna neMOHCTpaluy BO3bMEM CaMyHK OObIYHYIO MOBCEIHEBHYIO 3a/1auy: OOHOB-
JeHue npunokeHus. [IpuaokeHue pacrpeaesnsieTcss B KjJacTepe BUPTYalbHbIX Ma-
wH (BM) 1 pasBepTbiBaeTcs B o61ake [aaS (Apache CloudStack). Kpome Toro, o6n1a-
KO MOJJep>KMBaeT BO3MOXHOCTb CO34aHMUsI CHUMKOB BM. YripolleHHbI cLeHapuii,
BBITIOTHSIOILMIA 3Ty paboTy, JeMCTBYET 10 C/IeAYIOLIEMY aITOPUTMY.
3abpatbs BM u3-nop yrpapiieHMs 6a71aHCUPOBILIMKOM Harpy3Ku.
Cos3gatb CHUMOK BM nepe 06HOBIEHUEM TTPUIOKEHUS.
OOHOBUTH MTPUTIOKEHME.
BbIMTONTHUTD TECTUPOBAHMUE.
OTkaTUTbCs 06paTHO, €C/IU UTO-TO MOLLJIO HE TaK.
BepnHyTb BM nop, ynpaBnenue 6a1aHCUPOBILMKOM Harpy3Ku.
. Ymanutb cCHUMOK BM.

laBaiiTe peannsyeM 3TOT aArOPUTM B BUJie clieHapus Ansible, MakcuMManbHO cO-
XpaHUB MPOCTOTY (CM. mpumep 8.28).

SIIOMEARES N LD s

Mpumep 8.28 < app-upgrade.yml

- hosts: app-servers
serial: 1
tasks:
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- name: Take VM out of the load balancer
- name: Create a VM snapshot before the app upgrade

- block:
- name: Upgrade the application
- name: Run smoke tests

rescue:
- name: Revert a VM to the snapshot after a failed upgrade

always: .
- name: Re-add webserver to the loadbalancer
- name: Remove a VM snapshot

JTOT CLieHapuif IMOYTH HaBepHsIKa BepHeT AeicTBYolLy0 BM B KkinacTep, pabora-
I0LIMIA IO yripaB/ieHueM 6asaHCUPOBLIMKA Harpy3Ku, Ia’ke ec/iv MOMbITKa OGHOB-
JIeHUs IOTePIIUT Heyaauy.

3apaun B BblpaxeHun always ByayT BbINOMHATLCS BCerda, Aaxe echn 6yayT obHapyXeHbl
OWKOKKU NpU BbINONHEHMM 33434 B BblpaXeHUU rescue! TwatenbHo oTOMpakTe 3a4ayu, no-
Mmelaemble B always.

Ecniu nop ynpaBieHue 6alaHCMPOBUIMKOM Harpys3ku JOKHA BO3BpPAlLAThCs
TOJIbKO OGHOBJIeHHass BM, clieHapuif Hy>KHO M3MEHUTb, KaK MOKa3aHO B NpuUMe-
pe 8.29.

Mpumep 8.29 < app-upgrade.yml

- hosts: app-servers
serial: 1
tasks:
- name: Take VM out of the load balancer
- name: Create a VM snapshot before the app upgrade

- block:
- name: Upgrade the application
- name: Run smoke tests

rescue:
- name: Revert a VM to the snapshot after a failed upgrade

- name: Re-add webserver to the loadbalancer
- name: Remove a VM snapshot

B 3T0J Bepcuu ucuesno BblpaxkeHue always, a ABe ero 3a4aum NoMelleHbl B KOHel]
cueHapusi. OHM GyayT BBIMTOJIHEHBI, TOJIbKO €C/IM BbIpaXkeHUue rescue He OydeT Bbl-
nosiHeHo. To ecTb rof, ynpasieHue 6a1aHCUPOBILMKA HAarpy3Ku 6yayT BO3BpalllaTh-
sl TOTbKO 0GHOBJIEHHbIE BM.

OkoHuare/ibHasi Bepcusi clieHapusi npeactaBiaeHa B mpumepe 8.30.

Mpumep 8.30 < CueHapuit 06HoBNEHMS NpunoXeHus ¢ 06paboTkoi owmnbok

- hosts: app-servers
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serial: 1
tasks:
- name: Take app server out of the load balancer
local_action:
module: cs_loadbalancer_rule_member
name: balance_http
vm: "{{ inventory_hostname_short }}"
state: absent
- name: Create a VM snapshot before an upgrade
local_action:
module: cs_vmsnapshot
name: Snapshot before upgrade
vm: "{{ inventory_hostname_short }}"
snapshot_memory: yes

- block:
- name: Upgrade the application
script: upgrade-app.sh
- name: Run smoke tests
script: smoke-tests.sh

rescue:
- name: Revert the VM to a snapshot after a failed upgrade
local_action:
module: cs_vmsnapshot
name: Snapshot before upgrade
vm: "{{ inventory_hostname_short }}"
state: revert

- name: Re-add app server to the loadbalancer
local_action:
module: cs_loadbalancer_rule_member
name: balance_http
vm: "{{ inventory_hostname_short }}"
state: present

- name: Remove a VM snapshot after successful upgrade or successful rollback
local_action:
module: cs_vmsnapshot
name: Snapshot before upgrade
vm: "{{ inventory_hostname_short }}"
state: absent

LUnoPOBAHME KOHOUAEHUMANBHbBIX BAHHbIX
nPy noMowm VAULT

CueHapuit Mezzanine TpebyeTt 4ocTymna K KOHpUAeHIMaIbHON MHGOPMALIUU, TAKOMH
KaK Mapoau 6a3bl JaHHBIX U aAMMUHUCTPATOPA. MBI y)Ke UMeIu ¢ 3TUM 10 B I/1a-
Be 6, Tie MOMeCTUIM Bce KOH(pUAeHLIManbHbIe JaHHbIe B OTAE/NbHbIN ¢aiin secrets.
yml. 3ToT daitn XpaHUICS BHE CUCTEMbI YIIpaB/IeHUs] BepCUSIMMU.



176 < (noxHble cUeHapum

Ansible npennaraeT anbTepHaTMBHOE pellleHMe: BMeCTO XpaHeHus daitna secrets.
yml BHe CUCTeMbl YIIpaB/IeHMsI BEPCUSIMM MOXKHO CO3[1aTh ero 3aln@poBaHHYO KO-
nuio. B 3TOM ciyyae, ec/iv Hala cucTema ynpaBJieHUsl Bepcusimy OyaeT B3JIOMaHa,
HapyLMTe b He MOJYYMT JOCTYNa K comepXXumomy daitna secrets.yml, ecny oH He
pacrionaraet rnaposiem aias gemndpoBaHus.

YTunura KOMaHOHOM CTPOKM ansible-vault nmo3BonsieT co3aaBaTh U pegakTUPO-
BaThb 3a1iMdpoBaHHbIi (aiti, KoTopbli ansible-playbook 6yaeT aBTOMaTHMUeCKU pac-
MO3HaBaTh M pacliMPOBBIBATH C TOMOLLbIO MTAPOIS.

BOT Kak MOXHO 3awudpoBaTh MMerowuics daitn:

$ ansible-vault encrypt secrets.yml

A Tak MOXXHO CO3JaTh HOBbIi 3aliMdpoBaHHbIi daitn secrets.yml:

$ ansible-vault create secrets.yml

Bam GyzmeT npenjiokeHO BBECTU Mapoib, a 3aTeM ansible-vault 3alyCTUT TEKCTO-
Bblif peIaKTOp, YTOObI Bbl MOTJ/IU 3aIMOMHUTD (aitn. [Ias pefakTUPOBAHUS UCITONb3Y-
eTCsl pelaKTOp, YKa3aHHbIM B mepeMeHHOM OKpYy>KeHus SEDITOR. Ecnu aTa nepemeH-
Hasl He onpefie/ieHa, [0 yMOJIYaHMIO UCTTO/Ib3YeTCs vim.

B nmpumepe 8.31 nokasaH BapMaHT cogepkMmoro ¢aitna, 3aimdpoBaHHOrO C IMo-
MOLLBIO ansible-vault.

Mpumep 8.31 < Coaepxumoe daiina, 3awmndpoBaHHOro ¢ noMowbko ansible -vault

SANSIBLE_VAULT;1.1;AES256

34306434353230663665633539363736353836333936383931316434343030316366653331363262
6630633366383135386266333030393634303664613662350a623837663462393031626233376232
31613735376632333231626661663766626239333738356532393162303863393033303666383530

62346633343464313330383832646531623338633438336465323166626335623639383363643438
64636665366538343038383031656461613665663265633066396438333165653436

K d¢aitny, 3ammndpoBaHHOMY C MOMOIIbIO ansible-vault, MOXXHO o6palulaThCs
B cekUuuu vars_files, Kak K 06b14HOMY (haity, — BaM He NMPUIETCS HUUEero MeHsTh
B npumepe 6.28, ecnu 3amndpoarts daitn secrets.yml.

OmHako, UTO6bI He MPOMCXOAMUIO OLIMOKY NPy 06palleHUy K 3alMPpoBaHHOMY
daiiny, HY)XKHO moacKasaTth yTuaute ansible-playbook, YTO OHa JOMKHA 3aMPOCUTH
napoJib repep uTeHueMm 3aindpoBaHHOro ¢aitaa. [IJis 3TOro JOCTaTOYHO MepeaaTth
apryMeHT - -ask-vault-pass:

$ ansible-playbook mezzanine.yml --ask-vault-pass

Tax>xe MOXXHO COXPaHUTb Naposib B TEKCTOBOM aiise 1 coob1uThb ansible-play-
book, rIe OH HaXOOUTCA, HOOABMB MapameTp - -vault-password-file:

$ ansible-playbook mezzanine --vault-password-file ~/password.txt

Ecnm aprymeHT nmapametpa --vault-password-file mpencTaBisieT BbINOJTHSEMBbIA
¢aitn, Ansible 3anycTUT ero ¥ UCMONb3yeT COAEePXXUMOe CTaHIAPTHOTO BbIBOJA KaK
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naposb. bnarogaps aTomy asig nepemauu maposst B Ansible MoXHO MCITOIb30BaTh
CLUeHapuu.
B Tabn. 8.5 nepeunciaeHbl JOCTYITHbIE KOMaHAbI ansible-vault.

Ta6nuua 8.5. Komandsi ansible-vault

Komanaa OnucaHue
ansible-vault encrypt file.yml Wudpyet TekcTosbiv dann file.yml
ansible-vault decrypt file.yml Hewndpyert 3awndposanHbiv dain file.yml

ansible-vault view file.yml BblBOAMT Cconepxm1Moe 3awmndppoBaHHoro danna file.yml
ansible-vault create file.yml Co3pnaet HOBbIV 3awwmdpoBaHHbIv dann file.yml
ansible-vault edit file.yml OTkpbiBaeT B peaaktope 3awundpoBaHHbIv dann file.yml

ansible-vault rekey file.yml M3meHneT napons k 3awndposaHHomy danny file.yml




lnaBa

YnpaBsneHue XoCTaMu,
3aa4aMu U 06paboTunkamu

WHoraa rmoBefeHue MO YMOJIYaHMIO cucTeMbl Ansible He B MOJHOM Mepe COOTBET-
CTBYeT HAlMM XeJJaHUSM. B 3T0J1 J1aBe Mbl TO3HAKOMMUMCS C MHCTPYMEHTaMU An-
sible, KoTOpbIe MO3BOJSIOT HACTPOUTb BbIOOP 0OC/ITYKMBaeMbIX XOCTOB, 3aITyCK 3a-
Jlau ¥ UCITOJIb30BaHMe 06paboTUMKOB.

LLIABNOHbI ANS BbIBOPA XOCTOB

Jlo cux rmop nmapameTp hosts B HaIlIMX OMepaLMsIX ONpeaes eqUHUYHbINA XOCT UIn
TpYIIy, HarpuMep:

hosts: web

OnHaKoO BMECTO eJMHMYHOTrO XOCTa M/IM TPYIIIbl MOKHO YKa3aTb WadnoH. Mbl
yxXe BuIenu uabaoH all, KOTOPbIi MO3BOASET 3aMyckaTh 3aayi Ha BCeX M3BECT-
HBIX XOCTax:

hosts: all

MOXHO ornpefennTb 00beAMHEeHMe JBYX TPYIII C TOMOIIbIO ABOETOYMS, HAIIPU-
Mep Bce MalliHbI B IpyInax dev 1 staging:

hosts: dev:staging

C nmomol1IbI0 JBOETOUMS M 3HaKa amIiepcaHaa (&) MOXXHO OMpeAeanuThb repeceye-
Hue. Harpumep, Bce cepBepbl 6a3bl JaHHBIX B TECTOBOM OKPYKeHMM (TpyIra stag-
ing) MOHO BbIGpaTh TaK:

hosts: staging:&database

B tab6:. 9.1 nepeunciensl 1abaoHbl, MoaaepskMBaeMblie B Ansible. O6paTute BHU-
MaHMe, YTO peryispHble BbIpakeHUs! BCeraa HauMHaKTCSA CO 3HaKa TUIbIbI (~).
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Ta6nuua 9.1. Moddepxcusaemsie wabnomsi

Levicrene Mpumep ucnons3oBanus
Bce xocTbl all

Bce xoctbl i

ObveanHeHue dev:staging
MNepecevenue staging:&database
Ucknoyenue dev:!queue

WabnoH noacTtaHoBKK *_example.com
[1ana3oH HymepoBaHHbIX cepeepoB | web[5:10]

PerynsipHoe BbipaxeHue ~web\d\.example\. (com

Ansible nognepxxmuBaer Takke kKombuHauuu 1uabaoHoB. Hanpumep:

hosts: dev:staging:&database:!queue

OrpPAHWUYEHUE OBCNY)KMBAEMbIX XOCTOB

Ilyist orpaHUUEHMs] XOCTOB, HA KOTOPbIX OyAeT BBITTOMHSITHCS CLeHapUii, UCTIOIb3Y-
1oTcs diary -1 hosts miu --1imit hosts, Kak mokasaHo B mpumepe 9.1.

Mpumep 9.1 < Orpanuyenne 0b6cnykMBaeMbIX XOCTOB

$ ansible-playbook -1 hosts playbook.yml
$ ansible-playbook --limit hosts playbook.yml

Ilnist onpeneneHst KOMOMHALMIA XOCTOB MOXKHO MCITOJIb30BaTh TOAbKO YTO OIMU-
CaHHBIN CMHTAKCUC 111a6IOHOB, HAaNIpUMep:

$ ansible-playbook -1 'staging:&database' playbook.yml

3ANYCK 3AMAYM HA YNPABNAIOLLENA MALLMHE

VHorna Heo6X0AMMO BBITIONIHUTb KOHKPETHYIO 3aJjauy Ha yIpassiiolleil MaulHe.
Ilns satoro Ansible mpepnjiaraet BoipaskeHue local_action.

Hpe,ElCTaBbTe, 4YTO CepBep, Ha KOTOprﬁ HY)XHO YCTAaHOBUTbD Mezzanine, TOJIb-
KO UTO Iepe3arpy3wicsi. Eciu 3anmycTuTb cueHapuit CIMUIKOM paHO, MbI ITOTYYUM
O1IMOKY, TTOCKOJIbKY CepBep ellle He 3aKOHYMI MPOoLeaypy 3arpy3ku. MOXHO Ipu-
OCTaHOBUTH CLIeHApHii, 06paTUBUIMCh K MOAY/IO wait_for, ¥ mepen MOBTOPHBIM 3a-
IMyCKOM CLieHapus 00XXKOaTbCd MOMEHTA, KOoraa cepBep SSH GYII,ET roToOB MIPMHUMATDb
coequHeHMs. B JaHHOM Cilyuyae Mbl 3aITyckaeM MOAY/Ib Ha HallleM HOYTOyKe, a He Ha
yAaaleHHOM XOCTe.

[TepBas 3agava MpMOCTaHaBAMBAET CLEHaPUIL:

- name: wait for ssh server to be running

local_action: wait_for port=22 host="{{ inventory_hostname }}"
search_regex=0penSSH
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O6paTuTe BHMMaHMe, UTO B 3aJauye MbI CCbLIaeMCsl Ha TTepeMEeHHYI0 inventory_
hostname, BMECTO KOTOpOi1 6yIeT MOACTaBIe€HO UMSI YAaJeHHOro X0CTa, a He local-
host. DTO IIPOMCXOAMUT MIOTOMY, YTO 3TU MepeMeHHbIe BCe ellle NPeACTaBIsIoT yaa-
JIEHHbIE XOCTbI, XOTS 3a/iaua BbIMTOJHSETCS JTOKaIbHO.

Ecnun onepauus oxBaTbiBaeT HECKONBLKO XOCTOB U Bbl MCNonb3yeTe local_action, 3aaay4a Bbi-
NONHWUTCA HECKONbKO pa3 - N0 OAHOMY ANS KAaXKAO0ro XOCTa. Takoe NOBEAEHWE MOXHO 3a-
npeTUTb, MCNONb30BAB run_once, Kak NOKa3aHo B pasaene «locnenoBaTenbHOE BbiNONHEHWE
334341 Ha XOCTax NO OAHOMY» HUXeE.

3ANYCK 3AAAYM HA CTOPOHHEN MALLWHE

WHorga Heob6XoA4 MO 3aMyCTUTh 3a8,auy, CBSI3aHHYIO C XOCTOM, HO Ha JIpyrom cepBe-
pe. [l 3TOro MOKHO MCI0JIb30BaTh BhIpakeHue delegate_to.

O6bIYHO 3TO TpebyeTcs B ABYX C/ydasiK:

O nng akTMBaLMM TPUTTEPOB B CUCTEMAaxX MOHMTOPUHTA, Takux Kak Nagios;

QO nna nepenauM xXocrta IMoj yrpasieHue 6anaHCUMpPOBLIMKA HArpy3ku, TaKoOro

Kak HAProxy.

[pencraBbTe, HAIpUMep, YTO HaM HeO6XOAMMO aKTMBUPOBATb YBeZOMJIEHUS
Nagios 1151 Bcex XOCTOB B rpyrrie web. JIoycTuM, y HaC B peecTpe MMeeTcsl 3aMych
nagios.example.com. Ha 3Tom XocTe 3amnyliieHa cucrema Mouutopuura Nagios. B mpu-
Mepe 9.2 MokKa3aHO, Kak MOXHO 6bUIO Obl MCIONB30BaTh BbhipakeHMe delegate_to
B 3TOM CJTyyYae.

Mpumep 9.2 « Ucnonb3osaHue delegate_to ansg HacTpoiikn Nagios

- name: enable alerts for web servers
hosts: web
tasks:
- name: enable alerts
nagios: action=enable_alerts service=web host={{ inventory_hostname }}
delegate_to: nagios.example.com

B sTom npumepe Ansible BbimonHsieT 3amauy nagios Ha cepBepe nagios.example.
com, HO TepeMeHHasl inventory_hostname, Mcrionb3yemMasi B onepalym, CCbIIaeTCs Ha
XOCT web.

Bonee moapo6Ho o delegate_to pacckasbiBaetcst B lamp_haproxy/rolling_update.
yml, B npuMepax npoekrta Ansible (https://github.com/ansible/ansible-examples).

MoCNEAOBATENLHOE BbINONHEHWE 3ALAUYM HA XOCTAX
no ogHOMY

[To ymonuaumio Ansible BbIIONHSIET KaKayl0 3aayy Ha BCEX XOCTaX MapasienbHo.
Ho uHorpa tTpe6yeTcst, 4TOObI 3a/1aya BBIMOJHSIACH HA XOCTaxX 1o ovepeau. KaHo-
HUYECKMM TPUMEpPOM SIBJISIeTCSl OOHOBJIEHME CepBEpPOB IPUIOKEHUMN, KOTOpbIe
JEeMCTBYIOT MO yrpaB/ieHMeM 6GanaHCUMpOBIUMKA Harpy3ku. O6bIYHO cepBep IMpu-
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JIO)KEHUI BBIBOAMTCS U3-T10A yIIpaBaeHUs: 6a1aHCUPOBIIMKOM HAarpy3Ku, 0OHOBIISI-
eTcsl U Bo3BpalaeTcsi 06paTHO. IIpu 3TOM He XO0Tesa0Ch 6bl MPUOCTAaHABIUBATD BCE
cepBepbl cpa3y, MOTOMY UTO B 3TOM C/Iyuae CIy>kba CTaHeT HeIOCTYIMHOM!.

OrpaHMUMUTH YMCJIO XOCTOB, Ha KOTOPBIX Ansible 3amyckaeT cueHapuii, MOXHO
BbIpakeHuem serial. B mpumepe 9.3 nmpoaeMOHCTPUPOBAHbI MOC/IeI0BATENbHbIN
BbIBOJI XOCTOB M3-TOJ YIpaBieHUs1 6aJaHCUPOBIIMKOM Harpysku Amazon EC2,
06HOBJIEHME CUCTEMHBIX MAaKETOB M BO3BpallleHMe XOCTOB 0OpaTHO. [ToapobHee
0 Amazon EC2 paccka3biBaeTcs B riaBe 14.

Mpumep 9.3 <+ BbiBOA XOCTOB M3-NOA, ynpaBneHns 6anaHCUPOBLLMKOM Harpy3ku
n 0bHOBNEHME NAKETOB
- name: upgrade packages on servers behind load balancer
hosts: myhosts
serial: 1
tasks:

- name: get the ec2 instance id and elastic load balancer id
ec2_facts:

- name: take the host out of the elastic load balancer
local_action: ec2_elb
args:
instance_id: "{{ ansible_ec2_instance_id }}"
state: absent

- name: upgrade packages
apt: update_cache=yes upgrade=yes

- name: put the host back in the elastic load balancer
local_action: ec2_elb
args:
instance_id: "{{ ansible_ec2_instance_id }}"
state: present
ec2_elbs: "{{ item }}"
with_items: ec2_elbs

B HalleM npuMepe Mbl epenanu BbIpaXkeHUIo serial apryMeHT 1, COOOLIMB CU-
creMe Ansible, 4To XOCTbI JO/KHBI 00pabaThIBaTLCS MOCAEI0BaTEAbHO. EC/iM ObI MBI
nepenanu 2, Ansible o6pabaTbiBana 6bl MO ABa XOCTa Cpasy.

O6bIuHO, KOTIa 3a/laua TEPIUT Heyaauy, Ansible mpekpaluiaet 06paboTKy TaHHO-
r0 XOCTa, HO MpoJo/kaeT 06paboTKy ocTanbHbIX. EC/IM UCIOIb3yeTcs 6aaaHCUPOB-
LIMK Harpy3Ku, BO3MOXHO, TpaKTMUHee OyaeT OTMEHUTH BLITTOJIHEHUE BCeif onepa-
UMM 0 TOTO, KaK OLIMOKA BO3HMKHET Ha BCeX XOCTax. iHaue MOXeT MOayYUThCS TaK,
YTO BCE XOCThI 6YAYT BbIBEAEHbBI U3-110[] YIIpaBaeHUs 6aaHCUPOBLIMKOM HArpysKku
M eMy HeueM 6yaeT yrpaB/sTh.

OnpeneauTb MaKCUMaJbHOE KOJMYECTBO XOCTOB, HAXOISIUMXCSA B COCTOSIHUM
OLIMOKY (B MPOLEHTAX), IO JOCTUKEHUM KOTOPOro Ansible mpeKpaTUT BbINIOJHEHUE
oreparym, MOXXKHO C TOMOLI[bIO BbIpaskeHus max_fail_percentage BMecTe ¢ serial.Ha-
MpuUMep, AOMYCTUM, UTO MbI YKa3aauM MaKCMMabHbI/ MPOLIEHT Heyaay 25%:
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name: upgrade packages on servers behind load balancer
hosts: myhosts
serial: 1
max_fail_percentage: 25
tasks:
# nanee cnepywTt 334auu

Ecnu 661 y Hac 6b110 4 XOCTa M OAMH MOTEpIie/ Heyaauy py BbIMOJIHEHUY 3a1auH,
toraa Ansible npomoskuia 6b! BbITTOTHEHME Olepalivu, IOTOMY 4YTO MOpOr B 25% He
npesbilieH. OMHAKO ec/iM Ha BTOPOM XOCTe 3a7jaya TaKke 3aBepLIUTCS C OLUMOKOIA,
toraa Ansible octaHOBUT BClo orepalimio, MOCKOIbKY yke 50% xocToB 6yayT Haxo-
JIUTbCS B COCTOSTHUM OLIMOKU, a 3TO BbILIe 25%. YTOObI OCTAHOBUTD ONEepaLUIo TpU
MepBoI1 Xe ouinbke, ycraHoBuTe max_fail_percentage paBHbIM 0.

IMAKETHAS OBPABOTKA XOCTOB

B BbIpakeHue serial MOXHO Take IepenaTh MMPOLIEHTbl BMECTO LIeJIOTO YMuCia.
B sTom ciyyae Ansible cama onpenenmT, CKOJbKO XOCTOB M3 UMCIA YYaCTBYIOILIUX
B OMepaluu COOTBETCTBYIOT 3TOMY 3HaU€HMIO, KaK MToKa3aHo B mpumepe 9.4,

Mpumep 9.4 < Mcnonb3oBaHue NPOLEHTOB B BbipaXeHUK serial

- name: upgrade 50% of web servers
hosts: myhosts
serial: 50%
tasks:
# panee cnegynwT 3apauu

Mo>XHO MoiTH ellle ganblie. Hanmpumep, BBINOTHUTD OMepalMio cHavyaaa Ha of-
HOM XOCTe, YOeauUThCs, UTO BCE MPOLUIO 61arornoay4yHo, U 3aTeM Iocieq0BaTeIbHO
BBITMOJIHAITh ONepalMio Ha 60/IbIIeM UMC/IE XOCTOB Cpa3y. 3TO MOXET MPUTOOUTHCS
IS yIIpaBaeHust 60bIIMMM JIOTUYECKUMM KJIacTepaMy He3aBUCUMBIX XOCTOB; Ha-
npumep, 30 xoctamMu B ceTu goctaBku comepkumoro (Content Delivery Network,
CDN).

Il1s peanusallMM TAKOro IOBedeHUs, HauuHas ¢ Bepcuu 2.2, Ansible no3sons-
€T 3aaBaTh CIIMCOK C pa3MepaMu MaKeTOB. JJIEMEHTAaMU 3TOrO MOTYT ObITb LieJible
YMCJIa MU MTPOLIEHTHI, KaK MToKa3aHo B pumepe 9.5.

MNpumep 9.5 < WMcnonb3oBaHne cnucka C pa3MepaMu NakeTos

- name: configure CDN servers
hosts: cdn
serial:
-1
- 30%
tasks:
# panee cneaywt 33aauun

Ansible 6y,}1€T OrpaHMYMUBATb KOJIMYECTBO XOCTOB B Ka>XOOM I1aKkeTe, Cjieays Iio
CITUCKY, I[TOKa He 6YJ.IET IOCTUTHYT IOCJAeAHUNM ero 371eMeHT UJIU He OCTaHeTCs XOC-
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TOB 1151 00paboTKM. 3TO 3HAYMT, UTO MOCJIEIHUI 3IEMEHT B CIIMUCKe serial mpomos-
SKUT JeMCTBOBATD 10 OKOHUAHMS OIepaluu, oka He 6yayT o6paboTaHbl BCE XOCThI.

Ecnu npenmnonoxuTs, YTO Mpeabiayilasi ornepaumsi oxBatbiBaeT 30 XOCTOB CETU
CDN, rorga Ansible cHayasa BbITTOJTHUT OIepalMI0 Ha OOHOM XOCTe, a 3aTeM ITocie-
JIoBaTelbHO 6yaeT 06pabaThiBaTh XOCTHI MakeTaMu o 30% oT 06111ero uncia XocToB
(roectn 1, 10, 10, 9).

OLOHOKPATHBIM 3ANYCK

WHorma MoXeT IMoTpe60oBaThCs BbIMOIHATD 3aiauy OMHOKPATHO, Jake IPU HaTUU UK
HECKOJIbKUX XOCTOB. Hampumep, npeacTaBbTe, UTO Y BaC €CTh HECKOIbKO CEPBEPOB
MPUIOKEHU, 3aMyLIeHHbIX 3a 6a1aHCMPOBIIMKOM HAarpy3Ku, ¥ BaM HEOOXOOUMO
OCYILIECTBUTb MUTPALIMIO 6a3bl JAHHBIX, HO TOJILKO Ha OJHOM U3 HUX.

JI1151 3TOr0 MOKHO BOCITO/Ib30BATHCS BBIPA’KEHUEM run_once M MOTPe6oBaTh OT An-
sible BbIMOMHUTH 3a1a4y TOJIBKO OAMH pas.

- name: run the database migrations
command: /opt/run_migrations
run_once: true

BbIpa)keHue run_once MOXET TaKXe MPUTOIUTHCS MIPU UCIOAb30BaHUM local_ac-
tion, eciu clieHapuit BOBJeKaeT HECKOIBKO XOCTOB U HE06XOAMMO BbIIIOTHUTD JIO-
KaJIbHYIO 3a[1ayy TObKO OAMH pas3:

- name: run the task locally, only once
local_action: command /opt/my-custom-command
run_once: true

CTPATErMM BbINOAHEHUS

BripaxxeHue strategy Ha ypoBHe omepauuy OaeT AOMOTHUTENIbHYI0 BO3MOXHOCTb
yIpaBJ/ieHUs BbITTOJTHEHMEM 33Ja4 Ha BCEX XOCTaX.

Mbl yke 3HaeM, UTO [0 YMOYaHMIO UCTIOb3YeTC s CTPATerusl IMHEIHOTO BbIIOJI-
HeHus linear. CornacHo 3Toi cTpareruu, Ansible 3amyckaer 3amayy Ha BCexX XOCTax
Cpasy, XJIeT ee 3aBepieHust (YCIIeUIHOro WK ¢ OUIMOKOIL) U 3aTeM 3aMycKaeT caeay-
IOLLYIO 33[]auy Ha BceX X0cTax. Kak pe3y/nbTaT Ha BbIMOJTHEHME KaXKI0M 3aJauy YXOOUT
POBHO CTOJILKO BpeMeHMU, CKOJIbKO [1J151 3TOr0 TpebyeTcsi CaMoOMy MeJIEHHOMY XOCTY.

[laBaiiTe MCMoab3yeM ClieHapuii, MpeacTaBleHHbI B mpuMepe 9.7, 0Jis1 JeMOH-
CTpaluy MPUMEHEHUs] pa3HbIX cTpaTeruit. Ml UCmonb3yeM MUHUMAIbHbINA (aitn
hosts, MmpencraB/ieHHbI B TpuMepe 9.6, cogepkauiuii TpU X0CTa, IS KaKOO0ro U3
KOTOpbIX OMpejeneHa nepemMeHHas sleep_seconds CO CBOMM 3HAUEHMEM CEKYH/I.

Mpumep 9.6 < daiin hosts C TpeMsa XOCTaMK U C Pa3HbIMU 3HAYEHUAMU NEPEMEHHON
sleep_seconds

one sleep_seconds=1

two sleep_seconds=6

three sleep_seconds=10



184 <+ Ynpasnenue xoctamu, 3a8a4amm u 06paboTumkamu

linear

CueHapwuit B mpumepe 9.7 BbIMOMHSET Olepaluio ¢ Tpems 3aadyaMu JT0KaabHO, Kak
Toro TpebyeT BbipakeHue connection: local. Kaxkgast 3agaya npuMocTaHaBIMBaeTCs
Ha BpeMs, yKa3aHHOe B TepeMeHHO sleep_seconds.

Mpumep 9.7 < CueHapwuit ana npoBepku cTpateruu linear
- hosts: all
connection: local
tasks:
- name: first task
shell: sleep "{{ sleep_seconds }}"

- name: second task
shell: sleep "{{ sleep_seconds }}"

- name: third task
shell: sleep "{{ sleep_seconds }}"

Ecnu 3anycTtuThb 3TOT CLEHapuii CO cTpaTerueil o ymonyaHuio linear, OH BbiBe-
JeT pe3y/bTaThl, IOKa3aHHbIe B ipumepe 9.8.

Mpumep 9.8 < Pe3ynbTaTbl BbINONHEHWS CUEHapuWs CO cTpaTterued linear
$ ansible-playbook strategy.yml -i hosts

PLAY [all] khkkhkhkhkkkhkhkhhkhhkhhhkhkhhkhkhkhkhhhkhkhhhkhkhkhhhhhkhkhkhhhkhhkhkhkhhhhhhhhhhhhkhhhhkkhhhhhd

TASK [Setup] khkkkkkkkkhkhkkhkkhkhkhkhk kA Ak hhhkhhkhkkkkkhkhkkhkkhkkhkkhkhkhkhhkhkhkhkhkhhkhhkhhhkhhhkhkkk
ok: [two]

ok: [three]

ok: [one]

TASK [first task] kkkhkkhkkhkhkhkhkhkkhkkkhkhkhkhkkhkhkhkhkkkkkkhkhkkkkkhkhkkhhkkkhhhkhkhkkhkkkkkkkk
changed: [one]

changed: [two]

changed: ([three]

TASK [Second task] LA 22222 R 22 AR s AR d s sl dd)
changed: [one]

changed: [two]

changed: [three]

TASK [third task] hhkkhkhkhkkhkkhhkhhkhkhkkhkhkhkhhkhhhkhkhhhhkhhhhkhhkhhkhkhhhkhkhhhkhhhhhhhhkhhhhhhhdk
changed: [one]

changed: [two]

changed: [three]

PLAY RECAP TRI IR IR I A A RA I AT AR AR h A h Ak kA Ak Ak ke h ko k ok kA kkkkkhkkkkhkkkkkkhkkhkkkkk

one : ok=4 changed=3 unreachable=0 failed=0
three : ok=4 changed=3 wunreachable=0 failed=0
two : ok=4 changed=3 unreachable=0 failed=0

MbI MONYYUIM YK€ 3HAKOMbBIIf HaM yropsimoYeHHbIi BbiBoA. O6paTuTe BHUMa-
HMe Ha OIMHAKOBbI} MOPSJOK BbIMOMHEHUS 3aa4. ITO OGBSICHSIETCS TEM, UTO XOCT
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one BCerja BbIMOMHSIET 3a7aumM ObICTpee BceX (Tak Kak JJIsi Hero ycTaHoB/ieHa caMasi
KOpOTKas 3aJepXKa), a XOCT three — MeJiJleHHee BCeXx ([IJ1s1 Hero yCTaHOBJIeHa camas
Jonras 3aepsKka).

free

B Ansible mocTynHa eile ogHa crpaTterust — crparerus free. JIeiicTBysl B COOTBET-
CTBUM cO cTpaTeruei free, Ansible He XkIeT pe3yabTaTOB BHIMOJHEHMS 3aJauM Ha
BCEX XOCTaX. BMecTo 3Toro Kak TOJMbKO KaXKAbli XOCT BBHIITOTHUT OUePeIHYIO 3a/1auy,
eMy TYT Xe IlepeaeTcs caeayoouas.

B 3aBMCMMOCTH OT ObICTPOJEIACTBUS amIapaTypbl U 3aJ€PKEK B CETU OOUH U3
XOCTOB MOET CITPABJISIThCS C 3a7a4aMy ObICTpee APYTrMX, HAXOASIIMXCSI HA IPYTOM
Kpato cBeTa. Kak pe3yabTaT HEKOTOPbIE XOCTbl MOTYT OKa3aThCs Y>Ke HaCTPOEHHbI-
MM, TOTA KaK IpyrMe — HAXOJAUThCS B CepeiMHe Onepaluu.

Ecnu onpenenuTs o5 clieHapus cTpaTeruio free, kak rokasaHo B npumepe 9.9,
€ero BbIBOM, U3MeHUTCS (cM. mpumep 9.10).

Mpumep 9.9 < Bbibop cTpateruu free B cLueHapuu

- hosts: all
connection: local
strategy: free @
tasks:
- name: first task
shell: sleep "{{ sleep_seconds }}"

- name: second task
shell: sleep "{{ sleep_seconds }}"

- name: third task
shell: sleep "{{ sleep_seconds }}"

© VYcraHoBieHa cTpaterus free.

Kak roka3sbiBaeT BbIBOA B pumepe 9.10, XOCT one 3aBepLiM/I Orepaiuio ele a0
TOrO, KaK [Ba APYTUX XOCTa YCIeJM BbIMOTHUTD MTEPBYIO 3a1auy.

Mpumep 9.10 < Pe3synbrathbl BbINONHEHUS CLEHapus co cTpateruei free
$ ansible-playbook strategy.yml -i hosts

PLAY [all] khkkhkhkhkhkhkhkhkhkhkhkhkhkhkhkhkhkhkhkhkhkhkhkhkhkhkhkhkhkhkkhkhkhkhkhkhkhkhkhkhkhkhkhkhkhkhkhkhkhkhkhkhkhkhkhkkhkhkhkhkkkkkkxkx

TASK [Setup] khkkhkkhkkkkhkhkhkhkkhkkhkkkkhkhkhkkkkkhkkhkkhkkkkkhkhkhkkkkkkkkhkhkhkkkkkkkkkkkkkkkkkkk
ok: [one]

ok: [two]

ok: [three]

TASK [first task] E2 2222222222 2222222222222 2222223322222 222222322222232322223% 2]
changed: [one]

TASK [SeCOHd task] Ak K AR Ak AR AR ARk kAR ARk Ak kA kA Ak kA Ak khkhkhkhkkkhkkhkhkhk kX kkk

changed: [one]
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TASK [third task] hhkkk Ak kAR Ak kAR Ak kA Ak kA Ak Ak kkhhkhkk kK
changed: [one]
TASK [first task] Khkkhkkkkkkk ko hkhk ko hkk ko khhk ko hkh ko khhkhkkkhhkhkkhkhhk ko hhhkkkhhkhkkhkhhkhkhkk

changed: [two]
changed: [three]

TASK [Second task] hhkhkhkkhkhkhkhkhkhkhhhkhhkhkhkhkhhhkhhhkhkhkhkhhhkhhkhkhkhkhhkhkhhkhkhkhkhkhkhhkhkhkkkhkhkhkkkhkk
changed: [two]

TASK [third task] hkhkhkkhkhkhkhkhkhkhkhkhkhkkhkhkhkhkhhhkhkkhkhkhkhkhhkhkhkhkhkhkhkhhkhkkhkhkhkhkhhkhkkhkhkhkhkhhkkkkkk
changed: [two]

TASK [SeCOnd task] hkkhkkhkhkhkhkhkhkhkhkkhkhkhkhkhkhkhkhkhkhkhkhkhhhkhkkhkhkhkhkhhkkhkkhkhkhkhhkkhkkhkhkhkhkhkkkkkkkk
changed: [three]

TASK [third task] hhkkhkkhkhkhkhkhkhhkhhkhkhkhkhkhkhhkhkhkhkhkhkhkhkhhhkhkhkhkhkhkhhhkkhkkhkhkhkhkhkkhkkhkhkhkhkhkkkkkkk
changed: [three]

PLAY RECAP hkkkkhkhkhkhkkhkhkhkhkhkhkhkhhhkhhkhkhhhhkhkhhhhhhhhhhhkhhhhhhkhhhhhkhhhhhhkkkhhkhhhhkdhk

one : ok=4 changed=3  unreachable=0 failed=0
three : ok=4 changed=3  unreachable=0  failed=0
two : ok=4 changed=3  unreachable=0 failed=0

B 06owux cnyyvasx onepauus BbINONHAETCA 3a 7O e Bpema. OaHAaKo Npu onpeaeneHHbIX ycno-
BMAX ONepaumns MOXET BbINONHATLCS GbicTpee, Koraa ucnonb3yertcs ctpaterus free.

[Tono6HO MHOrMM 6a30BbIM KOMITOHEHTaM B Ansible, ynpaBieHue cTpaterusamu
peann30BaHO B BUJIE IIariHa HOBOTO TUIIA.

YNYYILEHHBIE OBPABOTHYUKM

WHorma MOXHO 06HapYKUTh, YTO NTOBeIeHM e 110 YMOIUYaHU0 06paboTYMKOB B An-
sible He cOOTBeTCTBYET kelaeMoMy. ITOT ITOApa3aes OMUCbIBAeT, KaK MOTyYUTh 60-
Jlee MOJTHbIN KOHTPO/Ib HaJi MOMEHTOM 3amycKka 06paboTYMKOB.

O6pabotumku B pre_tasks u post_tasks

Korga Mbl o6cykaanu o6pabOTYMKY, Bbl Y3HAIM, YTO OHU OOGBIYHO BBINIOJIHSIOTCS
roc/ie BceX 3ajay, OOMH pa3 M TOJMbKO IOC/Ie MonyuyeHus yBegomaeHuit. Ho He 3a-
ObIBaiiTe, UTO KpOMe pa3sfesna tasks CYIeCTBYIOT ellle pre_tasks U post_tasks.

Kaxxnblit pa3gen tasks B cLieHapuy o6pabaTbhIBaeTCs OTHENbHO; 1I06ble 06paboT-
YUKU, KOTOPBIM ObITM OTIIPaB/IeHbI yBeJOMIEHUS U3 pre_tasks, tasks uau post_tasks,
BBIMTOJTHSAIOTCS B KOHII@ Kaska0ro pasaena. Kak pe3ynbTaT Kakoii-To 06paboTunK Mo-
KT BBIMOJTHUTHCA HECKOJIbKO pa3 B XOfe oInepaiuiu:

- hosts: localhost
pre_tasks:
- command: echo Pre Tasks
notify: print message
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tasks:
- command: echo Tasks
notify: print message

post_tasks:
- command: echo Post Tasks
notify: print message

handlers:
- name: print message
command: echo handler executed

Ecnn 3alyCTUTb 3TOT CLieHapui1, OH BbIBeeT clenyrouiee:

$ ansible-playbook pre_post_tasks_handlers.yml

pLAY [localhost] kkkkkhkkkkkkhkkkhkhkhkhhkhkkhhkhhkhkhkhhhkhkhhkhkhkhhkhkhkhkhkhkhhhkhkhkkhkk

TASK [Setup] I KKK A KK A AR A AR AR AR AR kA kA kkkkhkkkkkkhkhkkhkkhhk
ok: [localhost]

TASK [command] I KKK A AR IA AR A I AA A AR AAA A AR ARk Ak kkkkhkkkhkkkkk
changed: [localhost]

RUNNING HANDLER [print message] #k#iiskskisksskhokshikskhhhkkhhhhkdhhhkkhhhhkkhhd
changed: [localhost]

TASK [Command] KEIIKKE A KRR AR ARk A Ak k ko hkhkhkhkkhkkhkkkhkkhkhkhkkhkkhkkkhkkk
changed: [localhost]

RUNNING HANDLER [print message] kst kskkokkohkkhhokokokokkkkokokkkkok kb koo koo ok
changed: [localhost]

TASK [command] KA AR A AR A AR A IR A AAA A A AR ARk kA Ak hkk ko kkkkkhkkkkkk
changed: [localhost]

RUNNING HANDLER [print message] kst kok kb hhkkobokkkkokokkokkokokok ko ok koo ok
changed: [localhost]

pLAY RECAP KEIKKKE A KKK AR ARk A Ak Ak khkkkkkhkkkkkhkkkhkhkkhkhkhkhkhkkkhkkhkhk

localhost : ok=7 changed=6 unreachable=0 failed=0

MpuHyauTenbHbI 3anyck 06paboTunkos

B03MOXHO, BaM MOKa3aJIoCh CTPAaHHBIM, UTO BbILLIE 5T HATTMCAJI: 00bIUHO BbINOSIHAIOIM -
cq nocne gcex 3aday. OObI4HO, TIOTOMY YTO TAKOBO MOBeIeHMe Mo yMonyauuio. On-
Hako Ansible mo3BojsieT ynpaBssTh MOMEHTOM BBITTOJIHEHUSI 00pabOTYMKOB C IO-
MOLIBIO CrlelMajJbHOr0 MOMYJS meta.
B npumepe 9.12 npuBOAUTCS YaCTb pOIM nginx, FAe MUCIONb3YeTCS MOAY/b meta
¢ BoipakeHyueM flush_handlers B cepenmHe.
CroenaHo 3TO MO ABYM NMpUYMHAM:
1) 4TO6BI OYMCTUTHL HEKOTOPBIE CTapble NaHHbIE B pa3faese vhost KoHbUrypauumu
Nginx, 4To MOXKHO CI€1aTh TONBKO B OTCYTCTBME JIIOOBIX MPOLIECCOB, UCITOJTb-
3YIOUIMX ero (Harmpumep, rocje rnepe3anycka Ciayxobl);
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2) 4TOOBI BBIMTOHUTb HEKOTOPBIE mecmst M YOeAUTbCSI, UTO 0bpallleHne K HEKO-
topomy URL Bo3Bpaitaer OK. Ho Takasi mpoBepka He MMeeT 60JIbIIOTO CMbIC-
J1a o repe3anycka ciyxob.
B npuMepe 9.11 noka3zaHa KOHGUTrYpaLusi POIM nginx: MMsI XOCTa U MOPT 4J1s1 ITPO-
BEPKM, CIIUCOK B pa3zesne vhosts ¢ *MeHeM U 1IabJIOHOM M HEKOTOpbIe yCTapeBllne
BUPTYa/lbHble XOCTbI, KOTOpPbIE TpebyeTcsl yoaauTh:

Mpumep 9.11 < KoHdwurypauus ans ponum nginx

nginx_healthcheck_host: health.example.com
nginx_healthcheck_port: 8080

vhosts:
- name: www.example.com
template: default.conf.j2

absent_vhosts:
- obsolete.example.com
- www2.example.com

B ¢aiin 3amau s ponu roles/nginx/tasks/main.yml (cMm. npumep 9.12) Mbl goba-
BUIM 3aJauM meta C COOTBETCTBYIOIIMM apryMmeHTOM flush_handlers, mexny opyru-
MM 3aJjayaMu, HO MMEHHO TaM, Ile HaM XOTeJIoCh Obl: Mepel 3ajzayaMy MPOBEPKU
M OUMUCTKMU.

Mpumep 9.12 < OuucTka M Nposepka nocne nepesanycka cnyxbb
- name: install nginx
yum:
pkg: nginx
notify: restart nginx

- name: configure nginx vhosts
template:
src: conf.d/{{ item.template | default(item.name) }}.conf.j2
dest: /etc/nginx/conf.d/{{ item.name }}.conf
with_items: "{{ vhosts }}"
when: item.name not in vhosts_absent
notify: restart nginx

- name: removed unused nginx vhosts
file:
path: /etc/nginx/conf.d/{{ item }}.conf
state: absent
with_items: "{{ vhosts_absent }}"
notify: restart nginx

- name: validate nginx config @
command: nginx -t
changed_when: false
check_mode: false
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- name: flush the handlers
meta: flush_handlers @

name: remove unused vhost directory
file:

path: /srv/www/{{ item }} state=absent
when: item not in vhosts
with_items: "{{ vhosts_absent }}"

name: check healthcheck ©

local_action:
module: uri
url: http://{{ nginx_healthcheck_host }}:{{ nginx_healthcheck_port }}/healthcheck
return_content: true

retries: 10

delay: 5

register: webpage

- fail:
msg: "fail if healthcheck is not ok"
when: not webpage|skipped and webpagejsuccess and "ok" not in webpage.content

© [IpoBepka KoHMUTYpallMu HEMOCPEACTBEHHO MNepel MPUHYAUTENbHBIM 3aMyCcKoM obpa-
GOTUMKOB.

@ [IpuHyIUTeIbHbIN 3aMyCK 06pabOTUMKOB MEKIY 3amauaMu.

© BrinonHeHMe NPOBEPOUYHBIX TecTOB. O6paTUTe BHMMAaHMeE, UTO 3TO MOKET ObITh AMHAMU-
yeckasl CTpaHMI1Ia, MPoBepsIoliasl JOCTYMHOCTh 6a3bl JaHHBIX.

BbinonHeHne 06paboTunkoB no cobbiTUAM

o nosiBneHust Bepcuu Ansible 2.2 moaaepXuBacsl TOMbKO OAMH CIIOCOO YBEIOM-
JieHUs1 06paboTUMKOB: BbI30B notify C MMeHeM 06paboTuMKa. ITOT IIPOCTOI CIIOCO6
MOAXOAUT AJiT OOMbUIMHCTBA CUTYalMit. TIpexkae ueM yrIyOUThCS B pacCykaeHus,
Kak BbITIOJTHEHME 06pabOTYMKOB I10 COOBITUSIM MOKET 00/1eTYMTh HAaM XXU3Hb, pac-
CMOTPUM KOPOTKUIT mpUMep:

- hosts: mailservers
tasks:
- copy:
src: main.conf
dest: /etc/postfix/main.cnf
notify: postfix config changed @

handlers:
- name: restart postfix
service: name=postfix state=restarted
listen: postfix config changed @

© Peructpauus cobsimus, NosiBI€HUs KOTOPOTO OOKHBI JOXATbCSI 00pabOTUMKMU.

BoipaskeHue listen ompenensieT TO, UTO Mbl Ha3blBaeM COOblMmuem, TOSIBIEHUS
KOTOPOTO JOKHbI JOXKIATbCa 06paboTuuku. TakuMM CIIOCOOOM MOXKHO OTBSI3aTh
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yBeIOMJIEHUE, TOChblIaeMoe 3afadeif, OT KOHKPeTHOro MMeHu obpaborumka. YToObl
yBeIOMUTH 60sblie 06paboTUMKOB 06 OTHOM M TOM 3Ke COOBITUU, TOCTATOYHO MPOC-
TO YKa3aTh B IOMOTHUTEIbHBIX 00paboTuMKaX TO ke coObITHE.

O6nactb BMAMMOCTM 06paboOTUMKOB OrpaHUYMBAETCS YPOBHEM onepauunn. Henb3s n3secTutb
06paboTumnku B ApYroi onepaumm C MICNONb30BaHMEM UM 63 MCNONb30BAHMA BblpPaXXeHUS
listen.

Beinonxexnue o6pabomuuxoe no coostmuam: cayuati SSL

WcTuHHAs LIEeHHOCTD 3a/1epskKKu 00paboTUMKOB MPOSIB/ISETCS MTPU ONpeie/IeHUM po-
Jielt UM 3aBUCMMOCTeN MexXay poasiMu. OOMH U3 OUeBUAHBIX C/TyyaeB, C KOTOPbIMU
s CTaJIKUBAJICA, — yrpaBieHue ceprudukatamu SSL a1 pasHbIX CTyKO.

ITockonbKy Mbl O4EHb LIMPOKO MCMOAb3yeM SSL B HaUIMX NMPOEKTaX, UMEET CMbICJI
€03[aThb OTAENbHYIO posb SSL. DTO OYeHb MpOCTasi pojb, eAMHCTBEHHOE Ha3HaueHue
KOTOPO#1 —~ CKONMPOBaTh cepTMduUKaTol SSL 1 KI10UM Ha yaaaeHHbII XOCT. [11s1 3TOro
B daitne roles/ssl/tasks/main.yml (cMm. npumep 9.13) onpenensieTcst HECKOIbKO 3a1au.
OHM npenHa3HayeHbI /151 BbITTIOJTHEHUS HAa XOCTaX € OMepainuMoHHOM cuctemor Red
Hat Linux, n3-3a KOHKpeTHbIX ITyTeit K daitnaM, HaCTpOEHHBIM B TepeMeHHbIX roles/
ssl/vars/RedHat.yml (npumep 9.14).

Mpumep 9.13 < 3apauu ansg ponu SSL

- name: include 0S specific variables
include_vars: "{{ ansible_os_family }}.yml"

- name: copy SSL certs

copy:
src: "{{ item }}"
dest: {{ ssl_certs_path }}/
owner: root
group: root
mode: 0644

with_items: "{{ ssl_certs }}"

- name: copy SSL keys
copy:
src: "{{ item }}"
dest: "{{ ssl_keys_path }}/"
owner: root
group: root
mode: 0644
with_items: "{{ ssl_keys }}"
no_log: true

Mpumep 9.14 < [MepeMeHHble ANA CUCTEM Ha ocHoBe Red Hat
ssl_certs_path: /etc/pki/tls/certs
ssl_keys_path: /etc/pki/tls/private
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B HacTpoiikax 1o ymoa4aHu1o st poau (mpumep 9.15) Mbl onpefennau Mmycrbie
CITMCKU cepTUPUKATOB M Kaoueit SSL, Mo3ToMy HUKakuMe cepTu(UKATHI U KIIOUYU
daxkTnuecku obpabaThiBaThCsl He OyMyT. Y Hac eCTb BO3MOXHOCTh MepeorpenenuThb
3T 3HAYEeHMS 10 YMOTUAHUIO, UTOOBI 3aCTaBUTh POJIb KOMUMPOBATh (aii/ibl.

Mpumep 9.15 < HacTpoliku no yMonuaHuio ana ponu SSL

ssl_certs: []
ssl_keys: []

C 3TOro MOMeEHTa y Hac MOSIB/SIETCS BO3MOXHOCTb UCITOb30BaTh posib SSL B Apy-
IUX POJISIX KaK 3aBUCUMMOCTD, KaK MOKa3aHo B npumepe 9.16, rae onpeneneHa posb
nginx (¢aiin roles/nginx/meta/main.yml). Bce 3aBUCMMble POM BBIMTOMHSIOTCS 10 PO-
IUTeNbCKOM ponn. To ecTb B HauleM crydyae 3agauu U3 ponu SSL BbIMOAHSATCS 10 3aa4
13 ponu nginx. B pe3dynbrare ceptudukarsl U Kawoun SSL yxke 6yIyT HaXOOUTLCS Ha
MeCTe U TOTOBbI K UCITOJIb30BAHUIO POJIbIO nginx (Harpumep, B KoHGUrypauuu vhost).

Mpumep 9.16 < Ponb nginx 3aBucuT ot SSL

dependencies:
- role: ssl

Jloruecku 3aBUCUMOCTY UMEIOT OMHOHAMpPaB/IeHHbIA XapaKTep: pojb nginx 3a-
BUCUT OT PO/ ssl, Kak MoKasaHo Ha puc. 9.1.

Puc.9.1 < OaHOHanpaBneHHas 3aBUCUMOCTb

KoHeuHO, ponb nginx Moria 6bl 06pabaTbiBaTh BCe acleKThl, Kacawoliyuecs Be6-
cepBepa Nginx. 3ta ponb uMeet 3anauy B daitne roles/nginx/tasks/main.yml (npu-
Mep 9.17) nnst pa3BepThIBaHUS LIA6IOHA C KOHDUTYpaLIMeil nginx 1 repesaryckaet
cyx6y nginx, nocbunas yBegomaeHue o6paboTyMKy Mo ero MMeHMu.

Mpumep 9.17 <+ 3apauun B ponu nginx

- name: configure nginx
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template:

src: nginx.conf.j2

dest: /etc/nginx/nginx.conf
notify: restart nginx @

© UseectuTb 06paboTumK, Nepes3anyckammnit cayxoy nginx.

CooTBeTcTBYIOLIMI 06pabOTUMK AJIST POIU nginx ompeneneH B daitne roles/nginx/
handlers/main.yml, kak rokasaHo B nmpumepe 9.18.

Mpumep 9.18 < O6paboTumkm Ans ponu nginx
- name: restart nginx @
service:
name: nginx
state: restarted

O O6paboTumk restart nginx nepesamnyckaet cayx6y Nginx.

Tak npaBuiabHO? He coBceM. Ceprudukarnl SSL mHorma tpebyercss MeHsATb. U Kor-
Ja MPOUCXOAUT 3aMeHa cepTUUKATOB, BCE CY)KObI, UCITONb3YIOLIME UX, JOKHBI
repe3anycKaThbCsl, YTOObI B3Th B pabOOTy HOBbIe CepTU(MKATBI.

U kak 310 caenatb? M3BecTuTh 06paboTUMK restart nginx M3 ponu SSL, BbI UMeH-
HO 3TO IMoAyMasu, s yragan? Xopolllo, JaBaiTte romnpobyem.

HWcnipaBum ponb SSH B daitne roles/ssl/tasks/main.yml, no6aBuB B KOHell 3aa4u
KOMMpOBaHUs cepTU(PUKATOB U KI0Yeit BbipaxkeHue notify ans nepesanycka Nginx,
Kak IoKka3aHo B nmpuMepe 9.19.

Mpumep 9.19 < [NobasneHune BbipaxeHus notify B 3apauy ans nepesanycka Nginx

- name: include 0S specific variables
include_vars: "{{ ansible_os_family }}.yml"

- name: copy SSL certs
copy:
src: "{{ item }}"
dest: {{ ssl_certs_path }}/
owner: root
group: root
mode: 0644
with_items: "{{ ssl_certs }}"
notify: restart nginx ©@

name: copy SSL keys
copy:
src: "{{ item }}"
dest: "{{ ssl_keys_path }}/"
owner: root
group: root
mode: 0644
with_items: "{{ ssl_keys }}"
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no_log: true
notify: restart nginx @

O li3BecTuTh 06pabOTUMK B POAU Nginx.

OrauyuHo, cpaborano! Ho momoxaute, Mbl TOJBKO UTO 100aBUIM HOBYIO 3aBUCHU-
MOCTb B Hallly posb SSL: 3aBUCMMOCTb OT POJIM nginx, Kak ITOKa3aHo Ha puc. 9.2.

Puc.9.2 < Ponb nginx 3aBucuT oT ponu SSL,
a ponb SSL 3aBUCKT OT ponu nginx

U yto u3 storo cienyet? Ecau Temepb UCIOAb30BATh TaKylo poib SSL Kak 3aBU-
CUMOCTbB B JPYIUX ponsx (TaKux Kak postfix, dovecot unu ldap), Ansible 6ymert »kano-
BaTbCs HA MOMBITKY U3BECTUTh HEM3BECTHBIN 06pabOTUMK, TOTOMY UTO restart nginx
He OyeT orpeaesieH B 9TUX APYTUX POJSX.

o Bepcus Ansible 1.9 coobuwana o nonbiTke U3BECTUTL OTCYTCTBYHOWMIA 06paboTtymk. Takoe no-
BefeHue 6bin0 NOBTOPHO peann3oBaHo B Bepcuu Ansible 2.2, notoMy uto 6bin0 3aMeyeHo
Kak owwnbka perpecca. OnHaKo ero MOXHO M3MeHMUTb C MOMOLLBIO NapaMeTpa error_on_miss-
ing_handler B daiine ansible.cfg, kOTOpbIA NO YMONYAHUIO UMeeT 3HaYyeHWe error_on_miss-
ing_handler = True.

Kpome Toro, Ham MorJio 6b! MOHanOO6UTHLCS 106aBUTH B poib SSL 60/bllie MMeH
06paboTunKOB 17151 yBegomneHus. OqHAaKO Takoe pellieHue OUeHb IJI0X0 MacllTa-
6upyercs.

Peminth 3Ty npobaeMy MOMOKET IMOAIEP)KKA BITOMIHEHUSI 06pabOTYMKOB IT0 CO-
6bITMIM! BMecTO yBegomMieHUs 06paboTumKa o MUMEHU Mbl MOXEM IMOC/IaTh COOBI-
TUe — HampuMep, ssl_certs_changed, kak nmoka3aHo B mpumepe 9.20.

Mpumep 9.20 <+ YeepomneHue 06paboTUMKOB O HACTYNNEHUU COOLITUS
- name: include 0S specific variables
include_vars: "{{ ansible_os_family }}.yml"

- name: copy SSL certs
copy':
src: "{{ item }}"
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dest: "{{ ssl_certs_path }}/"
owner: root
group: root
mode: 0644
with_items: "{{ ssl_certs }}"
notify: ssl_certs_changed @

name: copy SSL keys
copy:
src: "{{ item }}"
dest: "{{ ssl_keys_path }}/"
owner: root
group: root
mode: 0644
with_items: "{{ ssl_keys }}"
no_log: true
notify: ssl_certs_changed @

© OrnpaBka coobITust ssl_certs_changed.

Kak ormeuanoch, Ansible mpogo/mKuT XanmoBaTbCsl Ha MOMNBITKY YBEIOMUTh He-
M3BECTHbI 06pabOTUMK, M UTOOBI M36aBUTHCS OT Ha30MIUBBIX XKal00, JOCTATOYHO
auuIb 106aBUTh ITyCcTOM 06paboTynK B posb SSL, Kak MokaszaHo B npumepe 9.21.

Mpumep 9.21 < [JobasneHue nyctoro obpabotumnka B pons SSL

- name: SSL certs changed
debug:

msg: SSL changed event triggered
listen: ssl_certs_changed ©

O IlycToit 06paboTumK cobbITUS ssl_certs_changed.

BepHeMcsl K Halleit ponu nginx, rme Mbl JO/DKHBI B OTBET Ha COObITUE ssl_certs_
changed mepesamnyctutb cayx6y Nginx. Tak Kak y Hac yxe ecTb TpebyeMblit 06paboT-
YUK, MBI IPOCTO 06AaBUM B HETO BhIpaXkeHMe listen, Kak MoKa3aHo B npumepe 9.22.

Mpumep 9.22 < [lobasneHue BbipaxkeHns listen B cywecTsyowmii 06paboTumk B ponu nginx

- name: restart nginx
service:
name: nginx
state: restarted
listen: ssl_certs_changed ©

O [Jo6aBieHue BbIpakeHUs listen B CylIeCTBYIOIIMIT 06paGOTUYMK.

Ecnu Tenepnb onsiTh B3MISIHYTh Ha rpad 3aBUCUMOCTE, MOXHO 3aMeTUTb, UTO OH
M3MeHMIICs, KaK II0Ka3aHo Ha puc. 9.3. Mbl BOCCTaHOBUIM O HOHAIpaBlIeHHbIN Xa-
paKkTep 3aBUCUMMOCTU U MOMYYUIM BO3MOXHOCTb UCIIOAB30BATh PONb ssl B APYrux
ponsx.
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Puc.9.3 < Wcnonb3oBaHue ponu ssl B Apyrux ponsx

U nocnegHee 3ameuyaHue [jis1 co3gaTesieil poJiei, pa3MellaroumnxX CBOM pPOau
B Ansible Galaxy: no6asnsiiiTe 06paboTYMKM COOBITUIA M OTIIPABKY COOBITUIT B CBOU
pOJIN, €CJIU 3TO UMEET CMBbICII.

CBs0P ®AKTOB BPYYHYIO

B cnyuasix, korna cepsep SSH elie He 3anyliieH, IT0JI€3HO SIBHO OTKIIOUUTb cHop dak-
TOB. B npoTuBHOM ciyyae Ansible romnbiTaeTcst yCTaHOBUTDb COeAMHEHME C XOCTOM
1 cobpatb paKThI elle A0 3arycka rnepsoit 3agaum. [[0CKONIbKY TOCTYI K paKkTam He-
00X0aUM (HalIOMMHAI0, YTO MbI UCIIO/Ib3yeM GaKT ansible_env B HallleM ClieHapum),
MOKHO 00PaTUTBCS K MOAYJIIO setup OIS MHUIMaLUKU coopa GakToB, KaK IMOKa3aHO
B ipuMepe 9.23.

Mpumep 9.23 < OxwnaaHve 3anycka SSH-cepeepa

- name: Deploy mezzanine
hosts: web
gather_facts: Fatse
# pasgensl vars u vars_files 3gecb He noka3saHwl
tasks:
- name: wait for ssh server to be running
local_action: wait_for port=22 host="{{ inventory_hostname }}
search_regex=0penSSH

- name: gather facts
setup:
# flanee cnegynt OCTanbHble 33A34n

MonyyeHue IP-AQPECA XOCTA

B HalreM cieHapuiu HeCKOJIbKO MMEeH XOCTOB MCKYCCTBEHHO co3aaHo u3 IP-aapeca
Beb-cepBepa.

live_hostname: 192.168.33.10.xip.1io
domains:
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- 192.168.33.10.xip.10
- www.192.168.33.10.xip.10

A ecny MbI 3aX0TMM UCIIOIb30BaTh TAKYIO Xe CXeMy, HO He onpezensTs IP-aagpeca
B NepeMeHHbIX? B 3TOM cnyyae, ecnu IP-agpec Be6-cepBepa M3MEHUTCS, HAaM He
NpUAETCS BHOCUTDb MU3MEHEeHU N B CLieHapuii.

Ansible nonyuaet IP-afpec Kaxxqoro xocra U coxpaHsieT ero Kak daxrt. Kaxnbii
ceTeBOi1 MHTepdeiiC MpeacTaBleH CBI3aHHbIM C HUM dakToMm. Hanpumep, naHHbie
0 ceTeBOoM MHTepdelice ethd xpaHaTcs B dakTe ansible_eth0d. 3To moka3aHoO B Mpu-
Mepe 9.24.

Mpumep 9.24 < ®akT ansible_etho

"ansible_eth0": {
"active": true,
"device": "etho",
"ipva": {
"address": "10.0.2.15",
"netmask": "255.255.255.0",
"network": "10.0.2.0"

3
"{pv6": [
{
"address": "fe80::a00:27ff:fefe:1e4d",
"prefix": "64",
"scope": "link"
}

1>
"macaddress": "08:00:27:fe:1e:4d",

"module": "e1000",
"mty": 1500,
"promisc": false,
"type": "ether"

Hamwa mamuHa Vagrant umeer naBa uHTepdeiica, ethd u ethl. UHTepdeiic
eth® — mpuBaTHbIi, ¢ IP-agpecom (10.0.2.15), HegocTynHbIM A7 Hac. UHTepderic
ethl — TOT caMblif, KOTOpOMY MbI IpucBoMau IP-aapec B Hauiem daitne Vagrantfile
(192.168.33.10).

MbI MOXXEM OIpefeuUTb [IepeMeHHbIe C/IeAYIoUMM 00pa3oM:

live_hostname: "{{ ansible_eth1.ipv4.address }}.xip.i0"
domains:

- "{{ ansible_eth1.ipv4.address }}.xip.10"

- "www.{{ ansible_eth1.ipv4.address }}.xip.i0"
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[TnaruHbl
0bpaTHOro Bbi30Ba

Cucrema Ansible nmoagepkmBaeT Tak Ha3bIBaeMble niazuHbl 06pamHozo esl308a (call-
back plugins), KoTopble MOTYT BbIITOJIHATL HEKOTOPbIE AEMACTBUS B OTBET HA TaKUe
COOBITUS, KaK 3aIyCK oMepaluy MK 3aBepilieHue 3a1auyu Ha xocre. [lnaruHbl 06-
paTHOTO BbI30Ba MOXXHO MCII0/b30BaTh, HAIIPUMED, AJIsl OTIIpaBKu coobiieHuit Slack
MUJIA 1S BBIBOJIA 3aMMCeil B yaaJeHHbIN XypHast. [Jaxe nHdopmalusi, KOTOPYIO BbI
BUIUTE B OKHE TEpMMHA/A BO BpeMsl BbIITOJIHEHUS clieHapust Ansible, dakTuuecku
BbIBOAMUTCS IJIATMHOM 06paTHOTO BbI30Ba.
Ansible mognepxuBaeT ABa Bua MJarMHOB 06paTHOrO BbI30Ba:
O nnazunsl cmandapmHozo 8wigoda (stdout plugins), Bausiomne Ha uHPopma-
L[M10, YTO BHIBOJMUTCS B OKHO TEPMMUHANA;
O OJdpyzue nnazuHsl, BHITTOJIHSIONIME JIIOObIE APYTrUe AeHACTBUS, HE U3MEHSIOIIME
BbIBOZIA Ha 3KpaH.

TexHuyeckn nnaruHbl 06paTHOro BbI30Ba AENATCs Ha TPM BMAQ, @ HE Ha ABa:
¢ CTaHAapTHOro BbiBOAA;

¢ YBEAOMNEHWUH;

e arperaTbl.

OnHako, MOCKOJbKY peanu3auusi Ansible He pa3nuyaeT rIarMHbl yBeLOMIEHUN
M arperarsl, Mbl 6yieM paccMaTpuUBaTh UX KaK OfHY Pa3HOBUAHOCTD, [TOJ HA3BaHU-
eM dpyaue nnazuHel.

MnArvHbI CTAHOAPTHOrO BbIBOJA

IlnarMH cTaHIapTHOTO BbIBOAA YIIpaBisieT GopMaToOM OTOOpakeHUs MHPOpMaLuu
Ha 3KpaHe. B KaXXablit KOHKPETHbI 1 MOMEHT Bp€MEHU aKTUBHbIM MOXET ObITh TOJIb-
KO OJIMH IUIarMH CTaHAAPTHOTrO BbIBOAA.

HasHauaeTcs ruiarMH CTaHZapTHOTO BbIBOZA YCTAHOBKOM napameTpa stdout_call-
back B pa3mene defaults B ¢aitne ansible.cfg. Hanmpumep, BOT Kak MOXHO BbIOpaTh
rJiaruH actionable:
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[defaults]
stdout_callback = actionable

B Ta6n. 10.1 nmepeuncneHs! MIarMHbl CTAHAAPTHOTO BBIBOJA, MOAAEPXKUBAEMbIE
B Ansible.

Ta6nuya 10.1. Mnazunel cmaHdapmHo20 8i600a

Umna Onucanne

actionable BbiBoAUT TONBKO CO06WEHMA 06 M3MEHeHusX 1 owmnbkax

debug BbiBoAUT copepxumoe stderr u stdout 8 ynobountaemom suae

default OTobpaxaet BbIBOA MO YMONYAHUIO

dense 3aTupaer cTapbiv BbIBOA BMECTO NPOKPYTKM

json BbiBoaMT MHDOpMaumtio B popmate JSON

minimal BbiBOAWT pe3ynbTaTbl BbINONHEHMA 33434 C MMHUMaNbHLIM OPMATMPOBaHUEM
oneline [ewcTeyeT nogobHo nnaruHy minimal, HO BbIBOAWUT MHOPMALMIO B OAHY CTPOKY
selective OT06paxaeT BbIBOA TONbKO OTMEYEHHbIX 3aAay

skippy MopaenseT BbIBOA AN NPONYLEHHbIX XOCTOB
actionable

[InaruH actionable oToGpakaeT BbIBOA 3aa4M, TOJbKO €C/IM OHA M3MEHM/Ia COCTOs -
HMe XOCTa MM ToTepIiesia Heyaauy. ITO CIIOCOOCTBYeT YMEHbIIEHUI0 00beMa Bbl-
BOA.

debug

IlnaruH debug ynpoulaet ureHne notokoB stdout u stderr 3agaum M MOKET MPUTro-
OUTBHCS O OTAaaAKU. [Ipy ucnonb30BaHMM 1y1armHa default uTeHMe BbIBOAA MOXET
OKa3aThbCs CJIOXKHOM 3ajaveit:

TASK [check out the repository on the hOSt] P e L T e e e e L e T T et
fatal: [web]: FAILED! => {"changed": false, "cmd": "/usr/bin/git clone --origin o
rigin '' /home/vagrant/mezzanine/mezzanine_example", "failed": true, "msg": "Clon
ing into '/home/vagrant/mezzanine/mezzanine_example'...\nPermission denied (publi
ckey).\r\nfatal: Could not read from remote repository.\n\nPlease make sure you h
ave the correct access rights\nand the repository exists.", "rc": 128, "stderr":
"Cloning into '/home/vagrant/mezzanine/mezzanine_example'...\nPermission denied (
publickey).\r\nfatal: Could not read from remote repository.\n\nPlease make sure
you have the correct access rights\nand the repository exists.\n", "stderr_lines"
: ["Cloning into '/home/vagrant/mezzanine/mezzanine_example'...", "Permission den
ied (publickey).", "fatal: Could not read from remote repository.", "", "Please m
ake sure you have the correct access rights", "and the repository exists."], "std
out": "", "stdout_lines": []}

Ho 6naromapsi 1onoaHUTebHOMY GOPMaTUPOBAHUIO, OCYLIECTB/ISIEMOMY Ij1aru-
HOM debug, YUTATb BBIBOZ HAMHOIO IpOLLe:

TASK [check out the repository on the host] ##kkkskskkakkdhdudsbhkkhhkdhkdhkkhk
fatal: [web]: FAILED! => {
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"changed": false,
"cmd": "/usr/bin/git clone --origin origin '' /home/vagrant/mezzanine/mezzani
ne_example",
"failed": true,
"rc": 128
}

STDERR:

Cloning into '/home/vagrant/mezzanine/mezzanine_example'...
Permission denied (publickey).
fatal: Could not read from remote repository.

Please make sure you have the correct access rights
and the repository exists.

MSG:

Cloning into '/home/vagrant/mezzanine/mezzanine_example'...
Permission denied (publickey).
fatal: Could not read from remote repository.

Please make sure you have the correct access rights
and the repository exists.

dense

[naruH dense (mosiBMICS B Bepcuu Ansible 2.3) Bcerna oTobpaskaeT TOMbKO IB€ CTPO-
KU BbiBoJa. OH 3aTupaeT npeabiaylime CTPOKU, He BbITIOIHSIS CKPOJIJIMHIA:

PLAY 1: CONFIGURE WEBSERVER WITH NGINX
task 6: testserver

json
[TnaruH json BbIBOAUT MHGpOpMaLMIo B MaliMHouutaemom popmate JSON. OH mo-
KeT MPUTOOMUTHCS B C1yyasiX, KOraa TpebyeTcsi opraHM3oBaTh 06paboTKy BbIBOAA
Ansible ¢ ucnonp3oBanuem nporpamm. O6paTUTe BHMMaHME, UTO ITOT IJIaTMH He
reHepupyeT BbIBOJIA, ITOKa CLIEHapUit He 3aBePUINTCS LIeJIMKOM.

BriBon B opmaTe JSON 0ObIYHO TMONYYaEeTCS CIUMIIKOM 00beMHbBIM, YTOOBI T0-
Kas3aTb ero 31ech, I0O3TOMY ITPUBEAEM JIMLIb QparMeHT:

{
"plays": [
"olay": {
"1d": "a45e60df-95f9-5a33-6619-000000000002"
"name": "Configure webserver with nginx",
}J
"tasks": [
{
"task": {
"name": "install nginx",
"1d": "a45e60df-95f9-5a33-6619-000000000004"
}
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"hosts": {
"testserver": {
"changed": false,
"{nvocation": {
"module_args": { ... }

minimal
[InaruH npMMeHsieT MUHMMYM 06paboTKM K pe3y/bTaTaM, BO3BpalaeMbIM € COObI-
TueMm Ansible. Hanpumep, ecnu nnaruH default popmatupyer BbIBOJ, 3a5auu Tak:

TASK [create a logs directory] L L e R R T L e T 2
ok: [web]
T0 naarud minimal swBedet:
web | SUCCESS => {
"changed": false,

"gid": 1000,
"group": "vagrant",
"mode": "0775",

"owner": "vagrant",
"path": "/home/vagrant/logs",

"size": 4096,
"state": "directory",
"uid": 1000

1

oneline

[InaruH oneline HaIIOMMHAET IUIarMH minimal, HO BBIBOAMUT MHGOPMALIMIO B OLHY
CTPOKY (34ech MpMMep BbIBOJAA MOKAa3aH B HECKONbKUX CTPOKAxX, MOTOMY YTO Ha
KHMWKHOJ CTpaHMLIe OH He yMelaeTcsi B OOHY CTPOKY):

web | SUCCESS => {"changed": false, "gid": 1000, "group": "vagrant", "mode": "0775", "owner":
"vagrant", "path": "/home/vagrant/logs", "size": 4096, "state": "directory", "uid": 1000}

selective

[TnaruH selective oTobpaskaeT BbIBOJ 3a/1ay, 3aBePILIMBLIMXCS 61arOMOTYYHO, TO/b-
KO eCIM OHUM OTMedeHbl TeroM print_action. CoobiieHuss 06 omnbKax BbIBOOSTCS
BCerja.

skippy

[InaruH skippy He OTOOpaXkaeT HMYEro AJIs MPOIyCcKaeMbIX XOCTOB. [lnaruH default
BbIBOOMT skipping: [hostname], eciu XOCT nporyckaeTcs Ajisi LAaHHOK 3ajauu, — Iia-
I'UH skippy MogaBjsieT 3TOT BLIBO/I,.
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LLPYTUE NNATUHDI

Jlpyrue niaaruHel BhIMONHSAOT pa3Ho06pa3Hble eicTBUs, TaKMe KakK 3anuch BpeMe-
HU BBIMIOJTHEHUSI UJIM OTIIPaBKa yBegoMieHuit Slack. 3T niaruHbl nepeymcieHbl
B Tabs. 10.2.

B oT/iMume OT n1arMHOB CTaHAAPTHOTO BbIBOJA, APYrUe MIaruHbl MOTYT OeNACTBO-
BaTb OMHOBPEMEHHO. AKTUBUPOBATb Jit0ObIe MJIarMHbl U3 3TOI KaTErOpUM MOXHO
C momMoulblo napamerpa callback_whitelist B aitne ansible.cfg, mepeuncaus ux ye-
pes3 3anaTyo, HanpuMmep:

[defaults]
callback_whitelist = mail, slack

MHorue u3 3TUX MJIarMHOB UMEIOT AOINOJHUTEIbHbIe napaMeTpbl HaCTpOI}'(KM,
onpejnenseMblie yepe3 riepeMeHHbIe OKpY>XXeHUs.

Ta6nuya 10.2. Apyzue nnazuHbl

Nma Onucanue
foreman Mocbinaer ysegomnerve 8 Foreman
hipchat Mocbinaer ysegomnenue 8 HipChat
jabber Nocbinaet ysegomnenve 8 Jabber
junit 3anucbisaet aaHHble 8 XML-dann 8 popmare lunit
log_plays 3anucebiBaeT B )XypHaN pe3ynbrathbl BbINONHEHMS CUEHAPUA ANS KAXAOMO XOCTa
logentries MNocbinaet ysenomnenue 8 Logentries
logstash MNocbinaet pesynbratsl 8 Logstash
mail MNocbinaeT 3NeKTPOHHOE NUCbMO, ECAM BbINONHEHUE 33434V 3aBEPLIMNOCH C OWMOKOWM
0SXx_say lfonocosbie ysegomnenus 8 macOS
profile_tasks | Co3pnaer oT4eT 0 BpeMEHM BbINONHEHUS ANS KAKAOW 330a4n
slack Nocbinaet yseaomnexue B Stack
timer Co3pnaet ot4et 06 06Wem BpeMeHu BbINONHEHUA
foreman

[InaruH foreman nocelaaeT yBegomieHus B Foreman. B ta6. 10.3 nepeuncieHsl rne-
peMeHHbIe OKPYXXeHUs1, UCTIOb3yeMble J1J1s1 HACTPOMKM T1aruHa.

Ta6nuua 10.3. [lepemMeHHbIe OKPYIKEHUA nnazuHa foreman

MepemeHHas Onucanne Mo ymon4aHuio
FOREMAN_URL Anpec URL-cepsepa Foreman http://localhost:3600

FOREMAN_SSL_CERT Ceptudmkat X509 ans ayteHtudmkaumm Ha cepsepe | /etc/foreman/client_cert.pem
Foreman, ecnu ucnonb3yetcs npotokon HTTPS

FOREMAN_SSL_KEY CooTBETCTBYHOWMIA NPUBATHBIA KNKOY [etc/foreman/client_key.pem

FOREMAN_SSL_VERIFY [Heo6xoaumocTb nposepku ceptudmkata Foreman. 1
3HaveHwne 1 TpebyeT nposepaTb cepTdukaTtel SSL
C UCNONb30BAHWEM YCTAHOBNEHHbIX LLEHTPOB CEPTH-
durkaumu. 3Havenune O 3anpelaer nposepky
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hipchat
[Tnaruu hipchat nocsutaet ysegomnenusi B HipChat. B Tabn. 10.4 nepeuncieHs! ne-
peMeHHbIe OKPY>XeHMSI, UCTI0b3yeMble 1151 HACTPOMKM TularuHa.

Ta6nuua 10.4.MepemerHbie okpyweHus nnazuxa hipchat

MNepemennan Onucanue Mo ymonuanuio
HIPCHAT_TOKEN Appec URL cepsepa Foreman (Her)
HIPCHAT_ROOM Komnarta HipChat ans otnpasku coobuweHus ansible
HIPCHAT_NAME Umsa s HipChat ana noanmcy coobuwenms ansible
HIPCHAT_NOTIFY [lobaensaTe hnar ygeaoMneHms K BaxkHbIM coobuieHmnam | true

Ons ucnonb3oBanua nnaruHa hipchat tpebyercs ycraHoeutb Python-6ubnuoteky pretty-
table:

pip install prettytable

jabber

[Tnaruu jabber mocwkutaeT yBemomsieHusi B Jabber. O6paTuTe BHMMaHMe, UTO Ha-
CTPOMKM JJ151 3TOrO IJIarMHa He UMeIOT 3HaueHMit 1o ymonuauuio. OHu nepeuncie-
HbI B Tabs. 10.5.

Ta6nuua 10.5. [lepeMerHbie OKpYI*eHUA nnazuHa jabber

NepemeHHan Onucanue
JABBER_SERV Wms xocTa cepsepa Jabber

JABBER_USER Wmsa nonb3osarens Jabber ans ayteHTMdmMKaummn
JABBER_PASS Maponb nonv3osatens Jabber ana ayrenTudmkaumum
JABBER_TO Monb3osarens Jabber,koTopoMy nocbinaetcs yseaoMneHune

Q [ns ucnonb3oBaHus nnaruHa jabber Tpebyertcs yctaHoBuTb Python-6ubnnoteky xmpp:
pip install git+https://github.com/ArchipelProject/xmpppy

junit

[TnaruH junit 3anucbiBaeT pe3yabTaThl BoINoaHeHUs cueHapusi B XML-daitn B dop-
mare JUnit. HacTpauBaeTCsi C TOMOLLbIO TepeMEHHbIX OKPYXeH MU, [IepeunIEHHbIX
B Ta6.10.6. Coznanne XML-0TY€TOB MPOU3BOAMUTCSI B COOTBETCTBUM C COTJIALIEHUS -
MMU, lepeuncyieHHbIMM B Ta6s. 10.7.

Ta6nuya 10.6. [lepeMeHHbIE OKPYMEHUA NAA2UHA junit

MNepemenHan Onucanue Mo ymonuanumio
JUNIT_OUTPUT_DIR Katanor ans dannos ot4etos ~/.ansible.log
JUNIT_TASK_CLASS HacTponkm BbIBOAA: N0 OAHOMY Knaccy B daine YAML | false
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Ta6auua 10.7. 0Omuem JUnit

BwiBog 3agaum Ansible OT4er Junit
ok pass
Owwnbka c TekcTom EXPECTED FAILURE B MMEHM 33nauM | Pass
Owwnbka Kak pesynbraT UCKNKYEHUS error
Owwbka no aApyrow npuuuHe failure
skipped skipped

o [nsa ucnonb3oBaHus nnaruHa junit Tpebyetcsa yctaHoBuTb Python-6ubnunoteky junit_xml:
pip install junit_xml

log_plays
ITnaruH log_plays 3amMchIBaeT pe3yabTaThl B Gait/ibl XXypHaaoB B /var/log/ansible/
hosts, mo ogHoMy ariay Ha xocT. [IyTh K KaTajory He HaCTpauBaeTCsl.

o BmecTo nnarnHa log_plays MOXHO MCNONb30BaTb NapaMeTp HAcTpoiku log_path B ansible.cfg.
Hanpumep:

[defaults]
log_path = /var/log/ansible.log

B pesynbraTe OymeT co3gaBaThCsl eAMHbIA (aii XypHaa Ijs1 BCeX XOCTOB, B OT-
JIM4ye OT IJIaruHa, KOTOPbIN Co3JaeT OTAe/bHbIe (aii/ibl I/ pa3HbIX XOCTOB.

logentries

[TnaruH logentries moceuiaet pe3yabTaTthl B Logentries. B Ta6n. 10.8 nmepeuncieHsl
repemMeHHble OKpPYXXeHMs1, UCTIOb3yeMble 111 HACTPOMKU TUIaTMHa.

Ta6nuua 10.8. llepeMeHHbIe 0KpyxeHua nna2uHa logentries

MepemenHan Onucanue Mo ymonuaumio
LOGENTRIES_ANSIBLE_TOKEN | TokeH cepsepa Logentries (Her)
LOGENTRIES_API MM xocTa KOHeYHOM ToYkK Logentries data.logentries.com
LOGENTRIES_PORT MNopt Logentries 80
LOGENTRIES_TLS_PORT MNopt TLS Logentries 443
LOGENTRIES_USE_TLS Mcnonb3osate TLS ans B3aumopencreuii ¢ Logentries false
LOGENTRIES_FLATTEN PecTpykTypupoBaTe pesynsTatbt false

0 [Ins ncnonb3oBaHus nnaruHa logentries TpebyeTcs yctaHoBUTL Python-6ubnnoteku certifi
u flctdict:

pip install certifi flctdict

logstash

ITnaruH logstash 3ammchiBaeT pe3yabraThl B Logstash. B Tabn. 10.9 mepeunciieHsl
repeMeHHble OKPY)XXeHUs1, UCMOIb3yeMble ISl HACTPOMKM MjiarmHa.
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Ta6nuya 10.9. lMepemerHbie oKpyXeHusa nnazuHa logstash

Mepemennasn Onucanue Mo yMonuauuio
LOGSTASH_SERVER | Mma xocTa cepeepa Logstash | localhost
LOGSTASH_PORT MopT cepsepa Logstash 5000
LOGSTASH_TYPE Tun coobuienmns ansible

[ns ucnonb3oBaHus nnarvHa logstash Tpebyerca yctaHosuTtb Python-6ubnunoreky python-
logstash:

pip install python-logstash

mail
TInaruH mail nmocwuiaeT 3/IEKTPOHHOE NMUCbMO, KOrja 3ajava 3aBepliiaeTcs C OU.IM6-

Koi1. B Tabn. 10.10 nepeunciieHbl mepeMeHHble OKPY>KeHUSI, UCTI0b3yeMble /151 Ha-
CTPOMKM IJaruHa.

Ta6nuya 10.10. MepemerHbie okpyxeHua naazuHa mail

Mepemennan Onucanne Mo yMonuanuio
SMTPHOST Mms xocta cepsepa SMTP | localhost
osx_say

IlnaruH osx_say MCIOAb3yeT NPOrpamMMy say [/1s1 BbIBOAA OJIOCOBbIX OINOBELIeHUM
B macOS. He umeet napaMeTpoB HaCTPOMKMU.

profile_tasks

ITnaruH profile_tasks reHepupyeT OTUET O BpeMEHU BbIMOTHEHUS OTAE/bHbIX 3a4a4
1 0011er0 BpeMeHM BbIITOJTHEHMSI CLieHapusl, HalpuMep:

Saturday 22 April 2017 20:05:51 -0700 (0:00:01.465) 0:01::102.:732) **EXx%*%
1nstall NGiNX ==--- s i 57.82s
Gathering Facts -------mmmmmmmmm e 1.90s
Festart NGLNX - - oo oo 1.47s
copy nginx config file ------cmmommmmm il 0.69s
copy index.Atml - -cmmmm el 0.44s
enable configuration --------cooommomm R 0.35s

ITnaruH Takke BIBOOAUT MHOOPMAaLIMIO O BpeEMEHM BO BpeMs BbIITOJIHEHMS 3a1ay,
B TOM UuCIe:

O pmaTy ¥ BpeMs 3aItycka 3agaum;

QO Bpems BbINOJHEHUS MTPeAbIAylei 3agaun, B CKoOKax;

Q HaKoI/JeHHOoe BpeMsl BbIMOJHEeHMS 4151 AAHHOTO ClleHapusl.

BoTt npumep BbIBOJA TaKoi MHGOpMALIUK:

TASK [-'Lnstall nginx] Ak kA kA kA kA ARk kAR AR A AR Ak kA kA kA AR A AR A AR AR ARk kA kk

Saturday 22 April 2017 20:09:31 -0700 (0:00:01.983) 0:00:02.030 *****x
ok: [testserver]
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B Ta6n. 10.11 mepeuucieHbl epeMeHHble OKPYKeHMUsI, UCTIOIb3yeMble /IS Ha-
CTPOMKMU IJaruHa.

Tabnuya 10.11. [lepemeHHbie OKpyxeHus naa2uHa profile-tasks

NepemenHan Onucanue Mo ymonuanuo
PROFILE_TASKS_SORT_ORDER CopTvpoBKa BbIBOAA (ascending, none) none
PROFILE_TASKS_TASK_OUTPUT_LIMIT | MakcuManbHOe konu4ecTso 3aaa4 B otyete mam all 20

slack

ITnaruu slack mocbutaeT yBegomaeHus B Slack. B ta6m. 10.12 mepeuncieHsl mepe-
MEHHbIe OKPYKEeHUSI, UCTIOIb3yeMble 1Sl HAaCTPOMKY IIaTuHa.

Tabnuya 10.12. llepemerHble okpyxeHus nnazuHa slack

NepemenHan Onucanue Mo ymon4aumo
SLACK_WEBHOOK_URL Appec URL Touku Bxopaa 8 Slack (Her)
SLACK_CHANNEL KomHara Slack ans otnpasku coobluienus #ansible
SLACK_USERNAME MMa nonb3osatens, oTnpaBmBLwero coobwexue ansible
SLACK_INVOCATION Mokasartb aeTanu BbiI30Ba KOMaHAbI 20

Q [na ncnonb3osaHus nnarnHa slack Tpebyetca yctaHoeuTb Python-6ubnaunorteky prettytable:
pip install prettytable

TIMER
[lnaruH timer BBIBOOUT 00lilee BpeMsl BbIITOJTHEHUS CLieHapusl, HarpuMep:
Playbook run took O days, O hours, 2 minutes, 16 seconds

JL71st 3TOI e 0OBIYHO JTyULIle UCIT0Ib30BaTh MIaruH profile_tasks, KOTOPBIi 10-
MMOJTHUTE/IbHO BBIBOAUT BpeMsl BbIMIOJIHEHUS KaXKI0/ 3a1aun.
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YcKkopeHue
pabotbl Ansible

HauaB ucronb3oBathb Ansible Ha peryasipHOit OCHOBE, y Bac GbICTPO MOSIBUTCSI XKea-
HUe YCKOPUTb paboTy cLieHapueB. B 3Toit raBe Mbl 06CyaMM CTpaTernu Cokparie-
HUS BpeMeHU, KoTopoe TpebyeTcsi Ansible i/1s1 BbIMOMHEHUs CLileHapUeB.

MynbrunnekcuPoBAHUE SSH 1 CoNTROLPERSIST

JlounTaB KHUTY IO 3TO I71aBbl, Bbl Y)Ke 3HaeTe, YTO B KaueCTBe OCHOBHOTO TPaHC-
nopTHoro MmexaHusma Ansible ucronb3yer nporokon SSH. B yactHocTH, 1o ymosnya-
Huio Ansible ucronb3dyetr umeHHo SSH.

IockonbKy rmpotokon SSH pa6oraer moBepx rportokona TCP, Bam nmoTpebyeTcs
yctaHoBUTb HOBoe TCP-coeguMHeHue C yoajeHHOM MaluMHONA. KimeHT m cepBep
JO/DKHBI BBITTOJTHUTD Ha4yaJbHYIO MPOLIeAYpPY YCTAaHOBKM COeIUHEHUs, Tpexae yem
HayaTb BBIMOJHATb KaKue-TO GaKTMyecKue AeicTBus. ITa mpoleaypa 3aHMMaeT
HEKOTOpoe BpeMsl, XOTb 1 HeOOoJIbLIoe,

Bo Bpemst BbinmosiHeHUs cleHapueB Ansible ycTraHaBaMBaeT JOCTAaTOYHO MHOTO
SSH-coenuHeHnit, HampuMep I/ KOMMpoBaHust (paityioB MM BbIMTOJTHEHUS KOMaH[I,
Kasknpiit pa3 Ansible ycraHaBiMBaeT HoBoe SSH-coeiMHeHME C XOCTOM.

OpenSSH - Haubonee pacrnpoctpaHeHHass peanusaums SSH m SSH-kaueHT no
YMOJIYAHUI0, KOTOPbIH YCTAaHOBJIEH Ha Ballleif IOKa/IbHOM MalllHe, ec/iv Bbl paboTae-
Te B Linux unu Mac OS X. OpenSSH nogaepskmMBaeT Bu[ ONTUMMU3ALUM C HA3BaHUEM
Mynbmuniekcuposatue kaHano8 SSH, KoTopblit Takxke HasbiBaloT ControlPersist. Kor-
[la UCTIONIb3yeTCs] MY/IbTUIIJIEKCUPOBaHMe, HeCKOIbKO SSH-ceaHCOB ¢ OOHUM U TeM
K€ XOCTOM MCITonb3yeT ogHO u To ke TCP-coeguHenne, To ectb TCP-coennHeHue
yCTaHaB/IMBAETCS JIUILIb OJHAKbI.

Korpma akTuBUpyeTcsi MyJbTUITIEKCMPOBAHME:

O npu nepBoM nogkiaoyeHnu K xocty OpenSSH ycTtaHaBamMBaeT OCHOBHOE CO-

eJuHeHue;

QO OpenSSH co3npaet coket nomeHa Unix (M3BeCTHBIN Kak ynpasasiowjuli cokem),

CBSI3aHHBIN C yaa/le€HHbIM XOCTOM;
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O 1mpu caenywleM MOAKIIOUYEHUHM K XOCTYy BMecTo HoBoro TCP-nogkitoueHus
OpenSSH ucnonp3yeT KOHTPO/IbHBIN COKeT.
OCHOBHOE COoeJMHEHME OCTAETCS OTKPBITHIM B Te€UEHUE 3aJaHHOTO MOJIb30BaTe-
JieM MHTepBa/ia BpeMeHH, a 3aTeM 3akpbiBaeTcs SSH-kamneHToMm. [1o ymonyaHuio
Ansible ycraHaBnuBaeT MHTEpBasl, paBHbI 60 CEKYHIAM.

BkntoueHue mynbtunnekcuposaHua SSH spyyHyto

Ansible Bxiouaet myabTuriekcupoBaime SSH aBromatuuecku. Ho, yTo6b! BbI MO~
HUMaJu, 4YTO 3a 3TUM CTOUT, BKIKOUMM €ro BPYUHYIO U COEAUHUMCS C yOaaeHHOMI
MaluHoM nmocpeacteom SSH.

B npumepe 11.1 roka3zaHbl HACTPOIKY MYJIbTUIUIEKCMpPOBaHUs U3 daina ~/.ssh/
config nns myserver.example.com.

Mpumep 11.1 < BkntoueHue mynbTUnNnekcuposanus B ssh/config

Host myserver.example.com
ControlMaster auto
ControlPath /tmp/%r@%h:%p
ControlPersist 16m

Crpoka ControlMaster auto BKIIOUaeT MyabTUILIeKCupoBaHue SSH u coobuyaer
SSH 0 He06x0AMMOCTH CO3/1aTh OCHOBHOE COeMHEHME U YITPABJISIOLINI COKET, €CIU
OHM elle He CYLeCTBYIOT.

Crpoka ControlPath /tmp/%r@%h:%p coobuiaet SSH, roe pacrnonoxuts daita cokera
nomeHa Unix B aitioBoit cucreme. %h — MM LIeJIeBOTO XOCTa, %r — UMSI TT0Ib30Ba-
Tess AJisl yaalleHHOro AOCTYyIa, U %p — NopT. Ecnu coeguHeHMe OCyU1eCTBASETCST OT
MMEeHM MOoJib30BaTens ubuntu:

$ ssh ubuntu@myserver.example.com

B atom cyuae SSH co3pact haitn ynpapiasiiolero cokera /tmp/ubuntu@myserver.
example.com:22 nipy IepBOM IOAK/IIOUEHUHU K CEPBEPY.

Crpoka ControlPersist 10m TpebyeT or SSH pa3opBaTh OCHOBHOE COeAuHEHUe,
ecnu B TeyeHue 10 MUHYT He TPOU3BOAUIOCH ITOMBITOK €031aTh SSH-noax/II0ueHMe.

[IpoBepUTH COCTOSIHME OCHOBHOTO COeIMHEHUsI MOXHO C MOMOLIbI0 NTapaMeTpa
-0 check:

$ ssh -0 check ubuntu@myserver.example.com
Ecnu ocHoBHOe coeguHeHMue dKTUBHO, 3Td KOMaHJa BEPHET C/ieayroliee:
Master running (pid=4388)
Bot Tak BbITJIAOUT OCHOBHOI1 ynpasnmoumﬁ npoiecc B BbIBOAE KOMAHbI ps 4388:

PID TT STAT TIME COMMAND
4388 ?? Ss 0:00.00 ssh: /tmp/ubuntu@myserver.example.com:22 [mux]

Pa30pBaTb OCHOBHOE€ COeIMHEHME MOKHO C ITOMOILIbIO ITapaMeTpa -0 exit:

$ ssh -0 exit ubuntu@myserver.example.com
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Bonble geraneit 06 3TMX HaCTPOMKax MOXHO HalTH Ha CTpaHMIle SSh_config py-
KOBOJICTBa man.
S mpoTecTUpoBas CKOPOCTb co3aaHus SSH-coequHeHus:

$ time ssh ubuntu@myserver.example.com /bin/true

OTta KOMaHJa BepHeT BpeMs, KoTopoe Tpe6yetcs aiast SSH-MogK/II0YeHnsT U Bbl-
MOJTHEeHUS MporpaMMsl /bin/true, KOTOpas 3aBepiuaeTcs ¢ Kogom 0.
Korma s mepBbiit pa3 3anmycTui ee, pe3yabTaT 110 BpeMeH! BbIT/ISaesN Tak':

0.01s user 0.01s system 2% cpu 0.913 total

Hanbonblinit MHTepec O Hac mpeacTasser obiee Bpems: 0.913 total. Oto ro-
BOPUT O TOM, UTO Ha BBITIOJIHEHME BCel KoMaHabl noTpe6oBanoch 0.913 ceKyHIbl.
O6uiee BpeMst MHOTAA TaKKe Ha3bIBAKOT aCTPOHOMMUYECKUMM BpeMeHeM, ITOCKOJIbKY
OHO ITOKa3bIBaeT, CKOJIbKO IPOILIJIO BpEMEHU, KaK el Obl ero M3Mepsiiv 1o Ha-
CTEHHbIM YacaM.

Bo BTOpOI1 pa3 pe3y/nbTaT BbITAsS4e/ TaK:

0.00s user 0.00s system 8% cpu 0.063 total

O6mee BpeMs cokpatuioch 10 0.063 cekyHAbl, TO €CTb 3KOHOMMS COCTaBJIsSIET
npumepHo 0.85 cekyHabI Ojs Kaxkaoro SSH-coenuHeHus, HaUMHas co BToporo. Ha-
IMOMHMM, YTO I/ BbIIOJIHEHUS 3agaun Ansible oTkpbIBaeT, 1o KpaitHeit mepe, IBa
SSH-ceaHca: oauH - Oj1s1 KOMMpOBaHUs (aitna MOIy/sl Ha XOCT, BTOPOit — 1151 3a-
IycKa MOAYJ/S Ha XocTe?, ITO 03HAYAeT, UTO MY/IbTUIIEKCMPOBAHUE MOKET CIKOHO-
MUTb NOpSAKa OOHOM MIM IBYX CEKYH[ Ha Ka)KO oM 3ajaue B CLieHapuu.

Mapametpbl mynsTUNNEKcupoBaHus SSH B Ansible

BTab6s. 11.1 mepeuyuncieHsl napaMeTpbl MyIbTUIIEKCUPOBaHUS SSH, 1cronb3yembie
B Ansible.

Tabnuua 11.1. [Tapamempsr mynemunnekcupoeanus SSH e Ansible

Mapamerp 3Hauenne

ControlMaster auto

ControlPath SHOME/ .ansible/cp/ansible-ssh-%h-%p-%r
ControlPersist 60s

Ha mpakTuke MHe IMPUXOOMUIOCh U3MEHATb TOJNBKO 3HaueHue ControlPath, moro-
MYy 4TO OIlepaliMOHHAas CUCTeMa YCTaHABIMBAET MAKCUMAaJIbHYIO JJIMHY ITYTU K (aii-
ny coketa goMmeHa Unix. Ecimu cTpoka B ControlPath oKaskeTCsl CIMILKOM JJIMHHOM,
MY/IbTUILIEKCMPOBaHUE He OyaeT paboraTs. K coxkanenuio, cucrema Ansible He co-

! ®opmar pe3yabTaTa MOXeT OTIMYATbCS B 3aBUCMMOCTM OT KOMaHIHOM 060m0uky 1 OC.
S ucnonw3yio Zsh B Mac OS X.

2 OQmMH U3 3TUX LIaroB MOXXHO OMTMMM3MPOBATh, UCTIOb30BAaB KOHBEIE€PHBI PEKUM, OTTU-
CaHHBIN Janee B 3TOM I1aBe.
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ob1aeT, eciv cTpoka B ControlPath MpeBbICUT 3TO OrpaHUUYEHME, OHA ITPOCTO He By-
JIeT UCIT0/Ib30BaTh MYyJIbTUIIEKCMpOBaHUs SSH.
Vrpapasouyio MallMHy MOXHO IIPOTEeCTMPOBAaTh BPY4YHYIO, ycTaHaBauBas SSH-
coeiiHeHMe C MOMOLIbIO TOTO XXe 3HaueHust ControlPath, uTo ucronb3yet Ansible:
$ CP=~/.ansible/cp/ansible-ssh-%h-%p-%r
$ ssh -o ControlMaster=auto -o ControlPersist=60s \
-0 ControlPath=5CP \
ubuntu@ec2-203-0-113-12.compute-1.amazonaws.com \
/bin/true

Ecnn crpoka ControlPath okaskeTcs CIMIIKOM JIJIMHHOM, Bbl YBUIOMUTE COODOLEHNE
006 o1nbKe, Kak rnokasaHo B mpumepe 11.2.

Mpumep 11.2 < CnuwkoM anuHHas ctpoka ControlPath

ControlPath

" /Users/lorinhochstein/.ansible/cp/ansible-ssh-ec2-203-0-113-12.compute-1.amazonaws.
com-22-ubuntu.KIWEKESRzCKFABch"

too long for Unix domain socket

9T0 06bIYHOE Ae/I0 NPY MOAKIYEHMM K 3K3eMIuisipam Amazon EC2, KoTopbimM
Ha3HauyalTCs AJIMHHbIE MMeHa XOCTOB.

Pewintb npobseMy MOXXHO HAaCTPOMKOI MCIT0/Ib30BaHUS 60Jiee KOPOTKUX CTPOK
B ControlPath. OdunmanbHas nokymeHnrauus (http://bit.ly/2kKpsll) pekoMeHayeT Tak
omnpenensTh 3TOT napaMmeTp B daitne ansible.cfg:

[ssh_connection]
control_path = %(directory)s/%%h-%%r

Ansible 3ameHuT %(directory)s Ha SHOME/.ansible.cp (IBOIHONM 3HaK MpOLIEHTA
(%%) Heo6XooMM /151 SKPaHUPOBAHMUS, TOTOMY UTO 3HaK NpoleHTa B daitnax .ini 8-
JISIeTCS CrielMalbHbIM CMMBOJIOM).

e Mpu nsmeHeHnn koHdurypauumn SSH-coenmHenus, HanpuMep napameTpa ssh_args, koraa
MYNLTUNNEKCMPOBAHUE YXKE BK/IOYEHO, TAKOE M3MEHEHMWE HE BCTYNWUT B CUAY, NOKa ynpasns-
tOLLMI COKET OCTAETCH OTKPbITLIM C NPOLAOrO NOAKMKOHEHUS.

KOHBEMEPHbIN PEXUM

BcrioMHMM, Kak Ansible BbInonHseT 3aa4y:

1. TeHepupyer cueHapmii Ha Python, ocHOBaHHbIV Ha BbI3bIBAEMOM MOAYJIE.

2. Komnupyert ero Ha XOCT.

3. U 3amyckaet ero Tam.

Ansible nogngepxuBaeT rnpuem oNTUMMU3ALUN — KOHBeELEPHbIll pexcum, — 0obean-
Hsisl OTKpbITME ceaHca SSH ¢ 3amyckoM cueHapusi Ha Python. 3koHomus goctura-
eTCsl 3a CYeT TOro, YTO B 3TOM Cjyyae TpebyeTcsl OTKPbITh TOJIbKO OAUH ceaHC SSH
BMECTO BYX.
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BknloueHne KOHBEHEpPHOro peXxuMa

[To yMOMYaHUIO KOHBE/EPHBIN PEXMM He MUCIOIb3YyeTcs, MOTOMY 4TO TpebyeT Ha-
CTPOMKM yIaJeHHbIX XOCTOB, HO MHE HPaBUTCS UCIIOIb30BATh €ro, MOCKOJIbKY OH
yckopsieT nmpotiecc. YToObl BKIIOYMTb 3TOT PeXXMM, BHECUTE M3MEHEeHMs B (aitn an-
sible.cfg, kak nokasaHo B rpumepe 11.3.

Mpumep 11.3 < ansible.cfg, BkNOYEHWE KOHBEMEPHOTO peXxnMa

[defaults]
pipelining = True

Hactpoiika XxocToB Ana NoAAEep)KKM KOHBEHMEPHOrO peXXnma

[nsl MoIepXXKM KOHBEepHOro peXxuma Heo6XoAMMO y6eanThCs, YTO Ha XOCTax
B (aitne /etc/sudoers BbIKIIOYEH MapaMeTp requiretty. MiHaye Mpy BbIMTOTHEHUMU
clieHapus Bbl 6yieTe MoayyaTh OLIMOKM, KaK MIOKa3aHo B mpumepe 11.4.

Mpumep 11.4 < Ownbka npu BKNIOYEHHOM NapaMeTpe requiretty

failed: [vagrant1] => {"failed": true, "parsed": false}
invalid output was: sudo: sorry, you must have a tty to run sudo

Eciu yrunuTa sudo Ha XocTax HacTpoeHa Ha uTeHMe (aitaoB M3 Kataaora /etc/
sudoers.d, Torma camoe MpocToe pelieHye — 106aBuTh paita KoHpurypaumm sudoers,
BBIK/TIOUAIOIMIT OrpaHUYeHue requiretty AJs Moab3oBaTess, C MMeHeM KOTOPOro
Bbl ycTaHaBauBaere SSH-coeanHeHus.

Ecnu karanor /etc/sudoers.d cyuiecTByeT, XOCTbI TOJKHBI MTOJAEPXKUBATD 106aB-
nenue daitnoB koHbUrypauuu sudoers. [[poBepUTh HATMUME KATAIOTa MOXKHO C I10-
MOLLbIO YTUIANUTHI ansible:

$ ansible vagrant -a "file /etc/sudoers.d"

Ecnu katanor umeercs, Bbl YBUIANUTE IMTPUMEPHO TaKne CTPOKU:

vagrantl | success | rc=0 >>
/etc/sudoers.d: directory

vagrant3 | success | rc=0 >>
/etc/sudoers.d: directory

vagrant2 | success | rc=0 >>
/etc/sudoers.d: directory

Ecnu karanor oTcyTCcTBYeT, Bbl yBUIUTE:

vagrant3 | FAILED | rc=1 >>
/etc/sudoers.d: ERROR: cannot open “/etc/sudoers.d' (No such file or
directory)

vagrant2 | FAILED | rc=1 >>
/etc/sudoers.d: ERROR: cannot open ‘/etc/sudoers.d' (No such file or
directory)
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vagrantt | FAILED | rc=1 >>
/etc/sudoers.d: ERROR: cannot open “/etc/sudoers.d' (No such file or
directory)

Ecnu katanor umeeTcs, cozgaiiTe wabnoH daitna, kak mokasaHo B mpumepe 11.5.

Mpumep 11.5 < templates/disable-requiretty.j2
Defaults:{{ ansible_user }} !requiretty

3aTreM 3aIycTUTe CLeHapuii, MpMBedeHHbI B pumepe 11.6, 3aMeHUB myhosts
MMeHaMM BalliuX XocToB. He 3a6yabTe BbIKIIOYMUTh KOHBEMEPHBIN PEXUM, ITpexKae
yeM C/Ie/1aTh 3TO, MHaUe CLeHapuii 3aBepILUTCS C OIIUOKOIA.

MNpumep 11.6 <+ disable-requiretty.yml

- name: do not require tty for ssh-ing user
hosts: myhosts
sudo: True
tasks:
- name: Set a sudoers file to disable tty
template: >
src=templates/disable-requiretty.j2
dest=/etc/sudoers.d/disable-requiretty
owner=root group=root mode=0440
validate="visudo -cf %s"

O6paTtuTe BHMMaHMe Ha MCMOAb30BaHue validate="visudo -cf %s". B pasmene
«[TpoBepka 10CTOBEpHOCTU (aiijioB», B IPUIOKEHUU A, Bbl Y3HAETe, ToUeMy Kesla-
TeJIbHO UCIOAb30BaTh MPOBEPKY MPU U3MeHeHUU ¢aitoB sudoers.

K3WMPOBAHUE ®AKTOB

Ecniu B BalleM cueHapuu He UCIOAb3YIOTCS (aKThl, UX COOP MOXHO OTKIIOUUTh
C TOMO1IbIO BbIpakeHUs gather_facts. Hanmpumep:

- name: an example play that doesn't need facts
hosts: myhosts
gather_facts: False
tasks:
# 34eCb HAX0AATCA 33[auM:

Takxe MOKHO OTK/IIOUUTh c6op HaKkTOB Mo yMonuaHuio, 1o6aBuB B daitn ansible.
cfg:
[defaults]

gathering = explicit

Ecnu Bamm orepauuy UCHoab3yoT GakThl, UX COOp MOXHO OpPraHM30BaTh Tak,
uyTto Ansible 6ymeT menaTh 3TO AJIS KQXIOTO XOCTa TOJbKO OTHAXIbI, TaXKe eCIU Bbl
3aIyCTUTE TOT K€ WJIX IPYToii CLieHapuii 1151 TOTO Ke CaMOro XOCTa.
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Ecnu kammpoBaHue GakToB BKIOYEHO, Ansible coxpaHUT ¢GakThl B K3llle, MOJy-
YyeHHbI€e T10C/Ie MepBOro MOAKIIUEHUS K XOCTaM. B rocieayloumx nomnbiTKax Bbl-
MOJIHUTB cLieHapuit Ansible 6ymeT n3BaekaThb GakThl U3 K31l1a, HE 00pallasch K yaa-
JIEHHbIM XocTaM. Takoe IO/IOKeHME Bellleif COXPaHSIeTCS 10 UCTEeYEHUsT BpeMeHMU
XpaHeHMsI K3lia.

B npumepe 11.7 npuBOASITCS CTPOKU, KOTOpPble HEOOXOAMMO N00aBUTH B daitn
ansible.cfg nns BKIoYeHUs K3wMpoBaHus dakToB. 3HaueHue fact_caching_timeout
BbIpaXkaeTcs B CeKyHAaX, B IIpMMepe UCIIOAb3yeTCs TaliM-ayT, paBHbIA 24 yacam
(86 400 cexyHmam).

Kak 370 Bcerna 6biBaeT C peweHUsaMU, UCNONMb3YIWHUMKU K3WWPOBaHKe, CywecTsyeT onac-
HOCTb, YTO K3WMWPOBaAHHbIE AAaHHbIE CTAHYT HeakTyanbHbiIMW. HekoTopble dakTbl, TakMe Kak
apxutekTtypa CPU (dbakt ansible_architecture), peako namensiotcs. [lpyrve, Takvme kak aata
n Bpems, coobuwaemble MawnHOM (PakT ansible_date_time), rapaHTMPOBAHHO WM3MEHSAIOTCS
OYeHb YacTo.

Ecu BbI peliniy BKIIOYMUTh K3WMpoBaHMe GakToB, ybeauTech, YTO 3HaeTe, KaK
YacTO U3MEHSIOTCS (paKThl, UCIIOb3yeMble BalllMM CLieHapMeM, 1 3aJlaiiTe COOTBET-
CTBYIOLLee 3HAaUEHUE TaliM-ayTa K31IMpoBaHMs. YTOObI OYMCTUTD K3 A0 3aIycKa
cueHapwus, nepegaiTe napamertp --flush-cache yrunure ansible-playbook.

Mpumep 11.7 < ansible.cfg. BknioveHne kawnposaHns GakTos

[defaults]

gathering = smart

# K3w OCT3eTCA AeWCTBUTENbHbIM 24 4aca, U3MEHUTe, ecam HeobxoauMo
fact_caching_timeout = 86400

# 006933TeNbHO YKaxXuTe Peanu3aumio K3WMpOBaHUA (GIKTOB
fact_caching = ...

3HaueHKe smart B mapameTtpe gathering cooblaet, YTo HEOOXOAMMO UCIOb30-
BaTb uHmesieKmyavHstti c6op pakmos (smart gathering). To ects Ansible 6yaeT co-
6upatb $HaKThbl, TOJLKO €CIM OHM OTCYTCTBYIOT B K3Il€ MM CPOK XpaHEHUs K3lia
UCTEK.

o Ecnu Bbl cobupaeTecb MCNONb30BaTh K3WMWpPOBaHWe GhakToB, ybeanTech, YTo B CLLEHApUaxX om-
cymcmayem BblpaxeHue gather _facts: True unu gather_facts: False.Koraa BkaoueH pexum
nHTennekTyanbHoro cbopa ¢aktos, pakTbl 6yayT cobMpaTbCsa, TONLKO €CIM OHWU OTCYTCTBYIOT
B K3LLe.

HeobxonuMo siBHO yka3aTb TN fact_caching B ansible.cfg, Haue K3WMpoBaHUe
He OyIeT UCIoAb30BaThCa. Ha MOMEHT HamMcaHUsI KHUTY UMeTUCh TPU peanusaiinu
K3LIMPOBAHUS JaHHbIX:

O B daitnax JSON;

Q Redis;

O Memcached.
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K3awuposaHue ¢akToB B pannax JSON

Peanusauus kammpoBanus ¢akrtos B dainax JSON 3anucbiBaeT cobpaHHble HaKThbl
B daiibl Ha yripassioulei MmalumHe. Eciau daiibl MpUCYTCTBYIOT B Ballleit cUCTeMe,
Ansible 6yneT ucnonb3o0BaTh UX BMECTO COEAMHEHUN C XOCTAMMU.

UYTob6bl 3a7eiiCTBOBATh peanu3aluio KammpoBauus ¢akToB B daiinax JSON, no-
6aBbTe B daiin ansible.cfg HacTpoIKHU, KaK MOKa3aHo B mpumepe 11.8.

Npumep 11.8 < ansible.cfg, BknioueHne kawmnposaHua ¢aktos B dparnax JSON

[defaults]
gathering = smart

# K3W OCTIETCA AEUCTBUTENbHLIM 24 4aca, M3MEeHWTe, ecau Heobxoaumo
fact_caching_timeout = 86400

# K3wvpoBaTb B dawunax ISON
fact_caching = jsonfile
fact_caching_connection = /tmp/ansible_fact_cache

[Tapametp fact_caching_connection omnpenenseT Katanor, kyaa Ansible 6yger co-
xpaHaTb daiinbl JSON ¢ ¢pakramu. Ecau katanor oTcyTcTByeT, Ansible co3gacr ero.

Ilns onpeneneHust TaiiM-ayTa K3lIMpoBaHMs Ansible ucrmonb3yetr BpeMst moau-
dukauumn dariina.

Kawwuposanue ¢akros B Redis

Redis - monynasipHoe XpaHMIUILE JaHHbIX TUIIA «K/TI0Y/3HaueHUe», 4aCTO UCITONb3Y-
eMoe B KauecTBe Ka1ua. [1yig kawupoBaHus ¢akToB B Redis Heobxonumo:

1. YcraHoButb Redis Ha ynpasisiiolein MaliHe.

2. Y6eautbcs, uTo cayxba Redis 3amylieHa Ha ynpaB/asolLeil MaliMHe,

3. YcraHoBuTtb nmaket Redis gyis Python.

4. Bxawouutb K3mmpoBaHue B Redis B daiine ansible.cfg.

B npumepe 11.9 moka3zaHo, KakKuMe HaCTPOMKM ciaenyeT nob6aBuTh B ansible.cfg,
yToObI OpraHM30BaTh K3mupoBaHue B Redis.

NMpumep 11.9 < ansible.cfg, kawnposanue dakTos B Redis

[defaults]
gathering = smart

# K3W OCT3IETCA AEUCTBUTENbHbM 24 43Ca, U3MEHUTE, ecan Heobxoaumo
fact_caching_timeout = 86400

fact_caching = redis

Ilnst paboTsl ¢ xpaHunuiem Redis Tpebyetcs ycraHoBUTb makeT Redis ais Python
Ha YIpaBsoUe MalllMHe, HalpyuMep C MoMoLLbio pipl:

$ pip install redis

! MoxeT noTpe60oBaThCs BHIMTOIHUTL KOMaHAy Sudo Wiy aKTUBMpPOBATh virtualenv, B 3aBu-
CUMOCTH OT criocoba ycTaHOBKM Ansible Ha yripaBisionieit matyHe.
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Bl TakKe JO/MKHBI YCTAHOBUTH ITporpaMMHoe obecrieyeHue Redis u 3anyctuthb
ero Ha ynpasiswoleit mammHe. B OS X Redis MO)XHO yCTaHOBUTD C ITOMOILBIO JUC-
nmeryepa naketoB Homebrew. B Linux 3T0 MOXHO cieJ1aTh C TOMOLLbIO CUCTEMHOTO
JuUcreryepa rnakeTos.

Kawuposauue ¢pakroB B Memcached

Memcached - ele omHO MOMYASIPHOE XPaHWIMILE JaHHBIX TUIIA «KJTIOU/3HAUEeHUE,
KOTOPOE TaKKe 4acTO MCITONIb3YeTCsl B KauecTBe Kauia. JIJist K3aWupoBaHus GakToB
B Memcached Heo6xoamumo:

1. YcranoButh Memcached Ha ynpaBnsioleit MalMHe.

2. Y6emgutbcs, yTo cyxkb6a Memcached 3amyiieHa Ha ynpaBisiiolLleit MalIMHe.

3. YcraHoButb maket Memcached gis Python.

4. Bxmountb K3uMpoBaHue B Memcached B daiine ansible.cfg.

B mpumepe 11.10 mokasaHo, KakMe HACTPOMKU ciemyeT 106aBUTh B ansible.cfg,
YyTOOBI OPraHM30BaTh K3lIMpoBaHue B Memcached.

Mpumep 11.10 <+ ansible.cfg, Kawnposarne daktos B Memcached
[defaults]
gathering = smart

# K3w OCT3eTCA AEACTBATENbHbIM 24 Yaca, v3MeHWTe, ecau HeoHXoavMo
fact_caching_timeout = 86400

fact_caching = memcached

Insa pabotsl ¢ xpaHunuuem Memcached Tpebyercs yctraHOBUTH MmakeT Mem-
cached gns Python Ha ynpaBnsolleit MallMHe, HATPMMED C IMOMOILbIO pip. MoxeT
noTpe60oBaThCA BIMTOMTHUTb KOMaHAY sudo MJIM akTMBUPOBATh virtualenv, B 3aBucH-
MOCTM OT crroco6a ycTaHOBKM Ansible Ha yrpaBasiollei MalHe.

$ pip install python-memcached

BbI TakXe HOMKHBI YCTAHOBUTDb MporpaMmHoe obecreyeHmne Memcached u 3a-
MYCTUTh ero Ha ympasistolleil mamwmHe. B OS X Memcached M0XHO yCTaHOBUTD
C TIOMOLUBIO AucreTyepa maketoB Homebrew. B Linux 3T0 MOXHO caoenaTh C IO-
MOLLbIO CUCTEMHOTO AMCITeTYEPA MTAKETOB.

Bonee nonHyo MHGOpPMaLMIO O KIWMPOBaHMUM GAaKTOB MOXXHO HaTU B opuLIK-
anbHOIM mokymeHTtauuu (http://bit.ty/1F6BHap).

NarPAnNnENU3IM

Jnst Kaxmoit 3amaum Ansible ycraHaBIMBaeT coeqMHEHUS napasiebHO C HECKOb-
KMMM XOCTaMM U 3allyCKaeT Ha HUX OMHY M Ty JKe 3afauy napanenbHo. OmHako An-
sible Heo6s13aTeIbHO GyIET YCTaHABAMBATh COEIMHEHMUS Cpa3y CO 8CeMU XOCTaMU —
YpOBEHb MapasuiesiM3Ma KOHTPOJIMPYETCs MapaMeTpoM M0 YMOTUYaHUIO, PaBHbIM 5.
W3MeHUTh ero MOXXHO OlHUM U3 IBYX CITOCO6GOB.
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MO>XHO HaCTpOUTb NepeMeHHYI0 Cpelibl ANSIBLE_FORKS, KaK 3TO MOKa3aHo B Ipu-
mepe 11.11.

Mpumep 11.11 < Hacrpoiika ANSIBLE_FORKS

$ export ANSIBLE_FORKS=20
$ ansible-playbook playbook.yml

MoskHO TaKke MU3MEeHUTb HaCTPOIKM B (aitne koHdurypauum Ansible (ansible.cfg),
ornpenenus napametp forks B cekumm default, kKak mokasaHo B npumepe 11.12.

Mpumep 11.12 < ansible.cfg. HacTpoitka napannenusma

[defaults]
forks = 20

ACWHXPOHHOE BbINOMHEHUE 3A0AY C NOMOLLbIO ASYNC

B Ansible nosiBunoch HOBOEe BbIpa)keHMe async, NMO3BOJISIOLLEe BBINOJHSITh aCUH-
XPOHHbBIE AeCTBUSI U 00XOAUTH TpobieMbl ¢ TaiiM-ayramu SSH. Eciiv BpeMst BbINo-
HeHMS 3afauyu npesbiaeT TaitM-ayT SSH, Ansible 3akpoeT coeguMHeHMe ¢ XOCTOM
1 coobuuT 06 oinbke. ECin 106aBUTH B ONpefesieHMe Takoi 3aauM BbIpaskeHue
async, 9TO YCTPaHUT PUCK UCTeyeHus TaiiMm-ayta SSH.

OnHako MexaHU3M NOAAEPKKU aCUHXPOHHBIX JeMCTBUA MOXHO TakKe UCIONb-
30BaTh /IS IPYTUX Lieieit, Hanpumep 4ToObl 3aNyCTUTb BTOPYIO 33/1a4y 10 OKOHYa-
HUS BBITIOJIHEHUS MTEPBOi. ITO MOXET IMPUTOAUTHCS, HAIIpUMep, ey obe 3amaumn
BBITIOTHSIIOTCS OU€Hb JIOJITO U He 3aBUCST APYT OT Apyra (TO eCTb HET HY)KbI KAATh,
MOKa 3aBepIIUTCS nepBasi, YTOObI 3aMyCTUTh BTOPYIO).

B npumepe 11.13 noka3saH CIIUCOK 3a7ay, B KOTOPOM MMeeTCs 3afada C Bblpaske-
HMEM async, BbIMIOJIHSOLIAs KIOHUpOBaHMe Gonbiuoro peno3utopust Git. Tak kak
3ala4ya OTMeueHa Kak aCMHXpOHHas, Ansible He 6yaeT )XaaTh 3aBeplieHus KIOHU-
pOBaHUs Perno3UTOPUS U POJO/DKUT YCTAHOBKY CUCTEMHBIX TAKETOB.

Mpumep 11.13 <+ Mcnonb3oBaHKUe async AN NapannenbHoro 8bINONHEHMA 33434

name: install git
apt: name=git update_cache=yes

become: yes
- name: clone Linus's git repo
git:

repo: git://git.kernel.org/pub/scm/linux/kernel/git/torvalds/linux.git
dest: /home/vagrant/linux
async: 3600 @
poll: 0 @
register: linux_clone ©
- name: install several packages

apt:
name: "{{ item }}"
with_items:

- apt-transport-https
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- ca-certificates
- linux-image-extra-virtual
- software-properties-common
- python-pip
become: yes
- name: wait for linux clone to complete
async_status: @
jid: "{{ linux_clone.ansible_job_id }}" ©
register: result
until: result.finished @
retries: 3600

O OnpepgensieM 3Ty 3aayy Kak aCUHXPOHHYIO, ¥ YTO OHa JO/KHA BBIMOMHSTHCS He JOJblie
3600 cexyHa. Eciu BpeMsi BbIMOMHEHMS! 3a1auM MPEBLICUT 3TO 3HaYeHue, Ansible aBToma-
TUYeCKM 3aBepPIIUT MPOLLeCC, CBSI3aHHbIN C 3afayet.

@ 3HaueHue 0 B aprymeHTe poll coobuiaet cucteMe Ansible, yTo oHa MOKeT cpa3y repenTu
K cenymolleit 3agaye nocie 3amycka 3Toi. Eciv 6b Mbl YKa3any HeHyJIeBOe 3HaueHue,
Ansible He cmorna 6bl MepeitTH K cieaylolleit 3anaye. BMeCTo 3TOro oHa nepuoguyecKu
onpatuBana 6bl COCTOSTHME aCUMHXPOHHOI 3a1auu, OXMIasl ee 3aBeplleHus, TPUOCTaHAB-
JINBAsICb MeXJy MTpOBEpPKaMM Ha MHTePBaJl BpeMeHU, YyKa3aHHbI B mapameTpe poll (B ce-
KYHJax).

© Korpga vmeeTcst aCMHXpPOHHAas 3afjaya, He06X0AMMO 106aBUTh BhIpaxkeHue register, YTOOBI
3aXBaTUTb pe3y/bTaT ee BbIMoMHeHUs. OOBeKT result COLEPKUT 3HaueHue ansible_job_id,
KOTOpO€e MO’KHO UCIMOAb30BaTh MO3AHee 1151 TPOBEPKU COCTOSSHUS 3aaHus.

O [Ins1 orpoca COCTOSIHMUSI aCMHXPOHHOTO 3ajaHusl Mbl UCIOJIb3yeM MOJIY/b async_status.

© [ns uneHTUbMKALMM aCUMHXPOHHOTO 3alaHUsl HEOOXOAMMO yKa3aTh 3HaueHue jid.

® Mopaynb async_status BBIMOMHSET OMPOC TOMbKO OAMH pa3. YTo6bl MPOJOIKUTL OMPOC A0
3aBeplleHus 3aJaHusl, HY)KHO yKa3aTb BbIpaxkeHue until ¥ onpeaenuTb 3HaUE€HMUeE retries
MaKCMMasabHOTO YMC/Ia MOMbITOK.

Tenepb Bbl 3HaeTe, KaK HaCTPOMTb MY/IbTUIIIEKCMpOBaHMe SSH, KoHBeite pHbIi
peXum, K3mMpoBaHue GakToB, a TAKKE MapasjieibHOe M aCMHXPOHHOE BbIMOJIHE-
HUS 3a/1a4, YTOOBI YCKOPUTD BbIMOJIHEHME clieHapus. [lanee Mbl 06CyAuM Hammca-
Hue cOOCTBEHHbIX MOIY/IEN.
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Cob6cTBEHHBIE MOAYNH

WHorma »kenaTeabHO BbIMOMHUTB 3aauy, CAMIIKOM CIOXHYIO I/ MOfy/ei command
uau shell. U He cyuiecTByeT roTOBbIX MOZY/1€ii 1151 ee BbIMOIHEHUS. B 3TOM ciyyae
MO’KHO HalmmMcaTb MOAY/Ib CAMOCTOSITE/IbHO.

B npouiom st mucana cBou MOZY/IM IJis MOay4eHust myoamnuyHoro IP-agpeca, korga
yIpaBJsollas MalllMHa HaX0AM/IaCh 3a ILTI030M, BBITTOTHSIOIMM ITpeobpa3oBaHue
ceteBbix agpecoB (Network Address Translation, NAT), u TpeboBanoch co3aBaTh
6a3bl JaHHbIX B OKpy>XkeHun OpenStack. 51 gyman o HamMcaHUM CBOEr0 MOIYJIS ISl
CO3[IaHMUSI CAMOITOAITMCAHHOrO cepTUdUKATA, XOTS TaK M He 3aHSJICS STUM.

CBOM MOOY/IM MOTYT TaKKe MPUTOAUTHCS /ISl B3aUMO/IEMCTBMII CO CTOPOHHUMMU
cyx6amu REST APL. Hanpumep, GitHub npeanaraet To, yTo oHM Ha3biBaloT Releas-
es, [M03BOJIsIIOLLee COXPAHSTh B PEITO3UTOPUM IBOUUHbBIE pecypchl. Eciu ns pa3Bep-
ThIBaHUS IPOEKTa TPeOyeTCs 3arpy3uTh IBOUUHBINA pecypc, XpaHsILMIACS B YaCTHOM
peno3uTopun GitHub, 3TO cTaHeT OTIMYHBIM IMOBOIOM HamMCcaTh CBOI MOIY/Ib.

IPUMEP: NPOBEPKA AOCTYNHOCTM YOANEHHOrO CEPBEPA

JOIMyCTUM, HY>KHO MTPOBEPUTH JOCTYIMHOCTb KOHKPETHOTO MOpTa YAaaeHHOro cep-
Bepa. Eciu coequHeHme ¢ 3TMM MOPTOM YCTAaHOBUTh HEBO3MOXKHO, HY)KHO, UTOOBI
Ansible cunTana 3To o1IMOKOI U MpeKpallaa ornepaumio.

O CBo¥ Mopaynb, KOTOPbIM Mbi ByaeM 3aHUMaTbCs B AaHHOW rnaBe, IBASeTCS YNpoLLeHHON Bep-
cuen mopyns wait_for.

MUcnonb30BAHUE MOAYNSA SCRIPT BMECTO HAMWUCAHMS
CBOEro Moayna

[TomHuTE, KaK B mpuMepe 6.17 Mbl UCTIO/Ib30BaIM MOAY/b SCript AJis 3ammycka CBOUX
CLieHapMeB Ha yaaneHHbIX XocTax? MHorga aeiiCTBUTE/bHO MPOlLe UCIOAb30BaTh
MOMY/b SCript, 4eM MmMcaTh CBOM, MOTHOLEHHbI Moaynb Ansible.

Sl xpaHIo0 TaKkMe cLieHapuy B IanKe Scripts paaoM co cueHapusmu Ansible. Hanmpu-
Mep, MOXHO CO31aThb cLieHapuit playbooks/scripts/can_reach.sh, KOTOpbIit IpUHUMA-
€T UMS XOCTa, MOPT M KOJIMYECTBO MOIMbITOK COeIUHEHUS.

can_reach.sh www.example.com 80 1
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MOJKHO €c030aThb CLleHapuii, Kak B mpumepe 12.1.

Npumep 12.1 < can_reach.sh

#!/bin/bash
host=$1
port=5$2
timeout=$3

nc -z -w Stimeout Shost $port

A 3aTem BbI3BaTh €ro, Kak oka3aHo HUxe:

- name: run my custom script
script: scripts/can_reach.sh www.example.com 80 1

ViMeiiTe B BMAOY, YTO ClieHapuit OyaeT 3aMmyckaTbCsl Ha YOaAeHHbBIX XOCTaxX Tak Xxe,
Kak momynu Ansible. BatencTBue 3TOro ywobble MporpamMMbl, HEOOXOOUMBIE Clie-
Hapuio, JO/DKHBI ObITh YCTAHOBJIEHbI HA YAaJeHHBIX XOCTax 3apaHee. Hampumep,
MOXHO HanucaTb cueHapuit Ha Ruby, eciu Ruby ycraHoB/IeH Ha yaaneHHbIX XOCTax,
" B IIepBOi CTPOKe yKa3aThb MHTeprperaTop Ruby:

#! /usr/bin/ruby

can_reach kxax modynb
Tenepspeannsyemcan_reach B Bue MOJHOLIEHHOrO Moay 151 Ansible, KOTOPbI MOX-
HO BbI3BaTh TaK:

- name: check if host can reach the database server
can_reach: host=db.example.com port=5432 timeout=1

Tak MOXHO MPOBEPUTDb JOCTYITHOCTD MMopTa 5432 Ha xocTe db.example.com. Ecnu
COeIMHEHMe YCTAaHOBUTb HEBO3MOXKHO, 4epe3 CeKyHOy OymeT 3aduKcMpoBaHa
olnbKa rpeBbIlIeHUs TaliM-ayTa.

MpblI 6yzeM 1MoJib30BaThCSl STMM ITPUMEPOM Ha MPOTSHKEHMM BCelt I71aBbl.

[ OE XPAHUTb CBOM MOAOYMU

[Touck moay/eit Mpou3BoaAMUTCSs B KaTasore library, Haxoasiemcs psiioM co ClieHa-
puem Ansible. B Haliem nmpumepe cLieHapuu XpaHsiTcs B katajore playbooks, mo3To-
MYy CBOJ MOAYJ/Ib Mbl COXpaHuM B daitne playbooks/library/can_reach.

KAK ANSIBLE BbI3bIBAET MOAYNU

Ipeskme yeM peann30BaTh MOOY/b, IaBaiiTe MOCMOTPMM, Kak Ansible BbI3bIBaeT uX.
Ins storo Ansible:
1) reHepupyeT aBTOHOMHbIiA clieHapuit Ha Python c aprymenTtamu (Tonbko mMo-
nyau Ha Python);
2) KoOmupyeT MOAYJIb Ha XOCT;
3) co3pmaet daiin apryMeHTOB Ha XOcTe (TOJIBKO Jj1s1 MOoAyJ/leit He Ha si3bike Py-
thon);
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4) BBI3bIBAET MOJY/b Ha XOCTE, NepeaaBasi eMy Gaiia c apryMeHTaMu;
5) aHanu3upyeT CTaHAApPTHbINA BbIBOJ, MOIYISI.
Pa3bepem Kaxaplif wiar 60/1ee AeTalbHO.

leHepauusa aBTOHOMHOro cueHapus Ha Python ¢ aprymeHTamu
(Tonbko moaynu Ha Python)

Ecnu Mopynb HamucaH Ha Python u ucronb3yeT BCoMoraTeabHbINA KO, Npeno-
cTaBJsieMblit cuctemoit Ansible (onmcaH Huke), Ansible creHepupyeT aBTOHOMHBbIA
cueHapuit Ha Python co BcTpoeHHBIM BCrioMoraTe/lbHbIM KOJOM U apryMeHTaMu
Mozysl.

KonupoBaHue Mmoayns Ha xocT

CreHepMpoOBaHHbIN cLieHapuii Ha Python (s Momyneit Ha Python) mnm nokanbHbIif
daitn playbooks/library/can_reach (onst mogynei He Ha s3blke Python) konupyer-
cs BO BpeMEeHHbIi KaTaJlor Ha yaaaeHHOM xocTte. Eciu coemMHeHMe ¢ yaaaeHHbIM
XOCTOM YCTaHaBIMBAETCs OT MMEHM MoJb30BaTens ubuntu, Ansible coxpanut daitn:
/home/ubuntu/.ansible/tmp/ansible-tmp-1412459504. 14-47728545618200/can_reach.

CosaaHune darina ¢ apryMeHTaMu Ha xocTe
(ans Mmoaynen He Ha a3bike Python)

Ecnu Mmomynb HanucaH He Ha s3blke Python, Ansible co3pacTt Ha ymaneHHOM xocTte
daiin: /home/ubuntu/.ansible/tmp/ansible-tmp-1412459504.14-47728545618200/ar-
guments.

Ecnu BbI3BaTh MOAY/1b, KaK TOKa3aHO HMKeE:

- name: check if host can reach the database server
can_reach: host=db.example.com port=5432 timeout=1

(daitn apryMmeHTOB B 3TOM C/lyuae OyaeT CoAepKaTh CJIeqyIILy0 MHGOpMaLuIo:
host=db.example.com port=5432 timeout=1

MoskHO nmoTpeboBaTh OT Ansible creHepupoBaTth ¢ait aprymeHTOB B dopMaTte
JSON, no6aBuB cienyolnyto cTpoky B playbooks/library/can_reach:

# WANT_JSON
B 3TOM cinyyae ¢aitn apryMmeHTOB GydeT BbIT/IsAeTh TaK:

{"host": "www.example.com", "port": "80", "timeout": "1"}

BbizoB Moaynsa

Ansible BbI3oBeT Moaysb 1 nepeaact emy dain ¢ aprymeHtamu. Ecau moaynb Ha-
nucad Ha Python, Ansible BbITOMHUT 3KBUBAJIEHT C/leAyloLeit KOMaHabl (3aMeHUB
/path/to/ neMCTBUTENbHBIM yTEM K KaTasory):

/path/to/can_reach
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Ecny Momynb HamMcaH Ha Apyrom si3bike, Ansible onpenenmt HTeprpeTaTop rno
MepBoi CTPOKE B MOJYJ/Ie M BHITOMHUT SKBUBAEHT C/IeAYIOLIeil KOMaH/Ibl:

/path/to/interpreter /path/to/can_reach /path/to/arguments

Ecnu nmpenmnonoXxuTb, YTO MOAYIb can_reach peanu3oBaH Kak clieHapuit Bash
M HAUMHAETCS CO CTPOKMU:

#!/bin/bash
toraa Ansible BBITOMTHUT TAKyH KOMaHAy:
/bin/bash /path/to/can_reach /path/to/arguments

Ho 3T0 TonbKO MpuOAMKEHHbI 3KBUBaAeHT. Ha camoM gene Ansible BbImoaHUT
TaKyl0 KOMaHOy:

/bin/sh -c 'LANG=en_US.UTF-8 LC_CTYPE=en_US.UTF-8 /bin/bash /path/to/can_reach \
/path/to/arguments; rm -rf /path/to/ >/dev/null 2>&1'

ToyHyI0 KOMaHay, KOTOPYIO BbIMnoHseT Ansible, MoXXHO yBuIeTh, nepenas napa-
MeTp -vvv yTuanuTe ansible-playbook.

OXXWDAEMBIV BbIBOA

Ansible okumaer, uTo Momynb BbiBemeT pe3yabTaT B dopmaTte JSON. Hanpumep:

{'changed': false, 'failed': true, 'msg': 'could not reach the host'}

Lo sepcuun 1.8 Ansible noaaepxusana soiBoa MHdopMaumu B popmaTte ycnoBHbIX 0603Ha-
UEeHW, TaKKe U3BECTHbIN Kak baby JSON,koTopbiit Bbirnaaen kak key=value.lloaaepxka 3Toro
¢dopmara 6bina npekpauieHa B sepcun 1.8. Kak Bbl yBUAWUTE HUXKE, €CAU MOAYNb HAaNUCaH Ha
Python, Ansible npeaocTtaBnset BcnomMoratenbHble MeToAbl, obneryatouine 8oiBog MHOOPMa-
umum 8 JSON.

Oxuaaemble BbIXOAHbIE nepemMeHHble

Mozaynb MOXeT BIBOOUTh nobble nepeMeHHbIe, O0HAKO Ansible ornpenenseT crieuu-
dJIbHbI€ ITpaBUJia O [IepeMeHHbIX BO3BpaTa:

changed

Bce mopynu Ansible momkHbI Bo3BpaliaTh nepeMeHHyo changed. [To 3Toit ormnye-
CKot nepeMeHHOM Ansible onpenensier pakT M3MeHeHUsI COCTOSTHUSI XOCTa MOAY-
nem. Ecim B 3amaue mMeetcs BbipaxkeHme notify mnast yBemomuieHust o6paboTumka,
yBenoMseHue OyneT OTIpaB/ieHo, TONbKO ecn changed MMeeT 3HaueHue true.

failed

Ecnu Monmynb nmoTepren Heyaauy, OH JO/DKeH BepHYTb failed=true. Ansible pacue-
HUT MOINbITKY BbIMTOJTHEHUSI TAKOM 3aauy HeydayHoM U MpepBeT BbIMTOJTHEHME 1O0-
ClenyolMx 3ama4y Ha XOCTe, KpoMe Cjlyyasi, KOoraa 3afgaya COAEepXXMUT BbIpaKeHue
ignore_errors muau failed_when.
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Ecnau Mogynp BbIMOMHWMIICS YCIEWIHO, OH JO/IKeH BepHyTh failed=false uau Bo-
o6l11le ONYCTUTDb 3Ty NTepeMeHHYIO.

msg
[lepeMeHHYI0 msg MOXKHO MCIOb30BaTh AJIsl BbIBOJA COOOLIEHUS C IPUUYMHOI He-
yaauy BbITOJTHEHU S MOJTYJISI.

Ecnu 3apava norepresna Heyaauy M1 MOoy/lb BEpHYJI IepeMeHHYI0 msg, Ansible BbI-
BeJleT 3HaUEeHMe ITO¥ MepeMeHHOM, XOTS U B HECKOJIbKO MHOM Buae. Hampumep,
€C/iv MOJY/Tb BEPHYI:

{"failed": true, "msg": "could not reach www.example.com:81"}

Ansible BbiBener:

failed: [vagrant1l] => {"failed": true}
msg: could not reach www.example.com:81

Peanuzauma Moaynen HA PYTHON

st monyneit Ha Python Ansible npenocrasnsier kinacc AnsibleModule, yrpouiatonmii
clenywoume neMcTBus:

Q aHanu3 BXogHOM MHPopMaLnu;

O BbIBOJ pe3ynbTaToB B popmate JSON;

O BbI30B CTOPOHHUX MMPOrPaMM.

O6pabarbiBast Moayau Ha Python, Ansible BHegpsieT aprymMeHTbI HENOCPEICTBEH-
HO B CreHepUpPOBAaHHbIN KofI, M36aBisisi OT HEO6XOAMMOCTM aHanu3uposaTh dain
c aprymeHTamu. [logpo6Hee 06 3TOM Mbl TIOTOBOPUM Jiajiee B 3TOM Ij1aBe.

JHagsaiite co3gagum moayab Ha Python u coxpauum ero B daitne can_reach. CHa-
yajia pacCMOTPUM IOJIHYIO peann3aluio, a motoM obcyaum ee (cMm. npumep 12.2).

Mpumep 12.2 < can_reach

#!/usr/bin/python
from ansible.module_utils.basic import AnsibleModule @

def can_reach(module, host, port, timeout):
nc_path = module.get_bin_path('nc', required=True) @
args = [nc_path, "-z", "-w", str(timeout),
host, str(port)]
(rc, stdout, stderr) = module.run_command(args) ©
return rc ==

def main():
module = AnsibleModule( @
argument_spec=dict( ©
host=dict(required=True), @
port=dict(required=True, type='int'),
timeout=dict(required=False, type='int', default=3) @
)’

supports_check_mode=True ©



222 <+ CobCTBEHHBIE MOAYM

# B pexume NPOBEPKN HWKIKUX AEACTBUA He BbINONHAETCA
# Tak Kak 3T0T MOAYNb HE WU3MEHReT COCTOAHWA XOCTa, OH NPOCTO
# Bo3spawaeT changed=False
if module.check_mode: ©
module.exit_json(changed=False) QO

host = module.params['host'] @O
port = module.params[ 'port']
timeout = module.params['timeout']

if can_reach(module, host, port, timeout):
module.exit_json(changed=False)

else:
msg = "Could not reach %s:%s" % (host, port) @B
module.fail_json(msg=msg)

" "

if __name__ == "_ main__":

main()

Mmnopt BcrioMmoraTenbHOro kinacca AnsibleModule.

INonyyeHue nMyTH K BHELIHeN MporpaMmme.

BbI30B BHElIHEH MPOrpamMMBl.

Co3naHue 3k3eMIUIsIpa Kinacca AnsibleModule.

OrpeseneHye AOMYCTUMOro Habopa apryMeHTOB.
O6s13aTeNbHbIN apryMeHT.

Heobsi3aTeNnbHbIM apryMeHT CO 3HaYeHMeM M0 YMOTUaHUIO.
OrnpenenseT, YTO MOAY/b MOALEP)KMBAET PEXUM ITPOBEPKMU.
OmnpepeneHye 3amycka MOLYJsl B peXXMe MPOBEPKMU.

00 YcneumHoe 3aBepiueHMe, epefaeT BO3BpalllaeMoe 3HaueHue.
00 li3BiexkaeT aprymMeHT.

08 3asepiuaeTcsi ¢ OlIKOKOIL, BO3BpalliaeT cooblIeHe ¢ OMucaHueM OLINOKY.

000000 0O®C

AHanus aprymMeHToB

['opa3mo npouie MoHsTh, Kak AnsibleModule BbIMOMHSIET aHAMMU3 apr'yMeHTOB, Ha MPU-
Mepe. HalmoOMHI0, UTO Halll MOJY/Ib BbI3bIBAETCS, KaK ITOKa3aHO HIKe:

- name: check if host can reach the database server
can_reach: host=db.example.com port=5432 timeout=1

TIpenmnonosxkuMm, mapameTpsbl host 1 port SABASIOTCS 06s13aTebHBIMU, a timeout —
HeT, CO 3HaUeHMeM 10 YMOTUYAHUIO 3 CEKYHbI.

CoszgaguM 3k3emrIuisip AnsibleModule, mepenaB cioBapb argument_spec, KIIOUM KO-
TOpPOro COOTBETCTBYIOT MMEHAaM NapaMeTpOB, & 3HAUEHUs SIBASIOTCS CJI0BapsiMU
¢ nHgopMaimeir 0 napaMmeTpax.

module = AnsibleModule(
argument_spec=dict(

B Haurem npumMmepe Mbl 00bSIBUIN apTyMeHT host o6s13aTebHbIM. Ansible BeimacT
OLIMOKY, ecu 3a0bITh IIepeaTh ero B BbI30B 3a4aun.
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host=dict(required=True),

[TapameTp timeout siB/IsieTCs1 He0Osi3aTebHBIM. Ansible cuuTaer, 4TO B aprymeH-
Tax MepenarTcsi CTPOKU, KpOMe C/1yyaeB, KOra 3asiBjieHo uHoe. [lepemeHHas time-
out — yesoe yucio. Ee T onpenpensieTcs Kak int, 4To6bl Ansible Moriia aBTomaTu-
yecky mpeobpa3oBaTh 3HaueHue B uucio Python. Eciv mapamerp timeout He 3amaH,
MO[Y/Ib YCTAHOBUT €r0 PaBHbIM 3:

timeout=dict(required=False, type='int', default=3)

KoHcTpykTOp AnsibleModule MpMHMMAeET Takke Apyrue aprymeHTbl, KpOMe argu-
ment_spec. B mpeabiayliemM npumepe mMbl 106aBUIN apryMEHT:

supports_check_mode = True

OH coo611aeT, YTO MOAY/b MOAAEPKMBAET PEXUM MPOBEPKU. Mbl paCCMOTPUM
ero gajee B 3TOM IJ1aBe.

[ocTyn K napameTpam

[Tocne o6bsiBaeHUs o6beKkTa AnsibleModule MOSIBAsSIeTCS BO3MOXKHOCTb OOCTYIaA
K 3HaUeHMSIM apryMeHTOB uepes ¢JIOBapb params:

module = AnsibleModule(...)

host = module.params["host"]
port = module.params["port"]
timeout = module.params["timeout"]

MMnopTupoBaHue BcnomoraTtenbHoro knacca AnsibleModule

HauuHasi ¢ Bepcum Ansible 2.1.0 Momyau Ha XOCTbI CTanu nepenaBaTbes B daitie
ZIP, BKIIOYAOIIIEM TaKKe BCIIOMoOraTenbHble daiabl gjisi umnopTta. Kak ciemcreue
Terepb MOXXHO SIBHO MMIIOPTUPOBATh KJIACChl, HAlIpUMep.

from ansible.module_utils.basic import AnsibleModule

o Bepcum Ansible 2.1.0 uHcTpykumMs import B Momyse Ansible B meiicTBuTENDb-
HOCTM OblLia MCeBAOMHCTPYKUMEN uMIlopTa. B mpeabinymmx Bepcusix Ansible ko-
MMUpoBaja Ha yaaaeHHbI XOCT eAMHCTBeHHbIN daitn ¢ kogom Ha Python. Ansible
MMUTUPOBAJa NoBefieHMe TPaaULMOHHOM MHCTPYKLMY import BKJIIOUEHUEM UMIIOP-
TUPYEMOTro KoJla HermocpeACTBEHHO B reHepupyeMblit ¢aiia Ha Python (mpumepHo
TakK, KaK 3To jaenaeT UHCTpYKuust #include B C uam CH\+). ITockonbKy OHa Bea cebst
MHaye,YeM TPaAMLMOHHAS MUHCTPYKIMS import, IPU MOMbITKE SBHO UMITOPTUPOBATD
KJacc oT7aaKa mMofayseit Ansible nmpeBpaianach MOpoit B 0YeHb CIOXKHYIO 3a1ayvy.
BbI 1O/IKHBI OBIIM UCITONB30BaTh MHCTPYKLUMIO MMIIOPTA C 111a6JIOHHBIM CMMBOJIOM
M BCTaBJISITh ee B KOHell ¢aliia, HermocpeaCTBEHHO Mepe HayaJioM IJIaBHOTO OJ10Ka:

from ansible.module_utils.basic import *
if __name__ == "
main()

__main__":
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CBoiicTBa apryMeHToB

Kaxkgplit aprymeHT mMonyiasi Ansible MMeeT HECKOJNbKO CBOMCTB, MepPeUYMCIeHHbIX
B Tabs. 12.1.

Tabnuua 12.1. Ceolicmea apayMeHmos

CeoictBO OnucaHue

required Ecnm True, apryMeHT cunTaeTcs 06s3aTenbHbiM

default 3Ha4yeHne No yMONYaHMio Ans HeobA3aTenbHOro apryMeHTa

choices CnMCcoK AONYCTUMbIX 3HA4YEHUI ANA apryMeHTa

aliases [pyrue nmenHa, KOTOpPbIE MOXXHO MCNONb30BATb KAK NCEBAOHUMbI 3TOr0 ApryMeHTa
type Tun aprymenTa. lonycTumbie 3Havyenms: 'str', '1ist', 'dict', 'bool’, 'int', 'float'
required

CBOJCTBO required — eqMHCTBEHHOE, KOTOPOE BCErga HY>KHO onpeaensitb. Ecnu ero
3HaueHMe paBHO True, Ansible coo61IUT 06 O1IMOKE IIPY MOMBITKE BbI3BATh MOIY/Ib
6e3 3TOro aprymeHrTa.

B npumepe momyns can_reach apryMeHThI host U port SIBASIOTCS 00513aT€IbHBIMMU,
a timeout HeT.

default

JI7s1 apTyMeHTOB C required=False HEOGXOQMMO OTNIpeaeUTh B 3TOM CBOJCTBE 3Haue-
HUe 10 YMOJIYaHuIo. B HaleM npumepe:

timeout=dict(required=False, type='int', default=3)
Ecnu nonb3oBarTesnb MONbITAETCS BbI3BaTh MOAY/b TaK:
can_reach: host=www.example.com port=443
apryMmeHT module.params["timeout"] aBTOMaTMueCKU MONYYUT 3HAUEHME 3.
choices

CBOMCTBO choices MO3BOSET OrPAaHMYUTh 3HAUEHUS] apTryMeHTa MpenornpeaeneH-
HBIM CITUCKOM, KaK apryMeHT distros B CieyiolleM mpumepe:

distro=dict(required=True, choices={'ubuntu', 'centos', 'fedora'])

Ecniu nonb3oBarenb nonpobyeT nepeaaTh B apryMeHTe 3HaueHue, OTCYTCTBYIO-
l1ee B CIIMCKE, HAIPUMED:

distro=suse
Ansible BbiBegeT coobiuieHue 06 olmmnoKe.

aliases
CBoiicTBO aliases NO3BOJIET UCIIONB30BATh APYrMe UMeHa s o6pallleHus K apry-
MeHTy. Hanpumep, pacCMOTpUM aprymeHT package B MogyJe apt:
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module = AnsibleModule(
argument_spec=dict(

package = dict(default=None, aliases=['pkg', 'name'], type='list'),

HOCKOHbe pkg U name ABJIAKOTCA IICEBOJOHUMAMM apPryMeHTa package, ciegyrouime
BbI3OBbI MOLYJ/IS1 3KBMBAJIEHTDI:
- apt: package=vim
- apt: name=vim
- apt: pkg=vim

type
CBOJCTBO type JaeT BO3MOXHOCTb OObSBUTb TUIT aprymeHTa. [To ymonuaHuio An-
sible cunTaer, 4TO apryMeHThbI IBJISIIOTCS CTPOKAMMU.
OnHako Bbl MOXeTe IBHO 0ObSIBUTB TUIT aprymeHTa, 1 Ansible npeo6pa3syer apry-
MEHT B Xejiaemblit dopmar. [TogaepKMBaloTCs CaeaylouIie TUITbI:
str;
list;
dict;
bool;
int;
float.
B HaueM npumepe Mbl 0OBSIBMIN apTyMEHT port € TUIIOM int:

00000

port=dict(required=True, type='int'),
IIpu obpaleHnn K HemMy yepe3 CJIOBaphb params:
port = module.params['port']

MbI [TOJTYYUM MTepeMeHHYIO0 port € LieJIbIM YMcioM. Eciv 6b1 Mbl He 06bSIBUIM TUII ap-
ryMeHTa KaK int B MOMEHT 00bsIB/IeHMsI CBOMCTBA port, ccbiiKa module.params[ 'port ']
BepHYyJia Obl CTPOKY, a He LieJIoe YMCIIO.

Cnucku pasnensiorcs 3ansToit. Hampumep, eciu npeactaBuUTh, YTO Y HacC eCTh
monysb foo ¢ aprymeHTOM colors, MIPUHMMAKOUIMM CITUCOK:

colors=dict(required=True, type='list')
MbI O0JI)KHbI 6YIIGM rnepenaBaTb B HEM CITMCOK, KaK ITOKA3daHO HMXKe:
foo: colors=red,green,blue

Ilna nepemauy cj0Bapeilt MOXHO MCITOJIb30BaTh HOTALMIO nap key=value, pasge-
JIEHHbIX 3ansATbhiMHU, 160 popmart JSON.
Hanpumep, nycTb MUMeeTcst MOAYJIb bar ¢ apryMeHTOM tags Tuna dict:

tags=dict(required=False, type='dict', default={})
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B 3TOM Cnyyae aprymeHT tags MOXHO repefaTh TakK:
- bar: tags=env=staging,function=web
Wnun rak:
- bar: tags={"env": "staging", "function": "web"}

IIn1s 0603HaUeHMs CITUCKOB U CJIOBapei, KOTOpbIe MepeJaloTcss MOOY/ISIM B KauecT-
Be apryMeHTOB, B 0dM1IMaNnbHOM JOKyMeHTauuu Ansible ucronb3yercst TepMuH co-
cmaeHbie apzymermest (complex args). ITopsiok nmepemaum ClieHapusiM apryMeHTOB

nepeayy 3TUX TUIOB apryMeHTOB ONMChbIBaeTcs B paszene «Koporkoe orcryruie-
HUe: COCTaBHble apryMeHThI 3alau».

AnsibleModule: napameTtpbl MeToaa uHMLMaANU3aTOpa

MeTon-mHULIManu3aTop Kiaacca AnsibleModule mpMHMMaeT HECKOJIbKO MapamMeTpOB.
EoMHCTBEHHBIM 00513aTe/IbHBIM MTapaMeTpPOM SIB/ISIeTCS argument_spec.

Ta6nuya 12.2. Ap2ymenmer uHuyuanusamopa AnsibleModule

Napametp Mo ymonuauuio | Onucauune

argument_spec (HeT) Cnosapsb ¢ MHpopMaumern 06 apryMeHTax

bypass_checks False Ecnu True, He NpoBepsieT HUKaKMX OrpaHUYeHnn aNs NapamMeTpoB

Fo_l_og False Ecnu True, He xypHanupyeT noBeaeH1s 3TOr0 MOAyNs

check_invalid_arguments [ True Ecnu True, Bo3BpawaeT owunbky Npu NonbITKe Bbi3BaTb MOAYNb
C HEONO3HAHHbLIM apryMeHTOM

mutually_exclusive (HeT) CnMCOK B3aMMOMUCKAKOHAIOLLMX apryMEHTOB

required_together (HeT) CnuCcoK apryMeHTOB, KOTOpble A0MXKHbI NepeaaBaTbCs BMecTe

required_one_of (Her) Cn1CoK apryMeHToB, U3 KOTOPbIX XOTS Obl 0AMH A0MKEH
nepenasaTbCs MoOAYNO

add_file_common_args False Nopnepxka aprymenTos moayns file

suppor ts_check_mode False Ecnu True, Moaynb noanepxvuBaeT pexumM nNposepku

argument_spec
CroBapb, cogepXallmii OrMcaHust BCeX JOMYCTUMbIX apryMeHTOB MOY/Is, Kak pac-
CKa3bIBaJOCh B MTPEbIAYLLEM pa3aene.

no_log
Koria Moaynib BBITTOSTHSIETCSI HA XOCTe, OH BBIBOAUT MHGOPMaLIMIO O paboTe B XKyp-
Han syslog, Haxonasiumiicst B Ubuntu B katanore /var/log/sysiog.

BbIBOA BHIMISIAAT CJEAYIOLMM 06pa3om:

Sep 28 02:31:47 vagrant-ubuntu-trusty-64 ansible-ping: Invoked with data=None
Sep 28 02:32:18 vagrant-ubuntu-trusty-64 ansible-apt: Invoked with dpkg_options=
force-confdef,force-confold upgrade=None force=False name=nginx package=[ ‘nginx’
] purge=False state=installed update_cache=True default_release=None install_rec
ommends=True deb=None cache_valid_time=None Sep 28 02:33:01 vagrant-ubuntu-trust
y-64 ansible-file: Invoked with src=None
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original_basename=None directory_mode=None force=False remote_src=None selevel=N
one seuser=None recurse=False serole=None content=None delimiter=None state=dire
ctory diff_peek=None mode=None regexp=None owner=None group=None path=/etc/nginx
/ss1 backup=None validate=None setype=None

Sep 28 02:33:01 vagrant-ubuntu-trusty-64 ansible-copy: Invoked with src=/home/va
grant/.ansible/tmp/ansible-tmp-1411871581.19-43362494744716/source directory_mod
e=None force=True remote_src=None dest=/etc/nginx/ssl/nginx.key selevel=None seu
ser=None serole=None group=None content=NOT_LOGGING_PARAMETER setype=None origin
al_basename=nginx.key delimiter=None mode=0600 owner=root regexp=None validate=N
one backup=False

Sep 28 02:33:01 vagrant-ubuntu-trusty-64 ansible-copy: Invoked with src=/home/va
grant/.ansible/tmp/ansible-tmp-1411871581.31-95111161791436/source directory_mod
e=None force=True remote_src=None dest=/etc/nginx/ssl/nginx.crt selevel=None seu
ser=None serole=None group=None content=NOT_LOGGING_PARAMETER setype=None origin
al_basename=nginx.crt delimiter=None mode=None owner=None regexp=None validate=N
one backup=False

Ecnu mopynb npuHUMaeT KOHQUAEHUMANbHYI0O MHGOpPMAUMIO B aprymeHTax,
npeAnoyTUTeNbHee OTKIIOYUTD XXypHanupoBaHue. J1as OTKIUYeHUs 3anUcH B SYS-
log nepenaiite mapameTp no_log=True B MHMIIMaNM3aTOP AnsibleModule.

check_invalid_arguments

ITo ymonyauuio Ansible rnmpoBepsieT JOMyCTUMOCTb BCEX apryMeHTOB, repeaaBae-
MBbIX I10/1b30BaTeeM. ITY TPOBEPKY MOXKHO OTK/IIOUUTD, TiepeiaB napameTp check_
invalid_arguments=False B MHMUManu3aTop AnsibleModule.

mutually_exclusive
ITapameTp mutually_exclusive COAEPXUT CHMUCOK apryMeHTOB, KOTOpble He/Ib3$
ONHOBPEMEHHO MepeaaBaTh B BbI30B Moayas. Hanpumep, moaynb lineinfile mo-
3BOJISIeT 100aBUTh CTPOKY B daitin. EMy MOXHO nepenaTb apryMeHT insertbefore co
CTPOKOM [/151 BCTaBKU Nepe], yKa3aHHOM Uiy aprymeHT insertbefore co cTpokoit ans
BCTaBKM TOC/Ie yKa3aHHO. Ho Hesb3s nepenaThb cpa3y 0b6a apryMmeHTa.

[TosaTomy monynb onpefensieT 3TU Ba apryMeHTa Kak B3aMMOUCKIIOYalue:

mutually_exclusive=[['insertbefore', 'insertafter']]

required_one_of

ITapameTp required_one_of ompenensieT CIIMCOK apryMeHTOB, U3 KOTOPBIX XOTS Obl
OIMH 0/KeH 6bITh MepegaH Moy, Hanpumep, Moayiib pip, UCMIONb3YeMblit Iist
YCTaHOBKM NakeToB Python, MoxxeT npuHSATb 1160 aprymMeHT name C UMEHEM IaKeTa,
7M60 apryMeHT requirements ¢ uMeHeM (aiina, CofepxalMM CIIMCOK TTakeToB. He-
06X0AMMOCTb Nepeauy XoTs 6bl OIHOTO M3 apryMeHTOB OIpe/ieieHa B MOflyJle TaK:

required_one_of=[['name', 'requirements']]

add_file_common_args

MHorue MoAy/Iu CO30al0T UIu MoaupUUMPYIOT daiiibl. [loab30BaTeNo 4acTo Tpe-
OyeTcsl yCTAHOBUTb HEKOTOpbIe aTpUOYThI KOHEUHOro (paiiia, TakMe Kak Biaaesnell,
rpyIINa U pa3peureHus.
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YCTaHOBKY 3TUX aTpUBYTOB MOKHO MPOU3BECTH C IIOMOLLbIO Moay/s file:

- name: download a file
get_url: url=http://www.example.com/myfile.dat dest=/tmp/myfile.dat

- name: set the permissions
file: path=/tmp/myfile.dat owner=ubuntu mode=0600

Ansible mo3BonseT ykasaTb, UTO MOAY/Ib IPMHMMAET BCE T€ K€ aPTyMEHTBI, YTO
u Mony:ns file. Biaromapst 3ToMy MOXXHO IMOTpe6OBaTh YCTAHOBUTb aTPUOYTHI dait-
JIa, TPOCTO MepeaaB COOTBETCTBYIOLIME apryMeHTbl MOIYJ/I0, KOTOPbII CO30aeT UIu
nsMmenser ¢aitnsl. Hanpumep:

- name: download a file
get_url: url=http://www.example.com/myfile.dat dest=/tmp/myfile.dat \
owner=ubuntu mode=0600

YT0o6bI 06bIBUTD MMOAIEPIKKY MOAY/IEM 3TUX apTYMEHTOB, HEO6XOAMMO MepeaaThb
napameTp:

add_file_common_args=True

Knacc AnsibleModule mpemocTaBiisieT BCrloMoOraTebHble METOIbI IJis1 06paboTKuU
rnepeymncieHHbIX IapamMmeTpoB.

Mertop, load_file_common_arguments nmpmMHUMaeT CJ0OBapb C rmapamMeTpaMu U BO3-
BpallaeT C10Bapb NapameTpoB CO BCEMU apryMeHTaMy, COOTBETCTBYIOLMMMU yCTa-
HOBJIEHHBIM aTpubyTam daitia.

Mertop set_fs_attributes_if_different mpuHuMaeT cnoBapp ¢ mapaMeTpaMu M jio-
ruyeckuit ¢iar Kak MpM3HaK M3MEHEHUsT COCTOSIHMS XOocTa. MeTop, ycTaHaB/lIMBa-
et aTpubyThI daityia 1 Bo3BpallaeT True, eCI COCTOSIHUE XOCTa U3MEHUI0Ch (Jinbo
BXOJIHOI aprymeHT-dJar uMes 3HayeHue True, 1160 BbITIOTHEHO M3MeHeHue daitia
Kak 1mo6oyHblit 3 dexT).

Ecnu BBl Mcmonb3yeTe o61iMe apryMeHTbl Jj1s1 yCTAHOBKY aTpubyToB ¢aitios, He
omnpenensiiTe ux iBHo. [IJ1s1 JOCTyNa K 3TUM apryMeHTaM M YCTaHOBKM aTpubyTOB
daiina ucronb3yitTe BCrmoMoraTeabHble METO/IbI:
module = AnsibleModule(

argument_spec=dict(
dest=dict(required=True),

)s
add_file_common_args=True

)

# "changed" nonyuut 3HauveHue True, ecan MOAYNb U3MEHW COCTOAHME XOCT3
changed = do_module_stuff(param)

file_args = module.load_file_common_arguments(module.params)

changed = module.set_fs_attributes_if_different(file_args, changed)
module.exit_json(changed=changed, ...)
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Q Ansible npeanonaraet, 4T0 MoAynb UMeeT apryMeHT path unu dest, cogepxawmnin nyrb
K danny.

bypass_checks

[pesxkme ueM 3amycTUTb MOAY/Ib, Ansible mpoBepuTt, Bce M apryMeHThl YIOBJIET-
BOPSIIOT OIPaHUUYEHUSIM, U, €C/IM KaKoe-TO OrpaHMUYeHMe HapylleHo, CooOLUT 06
ouno6ke. [IpoBepka cuuTaeTcst MpoitaeHHOM, eCIn:

HeT B3aMMOMCK/IIOYaIOIIMX apryMEeHTOB;

repeaHbl BCe aprymMeHTbl, OTMeYeHHbIe Kak required;

apryMEeHTbI CO CBOMCTBOM choices MMEIOT JOMYCTUMbIe 3HAYEHMS ;
apryMeHThbI C 3aJaHHbIM TUIIOM type MUMEIOT COOTBETCTBYIOLMEe 3HAaUeHUS ;
apryMEeHThbI CO CBOMCTBOM required_together MCIONB3YyIOTCS COBMECTHO;
repenaH XoTsi 6bl OOMH apryMeHT M3 CITM1cKa equired_one_of.

Bce 3T nmpoBepku MOXXHO OTMEHUTDb, YCTAaHOBUB bypass_checks=True.

00000

Bo3Bpar npu3Haka ycnewHoro 3aBeplieHUs UAu Heyaaum

UTo6bl COOGINTL 06 YCIEeLIHOM 3aBeplIeHUU, UCITONb3yiiTe MeTol, exit_json. Bbl
BCcerja JO0/DKHbI BO3BpaliaTh ¢uiar changed, 1 Xopolieit MPakKTUKOA CYUTAETCS BO3-
BpalllaTh msg C OCMbIC/IEHHBIM COOOLIEHUEM

module = AnsibleModule(...)

module.exit_json(changed=False, msg="meaningful message goes here")

Ilns BbIBOJA COOOLIEHUST O Heymaue UCIoNb3yiiTe meton fail_json. Bcerma Bo3-
BpallaiTe cooblIeHMe msg, 0OBSICHSIONIee IPUYMHbBI HeYyIauu:

module = AnsibleModule(...)

module.fail_json(msg="0ut of disk space")

Bbi30B BHEWHMX KOMaHA,

Knacc AnsibleModule mpemocTtaBisieT MeTOH, run_command JJ1s1 BbI30Ba BHEUIHUX ITPO-
rpaMMm, KOTOPbIA UCIonb3yeT Monynb Python subprocess. OH mpuHuMaer cienyio-
uiye aprymeHThl.

Ta6nuua 12.3. Apaymenmeot run_command

ApryMmeHT Tun 3HaueHne Onucanue
N0 YMOAYAHUIO
args Crpoka unm cnucok | (Hert) KomaHaa ans BeINONHEHMS (CM. CheayoWw i
(no ymonuaHuio) | ctpok pa3sgen)
check_rc Noruueckun False Ecnu True, npou3soauT BbI3oB fail_json, koraa
KOMaHAa BO3BPALLAET HEHYNEBOE 3HaYeHue
close_fds Nornueckmi True Mepenaet kak aprymeHT close_fds B Bbi30B
subprocess.Popen
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OkoHxyaHue mabn. 12.3

ApryMmeHT Tun 3Hayenne Onucanne
N0 YMONYaHUIO
executable Crpoka (Her) Mepepnaet kak aprymeHT executable B BbI30B
(nyTb K Nnporpamme) subprocess.Popen
data Crpoka (Her) MocbinaeTtca B CTaHAAPTHBIN BBOA A0YEPHEro
npouecca
binary_data Nornueckui False Ecnm False n npucytcTByeT data, Toraa Ansible

nepeAacT CMMBO/ NEPEBOAA CTPOKM B CTaHAAPT-
Hbl BBOA nocne data

path_prefix Crpoka (Her) Cnucok nyten, pasaeneHHbiX ABOETOUUAMM,
(cnucok nyTen) Ana no6aBneHns nepen CoAePXUMbIM
nNepemMeHHON OKpyxeHna PATH
cwd Crpoka (Her) Ecnn onpepenena, Ansible nepeiger 8 310T
(NyTb K AMpEKTOPUM) KaTanor nepep, 3anyckom
use_unsafe_shell | lornueckun False CM. cnenytowmnin pasaen

Ecnn args nmepegaeTcs Kak Crmmcok (cm. mpumep 12.3), Torga Ansible Bbi3oBeT sub-
process.Popen ¢ mapaMmeTpom shell=False.

Mpumep 12.3 < [lepepaya args CO CMUCKOM
module = AnsibleModule(...)

module.run_command(['/usr/local/bin/myprog', '-i', 'myarg'])

Ecau B args nepenatb CTPOKY, Kak ITOKa3aHo B pumepe 12.4, oBeeHne B 3TOM
cyyae 6ymeT 3aBuceTb OT 3HaueHUs use_unsafe_shell. Eciu use_unsafe_shell=False,
Ansible pa3obbeT args Ha CIIMCOK M BbI30BET subprocess.Popen C IapamMeTpoM
shell=False. Eciu use_unsafe_shell=True, Ansible mepemacT args B subprocess.Popen
B Buzie CTpoKH c shell=Truel.

Mpumep 12.4 <+ Mepenava args CO CTPOKOM
module = AnsibleModule(...)

module.run_command('/usr/local/bin/myprog -i myarg')

Pexxum nposepku (Npo6HbIA NPOroH)

Ansible mopaepsk1BaeT crielMaabHbIA pexuM nposepku, KOTOPbIi BKIIOYAETCS ITPU ITe-
penaue koMaHge ansible-playbook mapamerpa -C uau --check. I[To cBOel CyTM OH MOXOXK
Ha PeXXUM nPoOHO20 NPO20HA, KOTOPbIN MOAAEPKUBAIOT MHOTHME IPYTe UHCTPYMEHTBI.

[Tpy BbINMOTHEHUM B PEXMME MPOBEPKMU CLIEHAPUIA HE TTPOU3BOAUT HA XOCTE HU-
KaKMX M3MeHeHMIA, a MpPoCTo cooblIaeT, Kakue 3a1auM MOTYT U3MEHUTb COCTOSIHME
X0CTa, BO3Bpallasl MPM3HAK YCIEUIHOro BBIMOJHEHUSI 6e3 BHECEHUSI M3MEeHEeHUIA
nan coobuieHmne 06 onrmobKe.

! 3a JomonHMTeNbHOM MHbOopMalmMeit o Kracce subprocess.Popen B cTaHAAPTHOM GMO6IMO-
Teke Python o6paiaitTech K 31eKTPOHHOI JoKyMeHTauumu: http://bit.ly/1F72tiU.
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e Moaynb AOMKEH SBHO NOAAEPXMBATL pexuM nposepku. Ecnn Bbl cobupaeTtech Hanucatb
CBOW MOAYNb, peKOMeHAyo A06aBUTb B HEr0 NOAAEPXKKY PeXMMa NPOBEPKK, 4TOBLI OH Bbin
£06ponopaaoYHbLIM rpaxaaHuHoM Ansible.

Yro6bl coob1UTh Ansible, YTo Momynb MogaepXKMBaeT peXUM IPOBEpPKH, nepe-
JaiTe MeTOAoy-MHMLMAIM3ATOPYy Kiaacca AnsibleModule mapamerp supports_check_
mode CO 3HaUeHMEM True, KaK MTOKa3aHo B rpumepe 12.5.

Mpumep 12.5 < YeBepomneHue Ansible o nogaepxke pexuMa NpoBepku
module = AnsibleModule(

argument_spec=dict(...),

supports_check_mode=True)

Mopnynb TO/KeH ONpefenuTh PeskMM IPOBEPKOI 3HaueHust aTpuodyTa check_mode!
obbekTa AnsibleModule, Kak MokasaHo B rpumMepe 12.6, 1 BbI3BaTb MeTOJ exit_json
nnu fail_json, Kak 0ObIYO.

Npumep 12.6 < [poBepka pexuMa
module = AnsibleModule(...)

if module.check_mode:
# npoBepuTb, MOr bl MOAYNb BHECTU W3MEHEHMA
would_change = would_executing_this_module_change_something()
module.exit_json(changed=would_change)

Kak aBTOp MOAy/s Bbl TOKHBI TaKXKe rapaHTUPOBATD, UTO B PeXMUME MPOBEPKU
Balll MOJY/Ib HE U3MEHUT COCTOSITHUS XOCTa.

[ .OKYMEHTUPOBAHUE MOAYNS

B cooTBeTcTBMM CcO cTaHOapTaMy mpoekTta Ansible Mogynu 06s13aTeIbHO JOKHbI
JIOKYMEeHTUpOBaThCsl, UToObl HTML-IOKyMeHTalus Mo MOIY/I0 reHepupoBaaach
KOpPpPeKTHO u mporpamma ansible-doc morna otobpa3suth ee. Ansible ucrnons3yer
0co6blit cuHTakeuc YAML 171 BOKYMeHTUPOBaHUSI MOIYy/Iet.

Bamxke K Hauany momynsi onpenennTe CTPOKOBYIO NMepemMeHHYH DOCUMENTATION
C OMMUCAHMEM U CTPOKOBYIO TepeMeHHYI0 EXAMPLES ¢ mpuMMepaMu UCIIOIb30BaHUSI.

B npumepe 12.7 npuBoguTCcs pasgen ¢ JOKyMeHTaluMen ajs Moays can_reach.

Mpumep 12.7 < [puMep Moayns C AOKYMeHTauuen
DOCUMENTATION = '’

module: can_reach
short_description: MposepseT AOCTYNHOCTbL cepeepa
description:

- MpoBepAeT BO3MOXHOCTb MOAKNNYEHUA K YAINEHHOMY Cepeepy
version_added: "1.8"

' V¢! CamimkoM MHOTO MPOBEPOK.
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options:
host:
description:
- Wma xocta wan IP-agpec
required: true
port:
description:
- Homep nopta TCP
required: true
timeout:
description:
- AnvTenbHoCTb NonbiTkM (B CEeKyHAAx) YCTaHOBUTbL CoeauHeHue, npexae 4yem oHa OyaeT obbaBneHa
HeyA3JYHON
required: false
default: 3
flavor:
description:
- JTO WCKYCCTBEHHbIM napameTp, 4Tobbl MOK3a3aTb, Kakow Bbibop Obin caenaH.
required: false
choices: ["chocolate", "vanilla", "strawberry"]
aliases: ["flavor"]
default: chocolate
requirements: [netcat]
author: Lorin Hochstein
notes:
- 370 NPOCTO NpUMep, AEMOHCTPUPYHLMUIA, KK MUC3Tb MOAYAM.
- Bo3MOXHO, Bbl MpeanoyTeTe MCNoNb30BaTb BCTPOEHHbIA Moadynb M(wait_for).

EXAMPLES = '’
# MpoBepka AOCTYNHOCTU XOCTA yepe3 Ssh C TaM-3ayToM Mo yMOAYaHUK
- can_reach: host=myhost.example.com port=22

# MNpoBepka AOCTYNHOCTM CepBepa postgres C HeCT3HAIPTHbIM TaMM-ayTOM
- can_reach: host=db.example.com port=5432 timeout=1

L

B OOKyMeHTalMM JOIMYCKaeTCs MCIOAb30BaTh PYAMMEHTAPHYIO pa3MeTKYy.
B Ta6n. 12.4 onucbIBaeTCS CMHTAKCUC Pa3METKH, MOAAEPKUBAEMOA MHCTPYMEHTOM
BbIBOZIA JOKYMEHTALMH, @ TAK)Ke COBETbI 110 €€ UCIO/Ib30BaHUIO.

TaGnuya 12.4. Pazmemka e dokymenmayuu

Tun Npumep cuHTakcHuca Koraa ucnonb3oBartb

URL U(http://www.example.com) [ [ns oro6paxenus agpecos URL
Mopayne M(apt) Mmena moaynen

Kypcus I(port) MmeHa napameTtpos
MOHOLIMPUHHDIA C(/bin/bash) MmeHa dannos 1 napameTpos

CyuiectByrouue monynu Ansible siBAsIIOTCSI MPeBOCXOAHBIM UCTOYHUKOM ITpUMe-
POB IOKYMEHTUPOBAHUSI.
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OTnaokAa moayns

B penosutopun Ansible Ha GitHub uMeeTcst mapa cueHapueB, MO3BOMSIOLINX 3a-
MMyCKaTb MOMY/JIM HEIOCPeJCTBEHHO Ha JIOKaJAbHOI MailuMHe, 6e3 MUCII0Ab30BaHMs
KOMaHAbI ansible uau ansible-playbook.

Knonupyiite penosutopuii Ansible:

$ git clone https://github.com/ansible/ansible.git --recursive
HacTtpoiiTe nmepeMeHHbI€ OKPYKE€HMS, YUTOObI 6bIIO MOXKHO BbI3BaTh MOAY/Ib:

$ source ansible/hacking/env-setup

BbI30BUTE MOIY/b:

$ ansible/hacking/test-module -m /path/to/can_reach -a "host=example.com port=81"

Q 3aHUMasiCb OTNAAKOM, Bbl MOXETE CTONKHYTHLCS C TaKMMK ownbKamu:

ImportError: No module named yaml
ImportError: No module named jinjaZ2.exceptions

B 3TOM cnydae yctaHOBUTE 3TW HEAOCTaKOUME 3aBUCUMOCTH:
pip install pyYAML jinja2

[TocKoMbKY Ha example.com HET CJTYKObI, 06CTYK1Batollel mopt 81, Moxynb 3aBep-
LIMTCS C OLIMOKO 1 BEpHET COOoOleHMe:

* {ncluding generated source, if any, saving to:
/Users/lorin/.ansible_module_generated

* ansiballz module detected; extracted module source to:
/Users/lorin/debug_dir

kkhkkkkkhkkhkkhkkkhkkhkkhkhkhkhkkhkhkkhkkhkkhkkdkkk

RAW OUTPUT

{"msg": "Could not reach example.com:81", "failed": true, "invocation":
{"module_args": {"host": "example.com", "port": 81, "timeout": 3}}}

khkkkkkhkhkhkkhkhkhkhkhkhkhkhkhkhkhkhhhkhkhkhhhkhkhkhhhkk

PARSED OUTPUT

{
"failed": true,
"invocation": {
"module_args": {
"host": "example.com",
"port": 81,
"timeout": 3
}
1
"msg": "Could not reach example.com:81"
}

Kak cienyet M3 nosyyeHHOro COOOILEeHus, Tpu 3amycke test-module Ansible cre-
HepupyeT cueHapuii Ha Python u ckonupyer ero B ~/.ansible_module_generated. 3To
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aBTOHOMHbBIN clieHapuit Ha Python, KOTOpbIii MOKHO MCIOJb30BaTh HeNoCpen-
CTBEHHO.

Haumuas ¢ Bepcun Ansible 2.1.0 aToT cieHapuit Ha Python BK/IIoUaeT comepsku-
Moe ZIP-¢aitna ¢ MCXOOHbIM KOJIOM Ballero MOAY/s, a TAKXKe KO IJ1s1 pacliaKOBKU
aToro ZIP-daiina 1 BbINOTHEHUS KoAa BHYTPU HEro.

JToT (paiin He MPMHUMAET HUKAKUX apryMEHTOB — BCE HEOOXOAUMbIE apTyMEHTbI
Ansible BcTpanBaeT HenocpeaCTBEHHO B (aiij, B TepeMeHHYI0 ANSIBALLZ_PARAMS:

ANSIBALLZ_PARAMS = '{"ANSIBLE_MODULE_ARGS": {"host": "example.com", \
"_ansible_selinux_special_fs": ["fuse", "nfs", "vboxsf", "ramfs"], \
I|po’_t||: ||81||}}|

Co3aAHUME Moayns HA BAsH

Ecnu Bl cobupaetech co3naBaTh CBOM Moaynu ajs Ansible, s coBeryio nucath ux
Ha Python, moromy uto, KaKk Mbl BUZIe/JM Bbillle B 3TOM I/laBe, IS TAKUX MOZAyjei
Ansible npenocraBisier BcrioMmoraTenbHbie Kiaacchl. OMHAKO MPU KeJTaHUU MOLY-
JIM MOXXHO TMCATh Ha APYTUX SI3bIKaX. ITO MOXKET MOTPe6OBaThCS, HAIIpUMEp, eC/IU
MOJy/Ib 3aBUCUT OT CTOPOHHEN OMOJIMOTEKU, He peanu3oBaHHO Ha Python. Unn,
MOXET ObITb, MOZY/Ib HACTOJILKO ITPOCT, UTO €r0 MpOolie Hanucatbh Ha Bash. Unu Bam
MPOCTO HPaBUTCS NMMCaTh ClieHapuu Ha Ruby.

B 3TOoM paszgesne Mbl pacCMOTPUM IIpUMep CO3A4aHMsI MOAY/S B BUAE CLieHapus Ha
Bash. OH OyneTt oueHb MOXOX Ha peanusaluuio B npumepe 12.1. [1aBHbIM OTAMYMEM
SIBJISIIOTCS @HaA/IM3 BXOJHbIX apryMEHTOB M reHepalysl BbIBOJA, KOTOPbIA OKMOAeT
nonyuntb Ansible.

4 ucnonb3yo gopmar JSON a1 nepegayy BXOAHBIX apTYMEHTOB M MHCTPYMEHT
jq (https://stedolan.github.io/jq/) nns napcunra JSON B KoMaHIHOM CTPOKe. ITO 3Ha-
YUT, UTO JJ15 3aIlyCKa MOAYJIS Ha XOCTe NMPUIETCs yCTaHOBUTD jq. B nmpumepe 12.8
MPUBOAMUTCS MOJHBIN TUCTUHT MOAY/1s1 Ha Bash.

Mpumep 12.8. < Mopynb can_reach Ha Bash

#!/bin/bash
# WANT_JSON

# UYTeHue nepeMmeHHbX M3 Ganna
host="jq -r .host < $1°
port="jq -r .port < $1°
timeout="jq -r .timeout < $1°

# Mo ymonyanuw timeout=3

if [[ Stimeout = null ]]; then
timeout=3

fi

# lposepuTb AOCTUXMMOCTb XOCTa
nc -z -w Stimeout Shost $port

# BepHyTb pesyabTaTt
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if [ $? -eq 0 ]; then
echo '{"changed": false}'
else
echo "{\"failed\": true, \"msg\": \"could not reach Shost:Sport\"}"
fi
MbI g06aBUAM B KOMMEHTapuit WANT_JSON, uTo6bl Ansible 3Hana, YTo BXOAHbIE
JlaHHble NOJIXKHbI MepenaBaThcs B popmarte JSON.

Moaynu Bash u cokpaueHHbIi CMHTaKCcMC BBOAA

B Moaynax Ha Bash MOXHO MCNONbL30BaTb COKPALLEHHbIA CMHTaKCMC BBOAA. HO 8 He
peKkoMeHAYH MCNONb30BaTb 3TOT NPUEM,NOTOMY YTO OH NpeanonaraeT UCNoib3oBaHWe
BCTPOEHHOM KOMaH/Abl Source, 4TO HeCeT NoTeHUMaNnbHyk yrpo3y 6esonacHocti. Op-
HaKO eC/n Bbl HACTPOEHbI pelwnTeNbHO, NpounTaiTe cTaTbio «Shell scripts as Ansible
modules» («CueHapuu Ha a3bike 060n104KkM B kauecTse Moaynei Ansible») no agpecy:
http//bit.ly/1F789tb, HanucanHyto AHOM-TuToM MeHcomMm (Jan-Piet Mens).

ANbTEPHATMBHOE MECTOMOJIOXEHWUE MHTEPNPETATOPA BASH

Ob6paTuTe BHMMaHUE : MOAY/b MPEeIoiaraeT, YTo UHTepnperatop Bash Haxogures
B /bin/bash. OmHaKo He BO BCEX CMCTEMax BbIMOJHSEMbIN ¢aiin MHTepnpeTaTopa
HaXOJMUTCSI UMEHHO TaM. Mbl MOXeM MpeIoKUTb Ansible mpoBepuTh HaIMUMeE UH-
Teprnpetaropa Bash B gpyrux karanorax, onpeneiamB nepeMeHHy1o ansible_bash_in-
terpreter Ha XOCTax, Ile OH MOXET YCTAHABIMBATbCS B IPYTrMe KaTaaoru.
Hamnpumep, nonyctum, 4yTo y Hac umeetcs xocr fileserver.example.com ¢ OC Free-
BSD, roe untepnperaTtop Bash moctynen kak /usr/local/bin/bash. Co3naB ¢aiin host_
vars/fileserver.example.com co clieqyIOUIUM COIEPXUMbBIM:

ansible_bash_interpreter: /usr/local/bin/bash

MOXHO CO3JaTh MepeMEeHHYIO XOCTa.

Torma, korga Ansible 6ymer 3amyckaTb Moay/ab Ha xocte fileserver.example.com,
oHa ucnonb3yert /usr/local/bin/bash Bmecto /bin/bash.

Bbi6op MHTepnpeTaTopa Ansible onpenensieT MOMCKOM CMMBOJIOB #! M ITPOCMOT-
pomM 6a30BOro MMEHM MEePBOro 37eMeHTa. B Hallem nmpumMepe Ansible HaiigeT CTpoKy:

#!/bin/bash
usBneuet u3 /bin/bash 6a3oBoe UM, To eCTb bash. 3aTeM UCIOIb3yeT NNeEPEMEHHYIO
ansible_bash_interpreter, eciy oHa 3agaHa MoJb30BaTeIEM.

YuutbiBas, kak Ansible onpenenset uHTepnpeTaTop, €M Bbl B CTPOKe «she-bang» ykaxere
BbI30B KOMaHAabl /usr/bin/env, Hanpumep:
#!/usr/bin/env bash

Ansible ownbo4HO onpenenvT MHTEpNpeTaTop Kak env, NOTOMY 4YTO ByaeT aHanU3MpoBaTb
nyTo Jusr/bin/env.
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Mo3Tomy, 4ToBbl HE NonacTb BNPOCakK, He Bbi3biBaWTe env B CTPOKe «She-bang», TOYHO yka-
3biBalTe NYTb K MHTEPNPETATOPY U NepeonpeaensaitTe ero C NOMOWbIO NnepeMeHHOoW ansible_
bash_interpreter (unu ee aHanorom), ecnm 3to HeobxoauMmo.

MPUMEPBI MOAYNEN

JIy4iuinm criocob6oM HayyuThCs MUCaTh MOLYIU A1 Anisble siBnsieTcst usyyeHue uc-
XOZHOTO KOJja MOAY/eiA, mocTaBasieMbix ¢ Ansible. Bol Haiimere ux B GitHub (https://
github.com/ansible/ansible/tree/devel/lib/ansible/modules).

B aT0J4 r/1aBe Mbl paccMOTpeny, Kak nucatb Moayau Ha Python u Ha gpyrux si3bl-
Kax, a TAKKe KaK MOXXHO U36eXaTh HanmMcaHus COGCTBEHHBIX MOJYJeil ¢ UCIONb30-
BaHUeM Moznyns script. Ecaiu Bbl Bce-taku 6eperech 3a HanMcaHue MOAYIIS, s peKo-
MEH/IyI0 TI0CTapaThCsl BKIIOYUTb er0 B OCHOBHOM NMpOoeKT Ansible.
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Vagrant

Vagrant siBsieTcsl OTIMYHOM Cpefoit 1151 TeCTUpOBaHus cieHapueB Ansible. imeH-
HO MO3TOMY §I UCIO/Ib3YI0 €€ Ha MPOTSKEHUM BCeI KHUTH, a TaKXKe YaCTO TECTUPYIO
B Hell CBOM COOCTBEHHbIE cleHapuu. Vagrant MogXoqUT He TOJBKO 1Sl TeCTUPOBa-
HUS CUEHapueB yrpasieHus KoHdurypaumsmu. M3HayanbHO 3TO MpPOrpaMmMHOE
obecreyeHue pa3pabaThiBasIOCh AJ1s1 MHOTOKPATHOTO CO3/IaHMS OKPY)XeHUI pa3pa-
6oTku. Eciv Bam 10BOAMIOCH MPUCOEAMHSITHCS K HOBOM KOMaHe pa3paboTumMKoB
M TPAaTUTh HECKOJIBKO JHEN Ha BbisiCHeHUe, Kakoe T10 ciegyeT ycTaHOBUTb Ha CBOM
HOYTOYK, 4TOGBI 3aIyCTUTh BHYTPEHHIOIO BepCUMIO pa3pabaTbhiBaeMoOro MpoaykTa,
3HA4YMT, BbI UCIIBITANU TY 60O/, KOTOPYIO Vagrant MoxeT 061eryuthb. ClieHapuu An-
sible — mpekpacHb»lit criocob onpeneneHus KOHGUrypaLuyu MalinHel Vagrant, momo-
ralolii HOBMYKaM B Ballleif KOMaH e B3SIThCS 3a [1€/710 He3aMeJIUTENbHO.

B Vagrant BcTpoeHa onpezeneHHas noagepxkka Ansible, mpeumyiecrsamm KoTo-
pOJt Mbl ellle He M0Jb30BaIUCh. B 3TOJ r1aBe Mbl pACCMOTPUM 3TU IONOTHUTEIbHbIE
BO3MOXXHOCTH, [TOMOraiollye HacTpauBaTh MalllMHbl Vagrant.

MonHoe onucaHune Vagrant He 98NSeTCA Lenbk) AAHHOW KHUMU. 33 A0NONHUTENbHON MH(OP-
Maumen obpauwantech Kk kHure «Vagrant: Up and Running» Mutuena Xawwumoto (Mitchell
Hashimoto), cosaartens Vagrant.

MONE3HLIE NAPAMETPbI HACTPOMKN VAGRANT

Vagrant npemsiaraet 60/bllI0e KOJMYECTBO [MTapaMeTPOB HACTPOIAKM BUPTYaIbHBIX
MalIuH, HO IBe U3 HUX, Ha MOt B3IJIS, SABJASIOTCS OCOOEHHO IMOJIe3HBIMMU TTPU UC-
M0/1b30BaHUU [/1sl TECTMPOBaHMS — ycTaHOBKa IP-aipeca 1 HacTpojika nmepeHanpan-
JIEHUS areHTa.

MepeHanpasneHue noptoB 1 npusaTtHbie IP-agpeca

Tpu co3manuu HoBoro daitna Vagrantfile komaHmoi vagrant init ceTeBbie HACTPON-
KM 10 YMOJIYaHUIO MO3BOJISIOT MOJYYUTh AOCTYI K BUPTyaJbHON MaluuHe Vagrant
TOJIBKO Yepe3 ropT SSH, nepeHanpasieHHbIN C JIOKaAbHOTO X0ocTa. [lepBoit MalliHe
Vagrant HazHayaeTcs [TOPT 2222, KaXX0¥ NowIeaylleil — [IOpT C HOMEPOM Ha efu-
HULy 60sbuie. Kak ciecTBMe eIUHCTBEHHBIN CIIOCO6 MOAYYUTb JOCTYI K MallMHe
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Vagrant ¢ ceTeBbIMM HAaCTpOMKamMu 10 YMOMYAHMIO — ycTaHOBKAa SSH-coeamnHeHus
C opToMm 2222 Ha noKanbHbIM XocT localhost. Vagrant nepeHanpassieT 3TO Coegn-
HeHue Ha nopT 22 B MalIMHe Vagrant.

CeTeBble HACTPOMKM 10 YMOMYAHMIO IJIOXO MOAXOAST AJIl TECTUPOBAHUS Beb-
MPUIOXKEHUI, TOCKOIbKY OHU OXXUAAIOT COeIMHEeHMI1 Ha APYroM MopTe, K KOTOPOMY
y Hac HeT JOCTyMna.

EcTb ABa ciocoba pemnTh 3Ty npobnemy. [TepBslit — maTh Vagrant KOMaHOy Ha-
CTPOUTD MepeHarnpabieHue eule ogHoro nopra. Hanpumep, eciu Be6-npusioxeHue
NpUHUMaeT coeguHeHus Ha noprte 80 BHyTpu MaliMHbl Vagrant, MOXXHO MepeHa-
npaButh nopt 8000 Ha noKanbHOM MalinHe B nopt 80 Ha mawunHe Vagrant. B npu-
mepe 13.1 mokasaHo, KaK HaCTPOUTD NepeHanpasieHue nopra B ¢aitne Vagrantfile.

Mpumep 13.1 < lNepenanpaBneHune nokanvHoro nopta 8000 B nopt 80 Ha MawwuHe Vagrant
# Vagrantfile
VAGRANTFILE_API_VERSION = "2"

Vagrant.configure(VAGRANTFILE_API_VERSION) do |config]
# Qlpyrve napameTpbl HACTPOWKWA HE MNOKAIAHbI

config.vm.network :forwarded_port, host: 8000, guest: 80
end

[TepeHarnpaB/iieHye MOpTa pellaeT MpobdaeMy, HO MHe KaXKeTcsl, rone3Hee Gymget
npucBouTh MaliMHe Vagrant cobctBeHHbl IP-anpec. B aTom ciayyae B3aumomeit-
cTBue Gyzmer 6Gosblile MOXOAUTH HA CBSI3b C HACTOSIIMM YOAJIEHHBIM CEpPBEpPOM —
MOXXHO YCTaHOBUTb CoeAuHeHMe Hamnpsmylo ¢ noprtom 80 no [P-ampecy malimHbl
BMmecTo nopta 8000 10KabHOM MallUHBI.

Cambli1 IpOCTO¥i cr1ocod — NpMCBOUThL MaliuHe NpuBaTtHbii [P-agpec. B npume-
pe 13.2 moka3saHo, Kak rnpucBoutb IP-agpec 192.168.33.10 malimHe, oTpeIakTMpo-
BaB daitn Vagrantfile.

Mpumep 13.2 <+ MpucsanBaHue npusaTHoro |P-agpeca MawunHe Vagrant

# Vagrantfile
VAGRANTFILE_API_VERSION = "2"

Vagrant.configure(VAGRANTFILE_API_VERSION) do |config|
# Qlpyrve napamerpbl HaCTPOAKM HE NOKa3aHbl

config.vm.network "private_network", ip: "192.168.33.10"
end

Ecnu Tenepb Ha MalivHe Vagrant 3armycTuUTb Be6-cepBep, 06C/IyXKUMBAOLINI TOPT
80, K HeMYy MOXXHO IMO/IyYUTb JOCTYII 10 CCblKe: http://192.168.33.10.

IaHHasi KOHGUIYpaLMs UCIIONb3YeT HacmHylo cems Vagrant. 3TO 3HAYMUT, YTO
BUPTYya/libHasi MalllMHA OyIeT OJOCTYITHA TOJMIbKO C MallMHBbI, Iae aeicTByer Vagrant.
[Mopxmountbest K aTomy IP-anpecy ¢ apyroit ¢pu3nueckoit MalIMHbI HEBO3MOXHO,
Jake HaXOOsLIecsl B TOM )Ke CeTH, UTO M MaluMHa, rae BoinonHsercss Vagrant. Ho
pa3sHble MallMHbI Vagrant MOTYT CO@AMHSITLCS APYT C APYTOM.
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3a bonee nonHoit MHOpPMaLMeit 0 pa3HbIX MapaMeTpax HaCTPOMKU ceTu obpa-
ulaiTech K AOKyMeHTaumu o Vagrant.

MepeHanpasneHue areHTa

Ecnu Bl u3Bnekaere ¢aitnbl u3 pernosutopus Git mo SSH u BaM HY)XXHO UCIIOJb-
30BaTh NepeHanpasieHne areHTa, HaCTpoiTe MaluHy Vagrant Tak, ytobel Vagrant
BKJIlOUaJjia repeHarnpaBjieHue areHTa Nnpu coeguHeHuu ¢ HuM uepe3 SSH. B npu-
Mepe 13.3 moka3aHo, Kak 3TO cenath. [JOnoaHUTe bHYI0 MHGOPMALIMIO O MepeHa-
MpaBjeHUM Bbl HaligeTe B IPUIOXKEeHUU A.

Mpumep 13.3 < BknoueHue nepeHanpaBneHus areHTa
# Vagrantfile
VAGRANTFILE_API_VERSION = "2"

Vagrant.configure(VAGRANTFILE_API_VERSION) do |config|
# [lpyrve napameTpbl HACTPOWRKM HE MOK33aHbI

config.ssh.forward_agent = true
end

CUEHAPUIA HANONHEHMA ANSIBLE

B Vagrant cyuiecTByeT MOHSATUE cyeHapues HanoaHeHus (provisioners). CueHapuu
HaIOJIHeHUs SIBJISIOTCS BHELIHMM MHCTPYMEHTOM, KOTOPbBII1 UCIONb3YeTCs] CUCTe-
Mo¥ Vagrant Aj1s1 HAaCTPOMKM BUPTYaJIbHOM MalllMHbI B MOMEHT 3amnycka. B gomnon-
HeHMe K Ansible Vagrant MoXeT Takke B3aMMOJEeICTBOBATb CO CLieHapuUsMu 060-
nouku, Chef, Puppet, CFengine u nasxe Docker.

B npumepe 13.4 noka3saH ¢aitn Vagrantfile, ucrionb3syrommii Ansible ayis HanmonHe-
HUS BUPTYalbHO MalIMHbI, B JAHHOM C/lydae C ToOMoLIblo cueHapus playbook.yml.

Mpumep 13.4 < Vagrantfile
VAGRANTFILE_API_VERSION = "2"

Vagrant.configure(VAGRANTFILE_API_VERSION) do |config|
config.vm.box = "ubuntu/trusty64"

config.vm.provision "ansible" do |ansible|
ansible.playbook = "playbook.yml"
end
end

KoraA BbiNONHAETCA CLUEHAPUIA HANONHEHUS

Korza B nepBblit pa3 3armyckaeTcst KOMaH/a vagrant up, Vagrant BbIITOJTHUT CLieHapUit
HaIOJIHeHUS U caeaeT 3alMuCh, YTO OH 3amycKascs. [locse OCTaHOBKM U MTOBTOPHO-
ro 3amnycka BUPTYalabHOI MallMHbI Vagrant BCIOMHUT, YTO CLieHapUit HATIOTHEeHUs
y3Ke BBITTOJTHSJICH, M He ByaeT MOBTOPHO 3aMycKaThb ero.
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[Ipu kenaHUU MOXXHO NIPUHYAMUTENbHO 3alyCTUTh CLieHapMii Haro/JIHeHUs Ha 3a-
MyLEHHOW BUPTYa/JbHOM MallUHE:

$ vagrant provision

MoskHO nepe3arpy3uTb BUPTYaabHYI0 MallMHY U 3aMyCTUTh CLIeHapuii HamoHe-
HUSI TI0C/Ie ITepe3arpy3Ku:

$ vagrant reload --provision

AHa/JIOTUYHO MOXHO 3aMyCTUTb OCTAHOBJIEHHYIO BUPTYa/JIbHYIO MAalIUHY C MTPU-
HYAUTENbHBbIM 3aITyCKOM ClLl€eHapus HallOTHEHUS

$ vagrant up --provision

PEECTP, FEHEPMPYEMDIN CUCTEMOM VAGRANT

Bo Bpems pa6ortsl Vagrant cosmaet daitn peectpa Ansible ¢ umenem .vagrant/pro-
visioners/ansible/inventory/vagrant_ansible_inventory. B npumepe 13.5 nmokasaHo co-
JepXumMoe 3TOro B HallleM CiIyyae.

Mpumep 13.5 <+ vagrant_ansible_inventory
# Cenerated by Vagrant

default ansible_ssh_host=127.0.0.1 ansible_ssh_port=2202

ObpaTtuTe BHUMaHMe, YTO B KaUuecTBe MMEHM XOCTa UCMONb3yeTcss ums default.
[ToaToMy, Koraa 6yaere nmucaTh clieHapuyu Ansible o151 UCITONb30BaHUS B KaUeCTBe
cueHapueB HarnonHeHusl Vagrant, ucnonb3yiTe o6bsiBneHusi hosts: default uam
hosts: all.

Ele MHTepecHee ciyyail, KOra MUMeeTcss OKpY)XKeHMe ¢ 6OIbLIMM KOJIMYECTBOM
MaluuH Vagrant, B kotopoM Vagrantfile onpenensieT HECKONIbKO BUPTYaabHbIX Ma-
yH. BarnsgHurte Ha nmpumep 13.6.

Mpumep 13.6 < Vagrantfile (HeCcKonbKo MalLUH)
VAGRANTFILE_API_VERSION = "2"

Vagrant.configure(VAGRANTFILE_API_VERSION) do |config|
config.vm.define "vagrantl" do |vagranti|
vagrantl.vm.box = "ubuntu/trusty64"
vagrantl.vm.provision "ansible" do |ansible|
ansible.playbook = "playbook.yml"
end
end
config.vm.define "vagrant2" do |vagrant2|
vagrant2.vm.box = "ubuntu/trusty64"
vagrant2.vm.provision "ansible" do |ansible]
ansible.playbook = "playbook.yml"
end
end
config.vm.define "vagrant3" do |vagrant3|
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vagrant3.vm.box = "ubuntu/trusty64"
vagrant3.vm.provision "ansible" do |ansible|
ansible.playbook = "playbook.yml"
end
end
end

CdopmuposanHblii daitn peectpa 6ymeT BbIMISAIETb, KakK IOKa3aHO B NpuMe-
pe 13.7. ObpaTuTe BHMMaHUe, YTO ITICEBIOHUMBI (vagrantil, vagrant2, vagrant3) cooT-
BETCTBYIOT MMeHaM MaliuH B ¢aiine Vagrantfile.

Mpumep 13.7 < vagrant_ansible_inventory (HECKONbKO MaWMWH)
# Generated by Vagrant

vagrantl ansible_ssh_host=127.0.0.1 ansible_ssh_port=2222
vagrant2 ansible_ssh_host=127.0.0.1 ansible_ssh_port=2200
vagrant3 ansible_ssh_host=127.0.0.1 ansible_ssh_port=2201

HANONHEHWE HECKONbKMX MALWIWH OAHOBPEMEHHO

B npumepe 13.6 nmoka3saHo, yTo Vagrant BbI3biBaeT ansible-playbook njs1 Kaxmoii
BUPTYaJIbHOI MalUMHBI C TapaMeTpPoM --limit, YTOOBI CLieHapuit HaroJIHEHUS 3a-
MMYCKaJsCs KaXKabli1 pa3 TOAbKO AJ1s1 OMHOM MalllMHbI.

OnHaKo IMpU TaKOM TTOAXO0Me He UCIOAb3YeTCss BO3MOXHOCTb Ansible BbITOHSTD
3aJjlauM Ha XOCTax MapajijaeabHO. Ty MpobseMy MOXHO peluTb, HacTpouB B Va-
grantfile 3amyck clieHapusi HaroJHEeHUs TOC/e 3amycKa MocaeHei BUPTYaabHOM
MallMHbI U TTOTpeboBaB OT Vagrant He nepenaBaTh Ansible mapamerp --limit, Kak
1OKa3aHo B npumepe 13.8.

Mpumep 13.8 < Vagrantfile (HeCkONbKO MaWWH C NapannenbHbIM BbIMOAHEHWEM CLIeHapKA
HanonHeHwus)

VAGRANTFILE_API_VERSION = "2"

Vagrant.configure(VAGRANTFILE_API_VERSION) do |config|
# AnA BCEX M3WWH UCNONL3YETCA OAMH U TOT X K/KY
config.ssh.insert_key = false

config.vm.define "vagrant1" do |vagranti|
vagrantl.vm.box = "ubuntu/trusty64”
end
config.vm.define "vagrant2" do |vagrant2|
vagrant2.vm.box = "ubuntu/trusty64"
end
config.vm.define "vagrant3" do |vagrant3|
vagrant3.vm.box = "ubuntu/trusty64"
vagrant3.vm.provision "ansible" do |ansible|
ansible.limit = ‘all’
ansible.playbook = "playbook.yml"
end
end
end



242 <+ Vagrant

Tenepb npu NnepBOM 3aMycke KOMaHIbI vagrant up CLieHapuit HaroJIHeHUs OymeT
3anyuleH TOMbKO MOoc/e 3amycKa BCeX TpeX BUPTYalbHbIX MallIUH.

C Touku 3peHus Vagrant TONbKO MOCAeIHSISI BUPTyalbHasi MalllMHa, vagrant3, Bbl-
TMOJTHSIeT cluieHapuii HaronHeHus. [1o3ToMy BbIMTOTHEHMe vagrant provision vagranti
unu vagrant provision vagrant2 He JacT HUKAKOro pe3ysabTara.

Kak 3To yke o6cykmanoch B pasaene «BBogHast yacTb: HECKOAbKO MallMH Va-
grant» B rmaBe 3, Vagrant 1.7+ Mo ymo/n4aHMIO UCMOAb3yeT pa3Hble Kaoun SSH ons
pa3HbIX X0ocTOB. Eciu TpebyeTcst opraHKM30BaTh MapasieabHOe BbIIIOHEHUE ClleHa-
pHsl HaNOJTHEHUSI, HEOOXOAMMO HACTPOUTH BUPTYajabHble MALUMHbI TaK, YTOObI BCE
OHM UCITOJb30BalIU OAMH U TOT Xe Kiaod SSH. UmeHHO nosTtomy npumep 13.8 co-
IEePXKUT CTPOKY

config.ssh.insert_key = false

OnPEAENEHME rPYNN

WHorga nonesHo 06beAMHUTb BUPTYa/bHble MallIMHbI Vagrant B IPyIMIibl, 0CO6EHHO
MPY UCMIOTBb30BAHUM CLIEHAPUEB, CChLIAIOIIUXCS HA CYLLeCTBYIOLME IPYIbI. B pu-
Mepe 13.9 noka3aHo, Kak MOMeCTUTD vagrantl B Tpymnity web, vagrant2 B rpynmny task
U vagrant3 B rpymnimy redis.

Mpumep 13.9 < Vagrantfile (HeCKONbKO MALIKUH C rPYNNaMm)
VAGRANTFILE_API_VERSION = "2"

Vagrant.configure(VAGRANTFILE_API_VERSION) do |config|
# [lnR BCeX MAWWH UCMONb3YETCA OAMH W TOT Xe KKy
config.ssh.insert_key = false

config.vm.define "vagrantl" do |vagranti|
vagrantl.vm.box = "ubuntu/trusty64"
end
config.vm.define "vagrant2" do |vagrant2|
vagrant2.vm.box = "ubuntu/trusty64"
end
config.vm.define "vagrant3" do |vagrant3|
vagrant3.vm.box = "ubuntu/trusty64"
vagrant3.vm.provision "ansible" do |ansible|
ansible.limit = 'all’
ansible.playbook = "playbook.yml"
ansible.groups = {
"web" => ["vagrant1"],
"task" => ["vagrant2"],
"redis" => ["vagrant3"]
}
end
end
end
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B npumepe 13.10 npencraBieH OKOHYaTeIbHbIM BapuaHT aiiia peectpa, CreHe-
PMPOBAHHOTO cuUcTeMOM Vagrant.

Mpumep 13.10 <+ vagrant_ansible_inventory (HECKONbKO MAWWMH, C rpynnamu)
# Generated by Vagrant

vagrantl ansible_ssh_host=127.0.0.1 ansible_ssh_port=2222
vagrant2 ansible_ssh_host=127.0.0.1 ansible_ssh_port=2200
vagrant3 ansible_ssh_host=127.0.0.1 ansible_ssh_port=2201

[web]
vagrantl

[task]
vagrant2

[redis]
vagrant3

JIOKANbHbIE CLLEHAPMWM HANOJTHEHMS

Haumunasi c Bepcuu 1.8 Vagrant mo3possieT Takke 3amyckaTb Ansible u3 rocrepoii
CUCTEMbBI. DTOT PEXMM MOXET IMPUTOAMUThCS, KOTJa HeXXeaTelbHO YCTaHaBAMBATh
Ansible Ha xocT-mawuHy. Ecin Ansible oTcyTcTByeT Ha rocTeBoii MaliuHe, Vagrant
MOMbITAaeTCsl YCTAHOBUTD €e C MOMOILbIO pip, OMHAKO 3TO [MOBeJeHMe MOXHO U3Me-
HUTb.

Vagrant uuer cueHapuu Ansible B katanore /vagrant rocteBoit cuctemsl. [1o
ymonauaHuio Vagrant MOHTUPYeT KaTaJlor X0CTa, comepskalnit Vagrantfile, B katanor
/vagrant, To ectb akTHMuecky Vagrant mpocMaTpUBAET TOT K€ KaTajIoT, KaK Py UcC-
0/Ib30BaHMUM OOBIYHOTO CLieHapust HaroHeHus Ansible.

YTo6bl MUCITOMb30BaTh JIOKaJAbHbINA CLEeHapuit HarmonHeHus: Ansible, onpenenure
pekxuM HanojHeHust ansible_local, kak moka3zaHo B mpuMepe 13.11.

Mpumep 13.11 < Vagrantfile (nokanbHbliA cueHapuii HanonHeHus Ansible)

Vagrant.configure("2") do |config|
config.vm.box = "ubuntu/trusty64"
config.vm.provision "ansible_local" do |ansible|
ansible.playbook = "playbook.yml"
end
end

Jta r;11aBa oka3anacb KOPOTKUM, HO, Sl HaJlekCh, Ioe3HbIM 0630poM 3¢ deKkTUB-
HOro ucrnonb3oBaHus Vagrant u Ansible. Cuenapuu HanonHeHust Ansible B Vagrant
MOJEPKUBAIOT MHOTYE pyTMe MapaMeTpbl, KOTOpble He GbUTM YITOMSIHYTHI B [JaH-
HOI1 rnaBe. JJOMOMHUTENbHYI0 MHGOPMAaLMI0 MOXHO HaiiT¥ B oULMaNbHON JOKY-
MeHTauuu K Vagrant (http://bit.ly/1F7ekxp).
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Ansible mogaepxkuBaeT BO3MOXHOCTb PaboThl C 06/1aYHBIMM YCIYyTaMy TMIIA «MH-
dpacTpykTypa Kak ycryra» (Infrastructure-as-a-Service, IaaS). OcHoBHOe BHMMa-
HMe B 3TO1 I1aBe mMbl 6ygem yaensitb Amazon EC2, mocKonbKy 3TO caMoe MOMyJsip-
Hoe [aaS-06s1aKko, K TOMY e ero s 3Halo jyulie Bcero. OmHaKko 60/MbIIMHCTBO MAENH
MOXHO IMPMMEHUTD K IPYTMM 06/1akaM, KOTopble nnoaaepxuBaet Ansible.
Ansible BkaouaeT gBa MmexaHu3sma noamepxxku EC2:
QO nmaaruH os aBTOMaTUYeCcKoro 3arosHeHus peectpa Ansible BMecTo onpeze-
JIeHUs1 CepBEpPOB BPYUHYIO;
Q monynu gas BeinonHeHus geiictBuii ¢ EC2, Takue Kak co3gaHue HOBBIX cep-
BEPOB.
B 3T0i1 r1aBe Mbl pacCMOTPUM 06a MeXaHM3Ma: M IJIarMH IMHAMMUY€eCKOM MHBEH-
tapu3auuu EC2, u mogynu nogaepxxku EC2.

Ha MOMeHT HanucaHus 3TuX CTpok B Ansible uMenach NouTH COTHA Moaynein nogaepxku EC2,
a TaKkxXe Apyrux MHCTPYMEHTOB, npeanaraembix Amazon Web Services (AWS). Mbl He MoXeM
B NO/IHOW Mepe 0XBaTWUTb UX BCE B 3TOM KHWUre, NO3TOMY COCPeA0TOYMMCSA TONbKO Ha CaMblX
OCHOBHbIX.

Yro Takoe obnako laaS?

BeposTHO, Bbl CTONBKO pa3 CTaNKUBaNMUCh C yNOMUHAHMEM 06/1aka B TEXHUYECKOW npec-
e, YTO yKe yCTanu OT 3Toro cnoseykal. 1 noctapaocb GbITb NeAAHTUYHLIM B CBOEM
onpeneneHun obnaka Tmna «MHOPaCTpyKTypa Kak ycnyras (laas).

[na Havana npuBeay nNpuvMep TUNWYHONO B3aMMOAEWCTBMS Nonb3oBaTens ¢ laaS-
obnakom:

lMons3o8amens
MHe Heobx0aMMO NaTb HOBbIX cepBepoB Ha Ubuntu 16.04, kaxabid 13 KOTOPbIX
ocHauweH asymsa CPU, 4 T6anTt onepatuBHon naMat u 100 M6anT oMCKOBOM NaMaTy,

! HauuoHanbpHbI MHCTUTYT cTaHaapToB u TexHonoruit CILIA (NIST) man xopouiee onpene-
neHue 06nayHbIM BbIUMC/IeHMsIM B pabore [Tutepa Menna (Peter Mell) u TumoTu 'paHua
(Timothy Grance) «The NIST Definition of Cloud Computing». NIST Special Publication
800-145,2011.
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Yenyaa
3anpoc nonyyeH. Homep Balero obpauieHus 432789.

lMons3osamens
Kakos ctatyc obpaiweHus 4327897

Yenyaa
Bawwu cepBepbl roToBbl k 3anycky, IP-aapeca: 203.0.113.5,203.0.113.13,203.0.113.49,
203.0.113.124, 203.0.113.209.

lMons3o08amens
1 3akoHuYMN paboTy C cepeepamu, NONYYEHHbIMU COrnacHo obpalweHuno 432789.

Yenyea
3anpoc nony4yeH, cepeepbl 6yayT yaaneHsl.

laaS-o6bnako - 370 ycnyra, N03BONAKOLWAA NONb30BATENH CO34aBaTb HOBblE BUPTYaNb-
Hble cepBepsbl. Bce 1aaS-obnaka obnagatot yHKUMER camoobcayxuearus, T. €. NONb30-
BaTeNb B3aMMOAEWCTBYET HENOCPEACTBEHHO C YCNYyroW, He noaasas 3anpocos B UT-
otaen. bonblwunHcTBO 1aaS-06nakoB npegnaraeT NoAb3OBATEND TPU TUNA MHTEPDENCOB
[ANS B3aMMOAENCTBUSA C CUCTEMOW:

O Beb-uHTEPDENC;

O uHTepdeic KOMaHAHOM CTPOKMU;

O REST API.

B cnyuae c EC2 Beb-uHTEpdEC Ha3biBaETCA «ynpasnstowen koHconoo AWS» (https://
console.aws.amazon.com), a UHTepdenC KOMaHAHON CTPOKKU (HEOPUTMHANBLHO) — WUH-
Tepdeicom koMaHgHoW cTpoku AWS (http://aws.amazon.com/cli/). UHdopmaumio
0 REST API MOXxHO HaiTh Ha caiTe Amazon no ccoinke http://amzn.to/1F7g6yA.

Lns cospanusa cepsepoB laaS-obnaka 06bIYHO MCNONL3YHOT BUPTYaNbHbIE MaLLWUHBI,
x0T BooOWe Ans co3paHus Takoro obnaka MOXHO MCNONb30BaTb HU3nUYECKUE, Bbl-
feneHHble cepBepbl (T. €. nonb3osaTtenu 6yayTt pabotaTb HENOCPEACTBEHHO C annapar-
HbIM obecneyeHMeM BMECTO BUPTYaNbHbIX MaluH) unu KoHTerHepbl. Obnaka SoftLayer
n Rackspace, Hanpumep, npegnaraloT dusuyeckue cepsepbl; obnaka Amazon Elastic
Compute Cloud, Google Compute Engine 1 Joyent npegnaratoT KOHTEMHEPSI.
bonbwuHcTBo laaS-obnakos no3sonset BaM aenatb bonbluee, HEXeNu 3anyckatb
W OCTaHaBNMBATbL CepBepbl. B 4acTHOCTU, Kak NpaBuNO, OHWM NO3BONSAKT ONPEeaeNsTh
XPaHUAULWA TaK, 4ToObl Bbl MOMM NOAKNKOYATL U OTK/KOYATb AMCKKU OT CBOMX CEPBEPOB.
3TOT TMN XpaHunuLWa 0bbIYHO Ha3biBaeTCs 610yHoe xparunuwe. OHM TakxKe npefocTas-
NAKT BO3MOXHOCTb ONPeaenvTb CBOK TOMONOIMMI0 CETU, ONUCHIBAOWYH COEAUHEHUS
Mexay BallMMK cepBepaMu, a elle 334aTb Npasuna 6paHamMayapa, orpaHUYUBaoOLWEro
LOCTYN K HAM.

Amazon EC2 aBnseTcs cambiM NONYASPHbIM NOCTaBWMKOM Ny6AnyHbIX 06n1akos TMNa
laaS, HO Hapsay C HUM CywecTByeT psa Apyrux obnakos Toro xe Tmna. Kpome EC2,
cucteMa Ansible BkntouaeT Takke noanepxky Microsoft Azure, Digital Ocean, Google
Compute Engine, Linode 1 Rackspace, a euie 061akoB, NOCTPOEHHbIX C UCNONb30BAHM-
em oVirt, OpenStack, CloudStack n VMWare vSphere.
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TepMUHONOIUA

EC2 u1crmonb3yeT MHOTO pa3HbIX MOHSATHIA. S ITTAHMPYIO MMOSICHSTD MX MO0 Mepe UX I10-
SIBJIEHUs B TEKCTE, OMHAKO [[Ba U3 HUX MHE XOTelI0Ch 6bl 0OBSICHUTD 3apaHee.

Jk3emnnap

B mokymenrtaumu EC2 mucronbp3yeTcs moHsATHe Ik3emnispa (instance) ans 0603Ha-
YeHUs] BUPTYaabHOM MallUHbL. B JaHHO r71aBe 51 UCIMO/Ib3YH0 UMEHHO 3TOT TEPMUH.
WmerliTe B BUAY, 4TO MOHATUIO 3K3eMIuisipa B EC2 cOOTBeTCTBYeT MOHSITUE XOCTa
B Ansible.

B nokymenTaumu EC2 (http://amzn.to/1Fw5S8l) ncnonb3yoTcs B3auMo3aMeHse-
Mble [TOHSTUS CO30AHUS IKIEMNAAPO8 U 3aNnyCKa IKIEMNAAPOS 1Sl OTIUCAHUSI ITpOoLeC-
ca COo3[aHus HOBbIX 3K3eMILUIsIpOB. Ho MOHsATUE nepe3anycka 3k3emnaspoe 03HavYaeT
HEeYTO COBEpILEHHO pyroe — nepesamnyck 3K3eMIuIsipa, KOTOPbIii paHee ObL1 Mpu-
OCTaHOBJIEH.

O6pa3 mawmnHbl Amazon

O6pa3 mawmmHbl Amazon (Amazon Machine Image, AMI) — 3to 0o6pa3 BUpPTYyanbHOA
MallHBbI ¢ HaiIoBOi1 CUCTEMOI M YCTAHOBIEHHOI ONepallMOHHO cucTeMoit. [Tpu
co3gaHuu sk3emrusipa EC2 npennaraercs BbIOpaTh OnepalMoHHY0 CUCTEMY, KOTO-
pas 6yzmet 3amyuieHa B obpase, yka3aB Ha TOT UM MHOM o6pa3 AMI.

Kaxnomy o6pa3y AMI npucBoeHa CBOsI CTpOKa MAEeHTUdUKALIMM, Ha3bIBaeMast
AMI ID. OHa HauUMHaeTCs C IPUCTaBKM ami-, 32 KOTOPOM C1egy0T BOCeMb LIeCTHAA-
LlaTepPUUYHBbIX CUMBOIOB. Harpumep, ami-12345abc.

Teru

EC2 no3BonsieT oTMeuaThb SI(SEMIUIFI[)I:I1 KOMMEHTapusiMu C MeTagaHHbIMU. OHU
Ha3bIBAIOTCS mezamu. Ter — 3TO mapa CTPOK TUIIA KII0Y/3HaUYEeHHe. Hanpumep, MOX-
HOCHaﬁﬂMTbCBOﬁ3K39MHHHpTaKMMM1?FaMMZ

Name=Staging database
env=staging
type=database

Ecnu Bam nmpuxoaunocs 3agaBaTbh UMs 3k3eMIuisipy EC2 B KOHCOMM yripaBaeHus
AWS, To BbI, CaMM TOTO He OCO3HaBasl, y’Ke UCIT0Jb30BaIM Teru. iMeHa 3k3eMIUIsI-
poB B EC2 peann3oBaHbl KakK Ter C KAHOUYOM Name, 3HaUEHUEM KOTOPOrO SIB/ISIETCS
UMSl, IPUCBOEHHOE 3K3eMIUISIpY. B ocTanpHOM Ter Name HMYEM He OTIMYAETCS OT
IPYTUX TErOB, U Bbl MOXXETE HaCTPOUTb KOHCO/Ib yIIpaBaeHMs TakK, UTOObI OHA BbI-
BOJM/IA 3HAYEHU s BCeX OCTaAbHbIX TETOB B [JOMOJHEHME K Tery Name.

Teru He 06s3aTeNbHO JOIKHbBI ObITH YHUKATbHBIMU. MOKHO co3aaTh 100 sk3eM-
IUISIPOB C OIHUM U TeM Xe TeroM. Moaynau Ansible ans mogmepskku EC2 mpoxo mc-

! Teru MOXXHO J06aB/STh HE TOJNBKO K 9K3eMIUISIpaM, HO U K APYTMM OOBEKTaM, TAKMM Kak
o6pa3bl AMI, Toma ¥ rpymnrbl 6€30MacHOCTH.
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MOJIb3YKOT TErn 41 MI[EHTVICDMK&]_IMM pecypcoB obecrneyeHus NaeMInOTeHTHOCTH,
B UE€M BbI HE pa3 YGEIU/ITECb B 3TOI1 I/1aBe.

o CrapaiTecb npuceaneatb BceM pecypcaM B EC2 0CMbICNEHHbIE TerM, NOTOMY Y4TO OHU UrpatoT
ponb cBOe06pa3HON AOKYMEHTALMK.

YUETHbIE BAHHBIE MONIb30OBATENS

BoinosnHss 3anpockl K Amazon EC2, Heo6xoaMMO yKa3biBaTh yUYeTHbIe AaHHbIe. [1e-
pen UCroib30BaHKEM BeO-KOHCOIM Amazon Bbl perucTpupyeTech U BBOAUTE CBOU
JIOTMH M maposb Ajs aoctyna. OnHako Bce KOMIOHeHThI Ansible, B3auMoaeincTBy-
touire ¢ EC2, ucnonb3yior nporpammMmHbiit uHTepdeitc EC2 APL. 3TOT mporpaMMHblIii
uHTepdeiic He MpeaycMaTpMUBaET UCII0Ib30BaHMUSI UMEHMU 1101b30BaATE/IST U 1aposl.
BmecTo 3TOro MCHob3yITCS ABE CTPOKU — UudeHmugukamop kawoua docmyna (access
key ID) u cekpemmubiii kntou docmyna (secret access key).

OG6BbIYHO 3T CTPOKM BBITJIAAAT TaK:

O wuaeHTMdHUKATOP KItOUYa JOCTYMA: AKIAIOSFODNN7EXAMPLE;

O cekpeTHbIN KJIIOU gocTyna: wlalrXUtnFEMI/K7MDENG/bPXRf1CYEXAMPLEKEY.

[TonyunThb 3TU YYeTHbIE JaHHbIE MOXHO B C/1yX0e udeHmuuxkayuu u ynpasaeHus
docmynom (Identity and Access Management, IAM). C ee MOMOLIbIO MOXHO CO3-
JaTb HECKOJbKUX Monb3oBaTeseit [AM ¢ pasHbiMu npuBuaerusaMmu. Ilocie cosganms
M0JIb30BaTeJ/Is [/Is1 HErO MOXXHO CreHepUpPOBaTh UAEHTUGUKATOP KIK0Ya M CEKpeT-
HbI K104 AOCTYNa.

IIpu BpI30Be Moay/eil nognep>xku EC2 3Tu CTpOKM MOXKXHO nepenaTh Kak apry-
MEHTBI. [l naarnHa AMHaMu4yeckol MHBEHTapuU3alMyu yuyeTHble JaHHbIe MOXXHO
onpenenuTb B daitsie ec2.ini (obcyxaaeTcs: B ieayrolleM pasaesne). OmHaKO MOAYIN
EC2 u miarmH guHamMuuyeckoil MHBEHTapu3alL Uy NOo3BOJISIOT NepeaBaTh yYeTHbIe
JaHHble B IepeMeHHBIX OKpY>XeHMs1. Takke MOXXHO UCNo/b30BaTh IAM-ponu, ecin
Ballla yIpaB/soLias MallMHa caMa siBjsieTcsl 3k3eMmuisipom Amazon EC2. 3tor cny-
4yal pacCMOTpEH B IPUJIOXKeHuM B.

MepeMeHHbIe oKpyXeHuUs

YueTHble gaHHble EC2 Moayasim Ansible MOXXHO repegaBaTh He TOJILKO Uyepes apry-
MEHTbI, HO U Yepe3 nepeMeHHble OKpykeHus. B npumMepe 14.1 nokasaHo, Kak onpe-
JIeJINTb TaKUe NepeMeHHbIe.

Mpumep 14.1 < OnpepneneHne nepeMeHHbIX OKPYXeHUs C y4eTHbIMM AaHHbIMK EC2
# He 3a3byAbTe 3aMeHNTb 3TW 3H3UEHUA DIKTUHECKUMUM YUETHLIMA AAHHbIMK!

export AWS_ACCESS_KEY_ID=AKIAIOSFODNN7EXAMPLE
export AWS_SECRET_ACCESS_KEY=wJalrXUtnfEMI/K7MDENG/bPxRfiCYEXAMPLEKEY

He sce moaynu EC2 B Ansible noaaepxu1BalT nepeMeHHY OKpy>XeHUs AWS_REGION, no3To-
My 5 pekoMeHAyl Bceraa nepepasaTb pernoH EC2 aBHO, kak aprymeHT. Bo Bcex npumMepax
B 3TOW rNaBe peruoH nepenaercs Kak apryMeHT.
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1 peKOMEHJYI0 UCITOIb30BATh MIePEMEHHbIE OKPY)XEHMS, TaK KaK OHU TMO3BOJIS-
10T npuMeHsiTh Moayau EC2 u ruiarMHbl MHBeHTapM3auuyu 6e3 cOXpaHeHUs yyeT-
HBbIX HaHHBIX B aitnax Ansible. I moMewawo nx B ¢paitan ¢ *UMeHeM, HauMHAOLIMMCS
C TOYKM, KOTOPBINA BBIMOMHSETCS MPU 3amycke ceaHca. I monb3ywock Zsh, mostomy
MCTIONb3YI0 415 3TOTO (paitn ~/.zshrc. Ecniv Bbl nonb3yeTtech Bash, MoxeTe momecTuThb
ux B ¢ain ~/.profile’. Eciy Bbl ucronb3yeTte APYryio KOMaHIHYIO 060/104KY, OT/INY-
Hyt oT Bash munu Zsh, Bo3aMoxxHO, BbI y)Ke 3HaeTe, Kakoi (aiin M3MeHUTD 151 orpe-
LeneHus ITUX epeMeHHbBIX OKPYKeHUs.

ITocsie HACTPOMKYM MEPEMEHHBIX OKPYXKEHUS C YYETHBIMU JAHHBIMU MOXHO 3a-
nyckatb Monynu EC2 Ansible Ha ynpaBnsiouieit MaiimHe, a TakXXe MCIOAb30BaTh
TUIarMHbl MHBEHTAPU3aLMUMN.

daiinbl KOHGUrypaumm

B KayecTBe aJIbTePHATUBbI IEPEMEHHBIM OKPY>KEHUSI MOXXHO MCIT0JIb30BaTh KOHU-
rypauunoHHblit daitn. Kak o6cyxnaetcs B ciepymooueM paszene, Ansible ucronn3syer
ounbamoreky Python Boto mia mommepskku cornaiieHuit Boto o xpaHeHUM yUeTHBIX
OaHHbIX B ¢aitne KoHpurypaumm Boto. S He 6yoy paccmaTpuBaTbh 3TOT ¢opmar
3ech M 3a JOTIOJHUTEIbHOM MHbOpMallMeil OTChbIalo Bac K JOKyMeHTauuu o Boto
(http://bit.ly/1IFwW66MM),

HeobXx0aMMOE YCNOBME: BUBIMOTEKA PyYTHON BoTo

Ing ucnonb3zoBauus nogaepkku EC2 B Ansible Heo6xoaumMo yCTaHOBUTD Ha YITpaB-
NS0l MalMHe 6ubanoreky Python Boto Kak cuctemHbIl naker Python. [lns sto-
TO BBIMOJIHUTE CJIEAYIOIIYK KOMaHIy?:

$ pip install boto

Ecnu y Bac uMeloTcs 3amyuieHHble 3K3eMruisapbel EC2, monpobyiiTe nmpoBepuThb
MPaBUJIbHOCTb YCTAHOBKU BOtO 1 KOPPEKTHOCTD YUETHBIX JaHHbIX C TOMOUIbIO KO-
MaHOHO cTpoku Python, kak rmokasaHo B npumepe 14.2.

Mpumep 14.2 <+ TectuposaHue Boto M yyeTHbIX AaHHbIX

$ python

Python 2.7.12 (default, Nov 6 2016, 20:41:56)

[GCC 4.2.1 Compatible Apple LLVM 8.0.0 (clang-800.0.42.1)] on darwin
Type "help", "copyright", "credits" or "license" for more information.
>>> import boto.ec2

>>> conn = boto.ec2.connect_to_region("us-east-1")

>>> statuses = conn.get_all_instance_status()

>>> statuses

(1

! Wnu, MOXeT 6bITh, B ~/.bashrc? 51 HMKOrga He MOHUMA PasHULIBI MEXAY 3TUMU daitaaMu
B Bash.

2 [I1s yCTAaHOBKM MaKeTa MOXeT MOTPe6oBaThCs MCIOMIb30BaTh KOMaHAYy sudo MY akTUBU-
pOBaTh BUPTYyaabHOE OKpY)XeHMe virtualenv, B 3aBUCUMOCTH OT TOTO, KaK 6bl/1a YCTaHOB-
neHa cucrema Ansible.
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JVHAMUYECKAS MHBEHTAPU3ALMS

s yBepeH, uto npu pabore c ceepamu B EC2 y Bac eiBa v OSIBUTCS >KelaHue Mo~
JlepXXuBaTh CBOK KOMMIO peectpa Ansible, mockonbKy OHa OymeT ycTapeBaThb IO
Mepe IMOsIBJIeHMs HOBbIX CEPBEPOB U yHajeHus CTapbix. [opa3go mpoiie OTCaexXu-
BaTb cepBepbl EC2, ucnonb3ysl nmpeuMmyuiecTsa AMHAMUUYECKOM MHBEHTapuU3aluy,
KOTOpasi MO3BOJISIET MOMYYUTh MHGOPMALIMIO O XOCTax HermocpeacTBeHHO u3 EC2.
B cocraBe Ansible nmeercs cueHapuit guHaMuueckoi MHBeHTapuszauuu EC2, HO
sl pEKOMEHYIO 3aTPy3UTb €ro MociaeIHION Bepcuio 13 perno3utopus Ansible!. Bam
rnorpebyroTcs nBa daina:

Q ec2.py - akTyanbHblI} clileHapuit uHBeHTapu3auuu (http://bit.ly/2LAsfV8);

QO ec2.ini — dain koHpUrypaumuu ajs cueHapusi UHBeHTapm3sauum (http://bit.

ly/21168KP).

Panee y Hac umerncs dain playbooks/hosts, KOTOPbIN Mbl UCITONb30BaIX B KAUECT-
Be peectpa. Ceityac MblI OyiemM MCII0Ib30BaTh KaTanor playbooks/inventory. Ilomec-
TUM (aiinbl ec2.py u ec2.ini B 3TOT KaTaJOr ¥ YCTAHOBUM [IJ1 ec2.py pa3pelleHue Ha
BbINoiHeHMe. B mpumepe 14.3 nmokasaHo, KaK 3TO CAENaTh.

Mpumep 14.3 «+ YcTaHoBKA CUEHAPUS AMHAMUYECKOW MHBEHTapum3aLlmun EC2

$ cd playbooks/inventory

$ wget https://raw.githubusercontent.com/ansible/ansible/devel/contrib/inventory\
[ec2.py

$ wget https://raw.githubusercontent.com/ansible/ansible/devel/contrib/inventory\
[ec2.ini

$ chmod +x ec2.py

e Ecnu Bbl ucnonbsyete Ansible B auctpubytuse Linux (Hanpumep, Arch Linux), rae no ymon-
yaHuo NpuMeHseTcs Python Bepcuu 3.x, Toraa cueHapuin ec2.py He byanet paboratb 6e3 u3-

MEHEHWIA, NOTOMY YTO OH HanucaH ang Python Bepcum 2.x.
Y6eautech, 4To B Ballen cucteMe ycTaHoBneHa Bepcua Python 2.x, 1 3aMeHuTe nepayto CTpo-
Ky B €c2.py:
#!/usr/bin/env python
Ha:
#!/usr/bin/env python2

Ecnu BB ompemeniin nepeMeHHble OKPYKEHMUsI, KaK OMUChIBAIIOCH B IpeIbIay-
1eM paszese,y Bac JODKHO IOyYUTbCS TPOBEPUTH pabOTOCIIOCOOHOCTD ClieHapus:

$ .Jec2.py --list

CueHapuii Io/mKeH BbIBeCTM MHMOpMalMio 0 Bamux sxk3emMruisgpax EC2, kak mno-
Ka3aHo HIKe:
{

_meta": {

! Tlo mpaBge cka3aTb, S He UMEI0 HU MaJeiillero NpeacTaBaeHMs], Kya yCTaHaBIMBaIOT 3TOT
¢aitn pucrneryepsl MaKeToOB.
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"hostvars": {
"ec2-203-0-113-75.compute-1.amazonaws.com": {
"ec2_id": "1-1234567890abcdef0",
"ec2_instance_type": "c3.large",

}
}
1’5
"ec2": [
"ec2-203-0-113-75.compute-1.amazonaws.com",

]I
"us-east-1": [
"ec2-203-0-113-75.compute-1.amazonaws.com",

15
"us-east-1a": [
"ec2-203-0-113-75.compute-1.amazonaws.com",

]l

"1-12345678": [
"ec2-203-0-113-75.compute-1.amazonaws.com",

]I

"key_mysshkeyname": [
"ec2-203-0-113-75.compute-1.amazonaws.com",

1
"security_group_ssh": [
"ec2-203-0-113-75.compute-1.amazonaws.com",

1,

"tag_Name_my_cool_server": [
"ec2-203-0-113-75.compute-1.amazonaws.com",

]I
"type_c3_large": [
"ec2-203-0-113-75.compute-1.amazonaws.com",

Ecnu Bbl He BKNKOYMAM SBHO B CBOEW yyeTHOM 3anucu AWS nopaepxky RDS u ElastiCache,
cueHapui ec2.py 3aBeplmtcsa ¢ owmbkoi. Ytobbl BknoumTb RDS U ElastiCache, 3aperucr-
pupyiTech B cnyxbe pensumoHHon 6asbl aaHHbix (Relational Database Service, RDS)
n ElastiCache c nomouwbio koHconn AWS u poxautech, koraa Amazon aKTUBUPYET 3TH
cnyxbbl ans Bac.

Ecnu Bbl He nonb3lyeTtech 3ITUMK CNyxb6amu, oTpeaakTUpyiTe cBov dhann ec2.ini,4tobel 3anpe-
TUTb CLLEHAPU 0 MHBEHTApM3aLMM NOAKNKYATLCS K HUM:

[ec2]
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rds = False
elasticache = False

3n CTPOKKM NPUCYTCTBYIOT B ¢anne, HO 3aKOMMEHTUPOBAHbI NO YMON4aHUo, NO3TOMY BaM
OCTAHeTCA TONbKO paCKOMMEHTMPOoBaTb MX!

K3awuposaHue peectpa

Korma Ansible mcronb3syet cuieHapuit nuHamuueckoit uBeHtapusauum EC2, oH
(cLileHapuit) JO/KEeH MOChbUIaTh 3aMpOChl OAHOM MM HECKOIbKMM KOHEYHBIM TOY-
kaM EC2 nns monyyenus uHdopmaumu. [IocKoNbKY BCce 3TO TpebyeT BpeMeHU, pu
MepBOM 3aIyCKe CKPUMT K3MpyeT MHGOpMaLMIo, co3aBasi cieayroume daibl:

QO $HOME/.ansible/tmp/ansible-ec2.cache;

QO $HOME/.ansible/tmp/ansible-ec2.index.

B nocnenyroliem cLeHapuii AMHaMUYeCKOM MHBeHTapu3alumu 6yaet obpaliaTbest
K K311y, TOKa CPOK €ro TOAHOCTM He UCTEeueT.

Takoe noBeeHne MOXHO U3MEHUTDb, U3MEHMB NTapaMeTp HaCTPOMKM cache_max_
age B daitne koHpurypauun ec2.ini. Ilo ymonuaHuio BpeMsl 1eCTBMS K31lIa COCTaB-
nsiet 300 cexyHn (5 MUHYT). Eciiv BbI He XOTUTE COXPaHSTh K311, MOXXHO YCTaHOBUTD
3HaueHue, paBHoe 0:

[ec2]

cache_max_age = 0

Takske MOXKHO 3aCTaBUTh CLieHapUii UHBEHTApU3aLu OOGHOBUTD KIIII, 3aMyCTUB
€ro C napaMmeTpoM --refresh-cache:
$ ./ec2.py --refresh-cache
e Npu CO34aHUM UAK yAANEHWUMU IK3EMNNAPOB CLEHAPUIA AMHAMUYECKOW MHBEHTapu3auum EC2

He ByaeT oTpaxaTe 3TM M3MEHEHUS, KPOME Cyvaes, Koraa CPoK rOAHOCTU K3lla MCTeK MUK
6611 06HOBNEH NPUHYAMTENBHO.

[dpyrue napameTpbl HaCTPOMKHU

@aitn ec2.ini cOOEp>KUT HECKOJIbKO NTapaMeTPOB HaCTPOMKH, YIIPaBASIOLMX [I0Bee-
HUEeM CLieHapusi IMHaMMYeCcKoi MHBeHTapu3alyu. [TIockonbky cam daitn cHabKeH 1o-
I pOGHBIMM KOMMEHTapUIMHU, 51 He Oyy paccka3bIBaTh 006 3TMX MapaMeTpax B IeTalsIX.

AsTOMaTtHyeckue rpynnbi

CueHapuii AMHamMMueckoil MHBeHTapu3auuu EC2 aBTOMaTHUyecku co3gaeT ciie-
JyIole IPYIIbI:

Ta6nuua 14.1. Ipynnei, czceHepuposarHsie EC2

Tun Mpumep HassaHwue rpynnobl 8 Ansible
Sk3emnnsp i-1234567890abcdef0 |i-1234567890abcdef0
O6pa3 AMI ami-79df8219 ami-79df8219

Tun 3k3emnnspa cl.medium type_cl_medium




252 < Amazon EC2

OkoHuaHue mabn. 14.1

Tmn Mpumep Hassauue rpynnbi B Ansible
Ipynna 6e3onacHocTu ssh security_group_ssh

MNapa knouei SSH foo key foo

Pernox us-east-1 us-east-1

Ter env=staging tag_env_staging

30Ha AOCTYNHOCTK us-east-1b us-east-1b

VPC vpc-14dd1b70 vpc_id_vpc-14dd1b70

Bce ak3emnnspet HeT ec2

B MMeHax TpYIIIbl OOMYCKaeTCs MCIOAb30BaTh TOJbKO GYKBEHHO-LUM(PPOBbIE
CUMBOJIbI, JeuC U HUKHEE TTOAUYePKMBaHMe. Bce Apyrue CMMBOJbI ClleHapuil Iu-
HaMMUECKOI MHBEHTapu3aluu mpeodpasyeT B HUXKHee MogYepKuBaHue.

Hanpumep, npeacraBbTe, YTO Y BaC MMEETCS 3K3eMIUISIP C TETOM:

Name=My cool server!

Ansible creHepupyeT ums rpyrmbl tag_Name_my_cool_server.

OnPEQENEHWE AMHAMUYECKMX rPYNN C NOMOLLbBIO TEFOB

HanomMmuHalo, 4To cueHapuil AMHaMUYeCKO MHBEHTapu3auMyu CO34aeT IPymIbl Ha
OCHOBaHMU TaKMUX TaHHBIX, KAK TUIT 3K3eMIUISIpa, rpyIna 6e30nacHOCTH, napa Kit-
yeit u teru. Teru EC2 siBasitoTcsi Haubosee yooOHbIM CITOCOOOM CO3HaHUST TPYII,
MTOCKOJIBKY UX MOXHO OIpeaeauTb KaKUM YTOLHO CITOCOO0M.

Hanpumep, BceM Be6-cepBepaM MOXKHO ITPUCBOUTD TET:

type=web

Ansible aBTOMaTH4ecku CO3macT IPYIIy C MMeHeM tag_type_web, comepKallyio
BCe CepBephI C TEroM type=web.

EC2 ro3BonseT npucBaMBaTh 3K3eMIUIIpaM [0 HECKO/IbKY TeroB. Harpumep, npu
HaJIMUYUU OTHETIbHBIX OKPY)XEHUI /IS TECTUPOBAHUS U TPOMBILIIEHHOM 3KCIUTyaTa-
LMY MOXKHO ITPUCBOUTD ITPOMBIILIJIEHHBIM BEO-CcepBepaM Ter:

env=production
type=web

ITocne 3TOro Ha MPOMBILIJIEHHbIE MAILIMHbI MOXXHO CChIIAThCH C MTOMOIIbIO tag_
env_production, a Ha BeOG-cepBepbl — C TOMOIIIbIO tag_type_web. [Ipy HEO6GXOAUMOCTHU
COC/IaThCS Ha MPOMbILIIEHHbIE Be6-cepBepbl MOKHO MCIT0/Ib30BaTh IEPEKPECTHBINA
cuHTaKcuc Ansible:

hosts: tag_env_production:&tag_type_web

MpuceamMsaHue Teros UMeLMMCS pecypcam

B upeanpbHOM ciydyae npucBauBaHue TeroB sk3emruisipam EC2 npoucxogut B Mo-
MeHT ux co3ganusi. OgHako ecau Ansible ycraHaBnauBaeTcs: A1 yrpaBieHUs yKe
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cyllecTByOUMMM 3K3emIuisipamu EC2, y Bac HaBepHsiKa OyJeT MMeThCsl HEKOTOpOe
MX KOJIMYECTBO, KOTOPBLIM ObIJIO ObI JKeJIaTeIbHO MPUCBOUTD Tern. B Ansible umeercst
MOJIY/b ec2_tag, MO3BOJSIIOLUMII TPUCBOUTD TETU UMEKOLIMMCS SK3eMILIIpaM.

Hanpumep, yTo6b1 NpUCBOUTD 3K3eMILIIpam Teru env=prodution u type=web, MOX-
HO UCIONb30BaTh MPOCTON CLleHapUii, MpeCTaBAeHHbIN B IpuMepe 14.4.

Mpumep 14.4 ++ MpucsavsaHue Teros EC2 cywecTeyowWMM 3K3eMNaspam

- name: Add tags to existing instances
hosts: localhost
vars:
web_production:
- 1-1234567890abcdef0
- 1-1234567890abcdef1
web_staging:
- 1-abcdef01234567890
- 1-33333333333333333
tasks:

- name: Tag production webservers
ec2_tag: resource={{ item }} region=us-west-1
args:

tags: { type: web, env: production }
with_items: "{{ web_production }}"

- name: Tag staging webservers
ec2_tag: resource={{ item }} region=us-west-1
args:
tags: { type: web, env: staging }
with_items: "{{ web_staging }}"

B 3ToMm npumepe ucnonb3yetcst cuHTakcuc YAML BcTpauBaeMbIX c10Bapeit, KOT-
naTeru ({ type: web, env: production}) momoraroT cienaTh clieHapuit 6osee KOMITaKT-
HbIM, HO TOYHO TaK K€ MOXXHO MCIT0JIb30BaTh OObIYHbI CUHTAKCUC:
tags:

type: web
env: production

CospaHue 6onee TOUHbIX HA3BaHUIA rpynn

JINYHO MHe He HpaBSITCS MMeHa TPYIIN, TaKue Kak tag_type_web. SI 6bl mpenmouen
60os1ee MpocToe ums web.

Ins atoro B Karanor playbooks/inventory Heo6xonumo no6aBUTh HOBBIN daiin
¢ mHdopmalimeit o rpymnmax. 3To 006bIYHbIN ¢aitn peectpa Ansible ¢ umenem play-
books/inventory/hosts (cMm. mpumep 14.5).

Mpumep 14.5 < playbooks/inventory/hosts
[web:children]
tag_type_web

[tag_type_web]
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ITocsie 3TOro Bl MOXeTe 06palaThCs K TpyIine web B onepauusx Ansible.

Ecnu He onpepenutb nycTyro rpynny tag_type_web B cTaTuyeckoM daine peectpa, U CueHa-
puiA AMHAMUYECKOW MHBEHTapU3auuK He onpeaenser ee, Ansible BblaacT ownobky:

ERROR! Attempted to read "/Users/lorin/dev/ansiblebook
/ch12/playbooks/inventory/hosts" as YAML:
'AnsibleUnicode' object has no attribute 'keys'
Attempted to read "/Users/lorin/dev/ansiblebook
/ch12/playbooks/inventory/hosts" as ini file:
/Users/lorin/dev/ansiblebook/ch12
/playbooks/inventory/hosts:4:

Section [web:children] includes undefined group:
tag_type_web

EC2 VirTuaL Private Coup (VPC) n EC2 Cuassic

Korza B 2006 rony Amazon BriepBble 3anyctuia EC2, Bce skzemmsipbl EC2 6b1nn
MOAK/IIOUEeHbl K OMHOI rockoit cetu!. Kaxapiit sk3emmasip EC2 monyyaeT npuBar-
HbIl 1 my6nmuHblil IP-agpeca.

B 2009 rony Amazon npeactraBuiia HOBbIi MEXaHM3M OpTaHM3aLuu 8UPMYaibHo-
20 npusammozo obnaxa (Virtual Private Cloud, VPC). VPC rmo3BosisieT nojab30BaTesim
YIIPaBASITh CIOCOO0OM 006beAVMHEHMSI 3K3EMITISIPOB B CETb U OMpeAensTh, OyJeT oHa
nmy6IMYHO IOCTYIMHOM My usonuposaHHoi. TepmuH VPC ucnonb3yercs B Amazon
[l OITMCAaHMS BUPTYaJbHbIX CeTeil, KOTOpbIe MM0b30BaTeIM MOTYT CO3JaBaTh BHYT-
pu EC2. Tepmun EC2-VPC B Amazon 0603HayaeT 3K3eMIIIsIpbl, 3aMyleHHbIe BHYT-
pu VPC, a repmun EC2-Classic — 3k3eMILIsIpbl, 3anyuieHHble BHe VPC.

Amazon akTMBHO CTUMYyJMpYyeT Monb3oBaTesnei K ucnonab3oBanuiw EC2-VPC.
Hanpumep, HEKOTOpbIe TUITbI 3K3eMIUISIPOB, TaKMe KaK t2.micro, OCTYIHbI TOMTbKO
B EC2-VPC. B 3aBMCMMOCTU OT TOrO, IJie Bbl CO3/1a/M YYeTHYI0 3anmuch AWS 1 B Ka-
KoM peruoHe EC2 B mpolLsioM Bbl 3amycKany cBou 3k3emruisipbl, EC2-Classic moxer
ObITb He JocTyreH. B Tab. 14.2 mepeuyucieHbl yueTHbIe 3aITUCH, KOTOPbIM TOCTYITEH
EC2-Classic?

Ta6auua 14.2. Ecme au y Mena docmyn k EC2-Classic?

Mos y4eTHas 3anucb co3gaHa BocrynHocte EC2-Classic

[o 18 mapra 2013 ropa [a, HO TONbKO B pernoHe, rae Bot paboranu paHble
Mexay 18 mapTa u 4 nekabps 2013 roaa | Bo3aMOXHO, HO TONbKO B peruoxe, rae st pabotanu paHblie
MNocne 4 pekabps 2013 ropa Her

! BHyTpeHH$s ceTb Amazon IeauTCs Ha MOACeTH, HO MOAb30BaTeNIN He MOTYT yIIPaB/sTh
pacripefeneHueM 3K3eMIUISIPOB 10 3TUM IMOACETIM.

! IononuutenpHass wuHdopmauus o VPC gocrymHa Ha caitte Amazon (http://amzn.
to/1Fw6v1D). O mocrynmHoctu EC2-Classic B BameM pernoHe MOXHO y3HaTb 110 aApecy:
http://amzn.to/1FwW6w5M.
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OcHoBHas pa3Hulia B HaauyuMm Win otcyrctBum rnoaaepxkku EC2-Classic coctout
B TOM, UTO IPOUCXOAUT MPU CO3AaHMU HOBOrO 3Kk3eMrisipa EC2 u oTrcyTcTBMM BO3-
MOXHOCTHU s1BHO npuBsizaTb VPC ID K 3Tomy 3k3eMruisipy. Eciu B yueTHO 3anucu
akTMBUpoBaHa rnoaaepxxka EC2-Classic, HOBbII 3Kk3eMIIIsIp He CBsI3biBaeTcs ¢ VPC.
Ecnan mognepskka EC2-Classic B y4eTHOM 3amMCU BBIKJIKOUEHA, HOBBIA 3K3eMILISp
oynet npussizaH K VPC 1Mo yMO/TYaHUIO.

BoT oHa U3 MPUUMH, IO KOTOPOi CTOUT 3a00TUTHCS 06 3TOM pa3Huie: B EC2-
Classic Bce 3K3eMIUISIpbl MOTYT YCTaHABIMBATh UCXOOSILIME COETUHEHUS K JTIOOBIM
xoctam B HTepHeTe. B EC2-VPC ucxoasuime coeiMHeHUs: Mo yMOJUYaHUIO 3armpe-
weHbl. Eciy ak3emmisipy B VPC notpebyeTcst yCTaHOBUTD UCXO[sILIee COeAMHEHME,
OH JTO/KEeH OBbITh BK/IIOYEH B TPYIITY 6€30MacHOCTH, KOTOpast MO3BOJISIET 3TO.

B 371001 rnaBe s 6ymy rpearnonaraTh, YTO y HAC MUMeeTCsl TOJMbKO noaaepkka EC2-
VPC, 1 51 BK/II04Y BCE 3K3eMILISPbI B IPYIIITY 6€30MacHOCTH, KOTOPasi TO3BOJISIET OCY-
IIeCTB/SITh UCXOSILIME COeAUHEHUS.

KOH®UIYPUPOBAHME ANSIBLE.CFG A8 UCNONb30BAHMUSA C EC2

Ucnonb3ysa Ansible gnst HacTpoiiku 3k3emiuisipoB EC2, g moGaBisito cienyoouue
cTpoku B daitn ansible.cfg:

[defaults]
remote_user = ubuntu
host_key_checking = False

S1 Bcernma ucnonb3yro obpassl Ubuntu u nmogkiaovawch K HUM 1o SSH ¢ ucnonb3o-
BaHMEM MMEHM T10JIb30BaTeNs ubuntu. 5 TaKKe OTKITIOUAIO IIPOBEPKY KIIOUEt XOCTa,
MIOCKOJIbKY 3apaHee He 3Hal0, KaKue KJII0UM [oyyaT HOBbIE IK3eMILISPbI'.

3ANYCK HOBbIX 3K3EMNNAPOB

Mopnynb ec2 MO3BOJISIET 3alyCKaTh HOBbIE 3K3eMILIApbl B EC2. 3To oguH 13 Hanbo-
Jlee CJIOKHBIX Momysieit Ansible, MOCKOIbKY MOAAEPKMUBAET OTPOMHOE KOJIMYECTBO
apryMeHTOB.

B npumepe 14.6 mokaszaH MpOCTOi ClLieHapuit OJs 3armycka 3k3emruisipa EC2
Ubuntu 16.04.

Mpumep 14.6 < MpocToit cueHapui ANa co3nanusa 3k3emnnapa EC2

- name: Create an ubuntu instance on Amazon EC2
hosts: localhost
tasks:
- name: start the instance
ec2:

! TlomyumThb KIKOYM MOXKHO, ociaB EC2 3ampoc Ha BbIBOA 3K3eMIuisgpa B KoHconu. Ho gon-
>KeH MPU3HATHCS, UTO S HUKOTIA He YTPYsKaa ce6s 3TUM, OCKOAbKY HUKOTIA He CTaKu-
BaJICS C HEOOXOOMMOCTBIO aHAaIM3a KITI0UeH XOCTa.
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image: ami-79df8219

region: us-west-1

instance_type: m3.medium

key_name: mykey

group: [web, ssh, outbound]

instance_tags: { Name: ansiblebook, type: web, env: production }

JaBariTe pacCMOTPUM 3HaueHUs [TapaMeTpOB.

[TapameTp image ompenensieT uneHTudukarop obpasa mMamimHel Amazon (AMI),
KOTODBI/ BCerga HyXXHO yKasbiBaTbh. Kak yke roBopuioch Bblllle, 06pa3 — 3TO, IO
cytu, daitnoBasi cuctema, CofepKallasi YCTaHOBJIEHHYIO ONEPALMOHHYI0 CUCTEMY.
HWcronb30BaHHbI B puMepe uaeHTUGUKATOP ami-79df8219 OoTHOCMTCSI K 0Opasy
C YCTaHOBJIEHHO 64-6uTHoI Bepcueit Ubuntu 16.04.

[TapameTp region onpenensietr reorpaguyeckoe MecTorouoXeHue, rae 6yner 3a-
MyLeH 3K3eMILIsp'.

[TapameTp instance_type omucbiBaeT KoiauuecTBo sinep CPU, o6beM mamsaTu
M XpaHWINIa, KOTOpbIMU OyzeT pacrosnarath 3k3eMIuisip. EC2 He nmo3BossieT ycra-
HaB/IMBaTh IIPOM3BOJIbHbIE KOMOGMHALIMY KOJIMYECTBA si/iep, 06beMa MamsIT1 U Xpa-
HuaMUa. BMecto aToro Amazon onpeaensieT HA60p TUIOB 3K3eMIUISIpoB2. B mpu-
Mepe 14.6 ucnonb3yeTcst TUII 3k3eMIuisspa m3.medium. 3To 64-6UTHBIN 3K3eMIUISD
C OOHUM siApoM, 3.75 I'6aiT onmepaTUBHOM MamsaT 1 4 I'6aiT AMCKOBOTrO MPOCTPaH-
cTBa Ha SSD.

He Bce 06pa3bl COBMECTMMbI CO BCEMU TMMAMU 3K3eMNASPOB. 1 Ha CAaMOM Aene He TecTUpo-
Ban, paboTtaeT nu ami-8caalced ¢ m3.medium. Mo3toMy byabTe BHUMATENbHDI!

[TapameTp key_name ccbiaeTcs Ha napy kiawodein SSH. Amazon ucnosnb3yeTt napsl
kawoueit SSH gnsi nmpenocraBieHus: 4OCTyNa K ux cepBepaM. [lo 3amycka nepBoro
cepBepa BaM He06X0AMMO MO0 co31aTh HOBYIO napy SSH-Kioueit, 1n60 BHITPY3UTh
OTKDBITbIN KJIIOU U3 Napbl, CO3IaHHOM BaMU 3apaHee. BHe 3aBMCUMMOCTHM OT TOTO, UYTO
BbI CIelaeTe, — CO3JaAUTe HOBYIO Mapy UM BbITPY3UTE CYLECTBYIOLLYIO, — BaM He-
06X0mMMO [aTh MMS Mmape Kiawoueit SSH.

ITapameTp group ompezensieT CIMCOK Py 6e30MacHOCTH, CBI3aHHBIX C 3K3eM-
M7ISIPOM. OTU TPYIIIbI ONPeaesiioT, KaKue TUIIbI BXOASILIUX U UCXOASILUX COeIuHe-
HUJ pa3pellueHsbl.

[TapameTp instance_tags CBSI3bIBaeT MeTaJaHHbIE C 3K3eMIUIIPOM B QopMe Teron
EC2 kitou/3HayeHue. B mpeapiayliemM npumepe 6bU1M Ha3HAUYeHbI CJIeYIOLINE TETH :

Name=ansiblebook
type=web
env=production

! CnuCcOK IOAepKUBaeMbIX PErMOHOB Bbl HaitmeTe Ha calite Amazon (http://amzn.
to/1Fw60cE).

?  CymectByeT ynoOHblif (HeoduluanbHblit) BeO-caitT (http://www.ec2instances.info/), roe
MOKHO HATY eIUHYI0 TabaUIly CO BCEMM AOCTYMHbIMM TUIIAaMU 3K3eMIlsipoB EC2.
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0 Bbl30B MOAYNS ec2 U3 KOMAHAHOM CTPOKM — CaMblii NpOCTOM cnocob 3aBeplunTs IK3eMnaap,
ecnv Bbl 3HaeTe ero naeHTudukartop:

$ ansible localhost -m ec2 -a \
'instance_1d=1-01176c6682556a360 \
state=absent'

MNapbl kKnouen EC2

B npumepe 14.6 Mbl Npeanonoxuay, 4To Amazon yxe 3HaeT 0 nape kiawueit SSH
¢ uMeHeM mykey. JlaBaiiTe MOCMOTPUM, Kak MOXHO UCIO/Ib30BaTh Ansible gis cos-
JaHMsI HOBBIX Iap KJIOYe.

Co3paHue HOBOro Knwya

IIpu co3maHMM HOBOI mapsl KAw4Yeil Amazon reHepupyeT 3aKpbITbI U COOTBET-
CTBYIOLLUI €My OTKPBITbIM K/IKOU. 3aTeM OTIIpaB/sieT BaM MPUBATHBIN K/IOUY. Ama-
ZONn He XPaHUT KOMMIO IPMBATHOTrO K/IK0Ua, TO €CTh BaM 00513aTe/IbHO HY)KHO CoXpa-
HUTD ero. BoT Kak MOXXHO c03aTh HOBbIN K/TOU C ToMolLbio Ansible:

Mpumep 14.7 < Co3zpaHue HOBOM Napsbl knoyen SSH

- name: create a new keypair
hosts: localhost
tasks:
- name: create mykey
ec2_key: name=mykey region=zus-west-1
register: keypair

- name: write the key to a file
copy:
dest: files/mykey.pem
content: "{{ keypair.key.private_key }}"
mode: 0600
when: keypair.changed

B npumepe 14.7 111 co3naHus HOBOM Napbl KIK0Yei UCII0Ib30BaICsl MOLY/Ib eC2_
key. 3aTeM Mbl BbI3Ba/lIu MOAYJ/b copy C ITapaMeTpoM content gnda COXpaHeHUus 3a-
KpbITOro Kitoya SSH B daitn.

Ecnu Momynb co3zan HOBYIO Mapy K/ueid, 3aperMCTpUMpoOBaHHas nepemMeHHast
keypair 6ymeT comepskaTb 3HaueHUs1, MOAO6HbIE C/IeAYIOUIMM:

"keypair": {
"changed”: true,
"key": {
"fingerprint": "c5:33:74:84:63:2b:01:29:6f:14:36:1c:7b:27:65:69:61:f0:e8:b9",
"name": "mykey",
"private_key": "-----BEGIN RSA PRIVATE KEY----- \NMIIEowIBAAKCAQEAAIpVhY3QGKh

OPKCRPU8ZHKtShKESISG3WC\N- - - --END RSA PRIVATE KEV----- "
}
}
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Eciy mapa Kiroueit yke CyLIeCcTBYeT, TOrIa 3aperMcTpyMpoBaHHas rmepeMeHHast
keypair 6ymeT comepskaTh TaKue 3HaYeHUS :
"keypair": {
"changed": false,
"key": {
"fingerprint": "c5:33:74:84:63:2b:01:29:6f:14:36:1c:7b:27:65:69:61:f0:e8:b9",
"name": "mykey"
}
}

ITockonbKy 3HaYeHue private_key OTCYTCTBYET, €C/IM K/IIOY Y3KE CYILIeCTBYET, HE06-
XOOMMO 1006aBUTD BbIpaxkeHne when B BbI30B copy, YTOObI 3aNMCh B paiis ¢ 3aKpbIThIM
K/IIOYOM ITPOU3BOAMIAC, TONBKO €C/IM 3TO HEOOXOAMMO.

Ilo6aBUM CTPOKY:

when: keypair.changed

YyTOOBI MPOCTO 3amucaTh aita Ha OUCK, eI MPOU30LUIO0 U3MEHEHME COCTOSHUS
IpU BBIMTOJIHEHUU ec2_key (Hampumep, 6bI CO30aH HOBbIN KOY). MOXHO MOCTY-
MMUTb MHaye — MIPOBEPUTb Hainuue 3HaueHus private_key:

- name: write the key to a file
copy:
dest: files/mykey.pem
content: "{{ keypair.key.private_key }}"
mode: 0600
when: keypair.key.private_key is defined

MpbI ucnonb3yeM nNpoBepky defined!, mogaepkuBaemMyro MexaHU3MoOM Jinja2 ns
MpOBEPKU HaIuUuus private_key.

Bbirpyska cywectsylowero Kaua

Ecnny Bac yke ecTb my6aMyHbINA K04 SSH, ero MOXHO BbITPY3UTh B Amazon U Mpu-
BS13aThb K Iape KjIwueit:

- name: create a keypair based on my ssh key
hosts: localhost
tasks:
- name: upload public key
ec2_key: name=mykey key material="{{ item }}"
with_file: ~/.ssh/id_rsa.pub

IPynnbl BE3ONACHOCTH

B npumepe 14.6 mompa3ymeBaeTcs, YTO IPynmbl 6€30macHOCTH web, ssh 1 outbound
yXXe CyllecTBYIOT. [IpoBepuTh HanmMuue Tpymnn rnepen UX UCIOJAb30BaHMEM MOXHO
C MOMOLLbIO MOAYJISI ec2_group.

! 3a nononHMTeNnbHOM MHGOPMalMeii 0 MpoBepKax, MoaaepXXuBaeMbix Jinja2, obpauanTtech
K JOKYMeHTaluMu 1o agpecy: http;//bit.ly/1Fw77n0.
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Ipynmbl 6€30MacHOCTY MMOXOXWM Ha MpaBuia OpaHAmMayspa: OHU OMpenensioT
MpaBuIa, KTO M KaK MOXeT YCTaHaB/IMBAThb MOAK/IYEHMS.

B npumepe 14.8 onpenensieTcs rpymmna web, mo3possitolias J06omy XocTy B MH-
TepHeTe MOAKIIYaThCs K mopTam 80 u 443. I'pynna ssh paspeiaeT JitoboMy OcCy-
LWEeCTBAATh MOAK/IYEeHMe K opTy 22. 'pymnna outbound paspeiaet ycTaHaBAUBATh
ucxopsiiyve coeqMHeHMs ¢ KeM yrogHo B UHTepHeTe. Mcxoasuiye coegMHeHUs HaM
HeOoOXOAMMBI J1s1 3aTPy3KM MaKeToB M3 MIHTepHeTa.

Mpumep 14.8 < [pynnbi 6e30nacHOCTH

- name: web security group
ec2_group:
name: web
description: allow http and https access
region: "{{ region }}"
rules:

- proto: tcp
from_port: 80
to_port: 80
cidr_ip: 0.0.0.0/0

- proto: tcp
from_port: 443
to_port: 443
cidr_ip: 0.0.0.0/0

- name: ssh security group
ec2_group:
name: ssh
description: allow ssh access
region: "{{ region }}"
rules:
- proto: tcp
from_port: 22
to_port: 22
cidr_ip: 0.0.0.0/0

- name: outbound group
ec2_group:

name: outbound
description: allow outbound connections to the internet
region: "{{ region }}"
rules_egress:

- proto: all

cidr_ip: 0.0.0.0/0

Mpu ncnonb3osaHum EC2-Classic HeT He0bx0AMMOCTH 3aaaBaTh rpynny outbound, NOCKONbKY
EC2-Classic He 3anpewaeT UCXOAAWMX COeAMHEHUIA ANS 3K3EMNAAPOB.

Jlns Tex, KTO Mpex/e He M0b30Basjcs rpynnamMmyu 6e30nacHOCTH, MOSICHUM Ha3Ha-
YyeHMe napaMeTpoB B cnoBape rules (cM. Tabn. 14.3).
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Ta6nuua 14.3. Mapamempesi npasun 2pynn 6e3onacHocmu

Mapamerp | Onucanue

proto Npotokon IP (tcp, udp, icmp) nam all, 4To6bl pa3pewmnTs BCE NPOTOKONLI M NOPTbI

cidr_ip Noacets IP-anpecos, paspeweHHbIx Ans NoaknoyeHus, 8 Hotauun CIDR

from_port MNepBbIfi NOPT B CNUCKE pa3peweHHbIX

to_port MNocneaHW NOPT B CNUCKE pa3peLleHHbIX

PaspeweHHble IP-agpeca

I'pyrmbl 6€30MacHOCTM MO3BOJAIOT onpenensiTh [P-agpeca, pa3pelleHHble IJs CO-
eIMHEeHUs C 3Kk3eMIuIsipoM. [logceTh ompenenseTcss C MOMOILbIO HOTALMU Gec-
knaccoBoit anpecaumu (Classless InterDomain Routing, CIDR). IIpumep nmoacetu,
onmcaHHo ¢ momouibio Hotauuu CIDR: 203.0.113.0/24'. 3ta 3anuch 03HaUaeT, YTO
nepBbie 24 6uTta [P-agpeca OOMKHBI COOTBETCTBOBATh MePBbIM 24 GMUTaM agpeca
203.0.113.0. iHorma 110ay roBOpAT «/24» nns ob6o3HaueHus: pa3mepa CIDR, 3akaH-
yuBalollerocs Ha /24.

/24 — ynobHoe 3HayeHMe, IMOCKOJNIbKY COOTBETCTBYET TPEM IEPBbIM OKTETaM
agpeca, a umeHHo 203.0.113% 3to 3HauuT, UTO N1060I [P-ampec, HAUMHAIOLUIACS
¢ 203.0.113, HaxoOUTCS B 3TOM IMOMACETH, TO eCTh 11060 [P-ampec U3 AuamasoHa OT
203.0.113.0 no 203.0.113.255.

Anpec 0.0.0.0/0 o3HauyaeT, YTO YCTAaHABIMBATh COEIUMHEHUS pa3peLIeHO JTI0O0MY
[P-anpecy.

MopTbl rpynn 6e3onacHoCcTH

EnuHCcTBEHHOE, YTO MHe KaXKeTCsl CTpaHHbIM B rpymnmnax 6e3zonacHoctu EC2, — 310
HoTauus from_port u to_port. EC2 no3sonsieT onpenensiTb Auana3oH NopToB, K KOTO-
pbIM paspellieH A0cTyn. HanmpumMep, BOT Kak MOXHO yKa3aTb, uTo TCP-coeauHeHMs
paspelieHsbl € 106bIM U3 MOpToB ¢ 5900 o 5999:

- proto: tcp
from_port: 5900
to_port: 5999
cidr_ip: 0.0.0.0/0

OnOHaKo s1 CYUTAIO TAKYH HOTALIMIO 3aMyThIBAIOLLEM, MOCKOIbKY CaM HUKOTAA He
yKa3bIBalo AMana3oHa nmopros’. BMecTo 3Toro s1 06bI4HO pa3peluao MopThl C HoOMe-
pamMu, He UAYILMMMU NoApsa, TakuMu Kak 80 u 443. Bcneacrsue 3TOro MoyTH B JIH0-
601 cuTyalMu napameTtpsl from_port u to_port 6yayT OQMHAKOBbIMMU.

! Tak CJIy4MJIOCh, YTO 3TOT MPUMeEp COOTBETCTBYeT ocobomy auamnasoHy [P-anpecoB TEST-
NET-3, 3ape3epBupOBaHHOMY AJIs1 MpUMepoB. ITO example.com u3 [P-noaceTei.

* TlonceTu /8, /16, /24 - oueHb XOpolUMe MPUMepBI, MOCKOJIBKY pacueThl B 3TOM Cjlyyae ro-
pa3no jierye BbIMOJIHSATb, Y€M, CKaXkeM, B ciayyae /17 uam /23.

3 IIpoHMiIaTe/lbHbIE UYMTATENM HABEPHSKA 3aMeTWMIM, UTO MopThbl 5900-5999 06bIYHO MC-
nosb3yloTtcst npotrokosnom VNC yripaBieHus yaaaeHHbIM paboyuM CTOJIOM — OMHUM U3 He-
MHOTMX, IJ151 KOTOPBIX yKa3aHyue quana3oHa nopToB MMeeT CMBbICI.
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MO,ZIYJ'I]: ec2_group MMeeT MHOTO IpYyIrmMX rapaMeTpoB, B TOM UMc/ie OJig ornpenese-
HUA IIpaBUJI BXOOAIIUX COeIMHEHUI C UCTTO/Ib30BAaHUEM MJIEHTMCI)MKHTODOB rpyII,
d TaKXe IMpaBUJI UCXOOAIUX coenuHeHUN. 3a JOMOJHUTETbHOMN MH(])O[)M&U,MGVI 06-
paﬂlaﬁTECb K JOKYMeHTaLlUuun.

MonyyeHue HoBENMwWwEro AMI

B npumepe 14.6 mammua AMI 6bi1a BoIOpaHa SIBHO:
image: ami-79df8219

Ho Taxoit moaxon He TOAMTCS, €C/IU BAPYT MOSIBUTCS JKejlaHue 3aITyCTUTh HOBelt-
it o6pa3s Ubuntu 16.04. CsizaHo 3TO ¢ TeM, uTo Canonical' yacTo BbIITycKaeT He-
6onbiune ob6HoBNeHMs Aag Ubuntu, M Kaxkablii pa3 NPy UX BbIITyCKe TeHepUpyeTcs
HoBas MaiurHa AMI. Eciu ele Buepa uaeHTUUKaATOp ami-79df8219 COOTBETCTBOBA
HoBejfemy penau3y Ubuntu 16.04, To 3aBTpa 3TO MOXET ObITB y3Ke He Tak.

B Ansible MmeeTcs uHTepecHbIif MOAY/Ib ec2_ami_find, M3B/leKaIOIIMIA CIIMCOK
naeHTuduUKaTopoB AMI, COOTBETCTBYIOIIMX KPUTEPUSM MOUCKA, TAKUM KaK UMS
o6pasa unu reru. IIpumep 14.9 neMOHCTPUPYET, KaK UCIIONb30BATh 3TOT MOIY/b s
3amnycka nocienHeit 64-6urHoit Bepcuu Ubuntu Xenial Xerus 16.04.

Mpumep 14.9 < WM3BneueHue naoeHTMdukatopa AMI Hosenwen Bepcumn Ubuntu

- name: Create an ubuntu instance on Amazon EC2
hosts: localhost
tasks:
- name: Cet the ubuntu xenial ebs ssd AMI
ec2_ami_find:
name: "ubuntu/images/ebs-ssd/ubuntu-xenial-16.04-amd64-server-*"
region: "{{ region }}"
sort: name
sort_order: descending
sort_end: 1
no_result_action: fail
register: ubuntu_image

- name: start the instance
ec2:

region: "{{ region }}"
image: "{{ ubuntu_image.results[0].ami_id }}
instance_type: m3.medium
key_name: mykey
group: [web, ssh, outbound]
instance_tags: { type: web, env: production }

n

B maHHOM ciyyae Mbl JO/DKHBI 3HATh COTJIAIIEHUE, UCITOb3yeMOe /1T UMeHO-
BaHus o6pasos Ubuntu. B cnyuae ¢ Ubuntu umst o6pasa Bcerma 3akaHUMBaeTCs OT-

! Canonical - 3To0 KOMMNaHusl, KOTOpas ynpasJiseT npoekTom Ubuntu.
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METKO} BpeMeHM, Hampumep: ubuntu/images/ebs-ssd/ubuntu-xenial-16.04-amd64-
server-20170202.

B mapametpe name Mmomysnst ec2_ami_find momyckaeTcst CIoOnb30BaTh 11a6IOHHbIN
CUMBOJ *, 6y1aroiaps Y4eMy MOXKHO MOJYYUTh CaMblil CBeXUI 06pa3, OTCOPTMPOBAB
CIMCOK MMEH B MOPSIIKE YObIBAHUS M OrPAaHUUMB 06J1aCTh MOUCKA OMHUM MMEHEM
(TO eCTb B35ITh [1EPBbIA 37IEMEHT U3 3TOr0 OTCOPTUPOBAHHOIO CIIMCKA).

[To ymonuaHuio moayb ec2_ami_find BO3BpallaeT Npu3Hak ycrexa, 1axe ecjiy He
HaXOIMUT HM OJHOro obpasa AMI, COOTBETCTBYIOLIETO 3aJaHHbIM KpUTepusm. I1o-
CKOJIbKY 3TO IOUTM BCerja HexesaTe/lbHO, S PeKOMeHYI0 N00aBasTh BbhIpakeHue
no_result_action: faill, 4To6bI 3aCTaBUTh MOAY/Ib BEPHYTh NMPU3HAK OLIMOKU B OT-
CYTCTBME pe3y/JbTaTOB.

Kaxablit aucTpubyTvB Cneayet cBoei CTpaTerum uMeHoBaHus AMI, no3ToMy, ecnu Bbl pewuTe
MCNONb30BaTb APYroi AUCTPUBYTUB, OTAMYHbIN OT Ubuntu, Bbl LONXKHbI CAMOCTOSTENLHO Bbl-
ACHWTb NPaBMNA UMEHOBAHWUSA U ONPEeAeNnuTb COOTBETCTBYHOULYH CTPOKY NOMCKa.

JLOBABNEHWE HOBOrO 3K3EMMASPA B rPynny

ViHorma s mpennoyMraro nucaTh eQMHbIN CLieHapuit 1 3amycka 3K3eMIuisipa U 3a-
TeM BBIMTOJIHATb HAa 3K3eMILISIpe IPYroy ClieHapui.

K coxkaneHuto, 10 3amycKa CLieHapus XOCT ellle He CyleCcTBYeT. 3arnpeT KIIMUPOo-
BaHMS B CLIeHApUM IMHAMMUUECKOA MHBEHTAapU3aLUuu TYT He [IOMOXEeT, IOTOMY 4TO
Ansible BbI3bIBaeT ero TOJILKO B CAMOM Hayaje BBITOJHEHMS CLEHApusl, UTO Mpej-
LIeCTBYeT CO3JaHMIO XOCTa.

[lnst mobaBaeHus 3K3eMILIsipa B IPYITIY MOXKHO MCIT0/1b30BaTh 33J1a4y, BbI3bIBaIO-
L1YI0 MOLY/Ib add_host, KaK roka3aHo B npumepe 14.10.

Mpumep 14.10 < [obasneHue 3k3emMnngpa B rpynny

- name: Create an ubuntu instance on Amazon EC2
hosts: localhost
tasks:
- name: start the instance
ec2:
image: ami-8caalce4
instance_type: m3.medium
key_name: mykey
group: [web, ssh, outbound]
instance_tags: { type: web, env: production }
register: ec2

- name: add the instance to web and production groups
add_host: hostname={{ item.public_dns_name }} groups=web,production
with_items: "{{ ec2.instances }}"

- name: do something to production webservers
hosts: web:&production
tasks:
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3HaveHue, BO3Bpalwaemoe Moaynem ec2

Mopynb ec2 BbIBOAUT C/IOBaphb C TpeMH ITOJISIMU, ITEPEUNUCIIEHHBIMU B Tabn. 14.4.

Tabnauua 14.4. Bosspamusie 3HayeHus mModyns ec2
Mone
instance_ids

Onucanune
Cn1cok MaeHTMUKATOPOB 3K3eMNNSPOB
Cnucok cnosapen 3k3emMnnapa

instances

tagged_instances

Cnucok cnosapen 3ksemMnnapa

MNpu nepepaye nonb3oBateneM napameTpa exact_count MoAyb ec2 MOXET He co3aa-
BaTb HOBbIX 3K3EMNNAPOB, KaK 3TO ONUCAHO HUXE, B pasaene «Co3aaHue 3k3eMnnspoBs
MAEMNOTEHTHLIM cnocobom». B 3ToM cnyyae nons instance_ids u instances 6yayT 3a-
NOMHEHbI, TONbKO €C/IM MOAY/b CO343€eT HoBble 3k3emMnaspsl. OgHako none tagged_in-
stances 6yaeT cofepxaTb CNOBapu BCEX IK3EMMASAPOB, YA0BAETBOPAOLMX Tery, bbiau
NN OHU TONBKO YTO CO34aHbl MU CYLLLECTBOBANN PaHee.

CnoBapb 3K3eMNAspa COLEPXKUT NONS, NepeyncneHHble B Tabn. 14.5.

Tabnuua 14.5. Codepxcumoe cnosapeti 3K3eMNASPos
Mone

Onucanue
id NpeHTtudukaTop 3ksemnnapa

ami_launch_index

MHpaekc 3k3emnnapa mexay 0 u N-1, ecnu 3anyweHo N 3k3emnnapos

private_ip

BHyTpeHHui IP-agpec (HeaocTynHbiv 33 npeaenamn EC2)

private_dns_name

BHyrpeHHee uma DNS (HepocTtynHoe 3a npeaenamu EC2)

public_ip

My6nnuHbii IP-appec

public_dns_name

My6nuunoe ums DNS

state_code Koa npuumnHbl U3MEHEHNA COCTOAHUS

architecture AnnapartHas apxvTekTypa

image_1id AMI

key_name MM napbl knouen

placement Mecro, rae 6bin 3anyweH 3k3emMnnap

kernel 06pa3 sapa Amazon (Amazon Kernel Image, AKI)

ramdisk 0O6pa3 RAM-auncka Amazon (Amazon Kamdisk Image, ARI)

launch_time

Bpems 3anycka 3ksemnnapa

instance_type

Tun 3k3emnnspa

root_device_type

Tun kopHeBoro ycrpowctea (ephemeral, EBS)

root_device_name

MMsi KOPHEBOTO YCTPOCTBA

state

CocTosHue 3k3emMnnsapa

hypervisor

Tun runepsusopa

33 AONOAHUTENBHON MHGDOPMAUMEN O 3HAYeHMAX noner obpawanTecb K 4OKYMEHTA-
UMM C onucaHueM knacca boto.ec2.instance.Instance (http:/bit.ly/1Fw7HSO) unu
K AOKYMEHTAUMM C ONUCAHWEM pE3ynbTaToB KOMaHAbl run-instances (http://amazn.
to/1Fw7]d9).
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OXWMAAHME 3ANYCKA CEPBEPA

O6naxka IaaS, takue kak EC2, Takke TpeOyIOT OIrpeeieHHOr0 BpeMeH! /ISl co3[a-
HMS1 HOBOTO 3K3eMIlIsipa. ITO 3HAYMUT, YTO HEBO3MOXXHO 3aIlyCTUTb CLieHapuii Ha
3k3eMisipe EC2 cpa3sy mocje OTIIpaBKM 3arpoca Ha ero cosgaHue. Heobxomumo
MOA0XAAaThb, TOKA 3ayCTUTCS 3K3eMIuisip EC2.

Mogynb ec2 noggep>xmBaeT Ajisl 3TOro napameTtp wait. EciM B HeMm nmepenars yes,
MOAYJb ec2 He BEPHET yIpaBJieHMsl, ITOKa 3K3eMILISp He repeiiaeT B paboyee co-
CTOsIHMeE:

- name: start the instance

ec2:
image: ami-8caalced
instance_type: m3.medium
key_name: mykey
group: [web, ssh, outbound]
instance_tags: { type: web, env: production }
walt: yes

register: ec2

OnHako mpoCTOM 3afepXXKU B OXXUAAHUM 3amycka 3K3eMIuisipa HeJOCTaTOYHO,
Heo6X0aMMO IOXIAThCS, TOKA IK3eMIL/IsIp IPOABMHETCS JOCTaTOYHO JaJeKo B IPO-
Liecce 3arpy3km u 3amyctut cepBep SSH.

Kak pa3 mjig Takux ciayyaeB HamucaH Moaysb wait_for. BOT Kak MOXXHO UCIONb-
30BaThb Moy ec2 1 wait_for, YTO6GBI 3aMTyCTUTD 3K3eMIUISP M AOXIATbCS, KOTJa OH
CTaHeT rOTOB NMPUHMMATh coeluHeHus yepe3 SSH:

- name: start the instance

ec2:
image: ami-8caalced
instance_type: m3.medium
key_name: mykey
group: [web, ssh, outbound]
instance_tags: { type: web, env: production }
wait: yes

register: ec2

- name: wait for ssh server to be running

wait_for: host={{ item.public_dns_name }} port=22 search_regex=0penSSH
with_items: "{{ ec2.instances }}"

Bbi3oB wait_for ucronb3yeT apryMeHT search_regex Ojisi NMPOCMOTpa CTPOKMU
OpenSSH roc/ie MOAK/I0YeHUs K XOCTY. liest CoOCTOUT B TOM, UTO B OTBET Ha MOMbITKY
YCTaHOBUTDb coeMHeHne GYHKUMOHUPYIOWMIA cepBep SSH BepHeT CTpOKY, TOX0-
JKYI0 Ha TY, UTO NTOKa3aHa B ripuMepe 14.11.

Npumep 14.11 < Ortset cepsepa SSH, pabotatuiero 8 Ubuntu
SSH-2.0-0penSSH_5.9p1 Debian-5ubuntul.4

Mo>kHO 6b1710 6bI C TOMOLLBIO MOAYJS wait_for MPOCTO MPOBEPUTH JOCTYITHOCTh
nopra 22. OgHako MHOr4a CaydyaeTcs Tak, YTO B Impolecce 3arpy3ku cepsep SSH
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yCIiesl OTKPBbITh MOPT 22, HO ellle He TOTOB 00pabaThiBaTh 3ampockl. OXuMIaHUe
repBOHayaabHOTO OTBETA FapaHTUPYeT, YTO MOAY/Ib wait_for BepHeT ynpaBiieHue,
TOJIBKO Korma cepBep SSH GyneT MmoaHOCTbI0 paboTOCIOCOOEH.

Co30AHME 3K3EMNNAPOB MAEMMOTEHTHbBIM CMNOCOBOM

CueHapuit, BbI3bIBalOUIMIT MOIY/Ib €c2, 00bIYHO He SIBJISIETCS UAEMITOTEHTHBIM. Ecin
6bl MOTPeOOBAIOCh BBIMOAHUTDL NMpUMep 14.6 HeckonbKo pa3s, EC2 co3man 6bl He-
CKOJIbKO 3K3eMIIISIPOB.

[TpupaTh MAEMNOTEHTHOCTh CLUEHApUSIM, UCIONAb3YIOIMM MOAY/Ib eC2, MOXHO
C MTOMOUIBIO TapaMeTpoB count_tag u exact_count.

Homyctum, TpebyeTcs HamucaTh CLEHApUid, 3aryCcKalolIUif TPU 3SK3eMIIsIpa,
M 3TOT CLIeHapHUit JO/IKEH OBITh UAEMITOTEHTHBIM. TO €CTh, eC/IM TPU IK3eMILIIpa
y)Xe paboTaloT, ClieHapuit He JO/KeH HUUero nenathb. B mpumepe 14.12 mokasaHo,
KaK 3TO MOXHO peann3oBaThb.

Mpumep 14.12 <+ Co3paHue 3K3eMNNFPOB UAEMMOTEHTHbIM CNOCOBOM

- name: start the instance
ec2:

image: ami-8caalced
instance_type: m3.medium
key_name: mykey
group: [web, ssh, outbound]
instance_tags: { type: web, env: production }
exact_count: 3
count_tag: { type: web }

[TapameTp exact_count: 3 coobiaet cucreMe Ansible, 4To oHa JoMmKHa MpoBe-
PUTBH Ha/IMuMe UMEHHO TPeX 3K3eMILISIPOB, YAOBAETBOPSIOIIUX TEry, YKa3aHHOMY
B count_tag. B Haulem mpumepe s yKasaa TOJbKO OAMH Ter B count_tag, HO BOOOILe
MOXXHO YKa3aTh HECKOJIbKO TETOB.

IIpy BBIMOSHEHUM 3TOrO CLieHapus B IMepBbIA pa3 Ansible mpoBepur, ckomb-
KO 3K3eMIUISPOB C TE€roM type=web CyllecTByeT Ha JaHHbI/ MOMeEHT. Tak Kak Ta-
KUX 3K3eMILIspoB HeT, Ansible cosmacT Tpu HOBBIX U MIPUCBOUT UM Teru type=web
u env=production.

IIpu moBTOpHOM 3amycke Ansible mpoBepuT, CKOAbKO 3K3E€MIUISIPOB C TEroM
type=web CylLleCTBYET Ha JaHHbI MOMeHT. OGHaPYKUB TpU 3K3eMIIApa, OHA He 6y-
JeT co31aBaTh HOBBIX.

MNMonBEAEHWE UTOrOB

B nmpumepe 14.13 npuBoAUTCS cLieHapuit, co3aaroumii Tpu sk3emiisapa EC2 u Ha-
CTpaMBaIOLMII UX KaK BeO-cepBepbl. CLieHapHif SIB/ISIETCS UIEMIIOTEHTHBIM, TO €CThb
€ro MOXHO CITOKOMHO 3aImycKaTb HECKOJIbKO pa3, OH OYAeT co3aBaTh HOBbIE 3K3eM-
TJISIPbI, TOJILKO €C/IM OHU ellle He ObUIM CO3/IaHbl.
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O6paruTe BHMMaHME, UTO 3[1eCh BMECTO 3HAUEHMSI instances MUCIONIb3YeTCS 3Ha-
yeHMue tagged_instances, BO3Bpaliaemoe moayiaeM ec2. IlpuumHa 6bina ommcaHa
BbIlile, BO Bpe3ke «3HaueHMe, BO3BpalllaeMoe MOAY/IeEM eC2».

Mpumep 14.13 < ec2-example.yml: 3aKOHYEHHbIH cueHapuii EC2

- name: launch webservers
hosts: localhost
vars:
region: us-west-1
instance_type: t2.micro
count: 1
tasks:
- name: ec2 keypair
ec2_key: "name=mykey key_material={{ item }} region={{ region }}"
with_file: ~/.ssh/id_rsa.pub
- name: web security group
ec2_group:
name: web
description: allow http and https access
region: "{{ region }}"
rules:
- proto: tcp
from_port: 80
to_port: 80
cidr_ip: 0.0.0.0/0
- proto: tcp
from_port: 443
to_port: 443
cidr_ip: 0.0.0.0/0
- name: ssh security group
ec2_group:
name: ssh
description: allow ssh access
region: "{{ region }}"
rules:
- proto: tcp
from_port: 22
to_port: 22
cidr_ip: 0.0.0.0/0
- name: outbound security group
ec2_group:
name: outbound
description: allow outbound connections to the internet
region: "{{ region }}"
rules_egress:
- proto: all
cidr_ip: 0.0.0.0/0
- name: Cet the ubuntu xenial ebs ssd AMI
ec2_ami_find:
name: "ubuntu/images/hvm-ssd/ubuntu-xenial-16.04-amd64-server-*"
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region: "{{ region }}"
sort: name
sort_order: descending
sort_end: 1
no_result_action: fail
register: ubuntu_image
- set_fact: "ami={{ ubuntu_image.results{0].ami_id }}"
- name: start the instances
ec2:
region: "{{ region }}"
image: "{{ ami }}"
instance_type: "{{ instance_type }}"
key_name: mykey
group: [web, ssh, outbound]
instance_tags: { Name: ansiblebook, type: web, env: production }
exact_count: "{{ count }}"
count_tag: { type: web }
wait: yes
register: ec2
- name: add the instance to web and production groups
add_host: hostname={{ item.public_dns_name }} groups=web,production
with_items: "{{ ec2.tagged_instances }}"
when: item.public_dns_name is defined
- name: wait for ssh server to be running
wait_for: host={{ item.public_dns_name }} port=22 search_regex=0penSSH
with_items: "{{ ec2.tagged_instances }}"
when: item.public_dns_name is defined

- name: configure webservers

hosts: web:&production
become: True
gather_facts: False
pre_tasks:

- name: install python

raw: apt-get install -y python-minimal

roles:

- web

Co30AHME BUPTYANIbHOTO NMPUBATHOIO OBJIAKA

Jlo cuxX mop MbI 3aNyCKaay 3K3eMIUISIpbl B BUPTYyaJbHOM npuBaTHOM obnake (VPC)
no ymonyauuio. OgHako Ansible mo3BossieT Takke co3aBaTh HOBbie o6naka VPC
M 3aIyCKaTb B HUX 3K3eMILISIPbI.

Yro Takoe VPC?

BuptyanbHoe npueatHoe obnako (VPC) MOXHO paccMaTpvBaTb Kak WM30AMPOBAH-
Hyto ceTb. Co3naBas Takoe 06nako, Bbl AOMKHbI ONpeaenuTs AuanasoH IP-appecos.
370 AO/MKHO ObiTb NOAMHOXECTBO OAHOTO W3 NpuBaTHbIX AuanaszoHos (10.0.0.0/8,
172.16.0.0/12 vnn 192.168.0.0/16).
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BupTtyancHoe obnako penutcs Ha noacety - nopavanasodbl IP-appecos u3 obuwe-
ro auanasoHa Bcero obnaka. B npumepe 14.14 obnako pacnonaraet AvMana3oHOM
10.0.0.0/16, n Mbl Bbiaenunu B Hem aBe noacetu: 10.0.0.0/24 v 10.0.10/24.

3anyckas 3k3emMnnnp, Bbl AOMNXKHbI BKNIOYATL €ro B O4HY U3 noaceTen B obnake. MNoa-
CeTU MOXHO HaCTPOUTb Tak, YTO 3k3eMnnapbl ByayT nonyyate nybnuyHbie unu npu-
BaTHble IP-appeca. EC2 Takxe no3sonset onpefnenats Tabnuupl Maplpytusaumu ans
nepefayv Tpaduka Mexay noaceTsaIMu U CO34aBaTb UHTEPHET-LW3bl AN nepefayu
Tpadmka U3 noaceten B MIHTepHeT.

HacTporka cetu — CNOXHAa TeMa, BbIXOAALWAA AANEKO 33 PaMKW 3TOM KHuru. [lonon-
HUTENbHYI MHDOPMALMIO Bbl CMOXETE HANUTU B AOKYMEHTaUMK AMazon C ONUMcaHWeM
npuemos co3znanua EC2 8 VPC (http://amzn.to/1Fw89Af).

B npumepe 14.14 nokasaHo, Kak co3gatb VPC ¢ MHTEpHET-LIII030M, ABYMS 110J, -

ceTsIMU U Tabnuiein MapupyTu3saluuu, KoTopas onpenendeT mopsaaoK HaripaB/1eHUA
UCXOOSIUX COeAUHEHU N yepe3 UHTEPHET-1II03.

Mpumep 14.14 < create-vpc.yml: co3panmne VPC
- name: create a vpc

ec2_vpc_net:
region: "{{ region }}"
name: "Book example"
cidr_block: 10.0.0.0/16
tags:
env: production
register: result
set_fact: "vpc_id={{ result.vpc.id }}"

- name: add gateway

"

ec2_vpc_igw:
region: "{{ region }}"
vpc_id: "{{ vpc_id }}"
name: create web subnet
ec2_vpc_subnet:
region: "{{ region }}"
vpc_id: "{{ vpc_id }}"
cidr: 10.0.0.0/24

tags:
env: production
tier: web

name: create db subnet
ec2_vpc_subnet:
region: "{{ region }}"
vpc_id: "{{ vpc_id }}"
cidr: 10.0.1.0/24

tags:
env: production
tier: db

name: set routes
ec2_vpc_route_table:
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region: "{{ region }}"
vpc_id: "{{ vpc_id }}"
tags:

purpose: permit-outbound
subnets:

- 10.0.0.0/24

- 10.0.1.0/24
routes:

- dest: 0.0.0.0/0

gateway_id: igw

Bce 3T KOMaHabl SIBASIIOTCS UAEMIIOTEHTHBIMM, HO KaXkIblii MOLAY/b peanusyeT
MeXaHU3M KOHTPOJISI UAEMITOTEHTHOCTU IT0-CcBoeMy (cM. Tabi. 14.6).

Tabnuua 14.6./locuka KoHmMpona udeMnomeHMHOCMU 8 HeKomopeix Modynsax noddepxcku VPC

Moaynb KoHTponb aeMnoTeHTHOCTH
ec2_vpc_net MapameTpbi name u cidr
ec2_vpc_igw Hanuuune nHtepHeT-wno3a
ec2_vpc_subnet MNapamertpbt vpc_id 1 cidr
ec2_vpc_route_table | Mapametpsi vpc_id u tags!

Eciu B Xome MpoBepKM MAEMITOTEHTHOCTU GyaeT 06HApPY>KeHO HECKOJIbKO 3K3eM-
maspoB, Ansible 3aBepuIUT MOIY/b C MPU3HAKOM OLUIMGKMU.

Ecnu He ykaszaTb Teru B ec2_vpc_route_table, npu kaxXaoM obpalyeHumn k Moaynto 6yaer cos-
[laBaTbCs HOBas Tabnnua MappyTU3aumm.

Heob6xoamMmo 0TMeTUTD, YTO npuMep 14.14 1OBOABHO MPOCT C TOUKM 3PEHMS Ha-
CTPOVKM CETH, TOTOMY UTO MbI OITPEeAEe/ININ BCETO IBE MOACETU 1 06€ OHU MOIKIIIO-
yeHbl K IHTepHeTy. B peanbHOM )XxM3HM Yalije BCTPEYAIOTCS CUTYal MU, KOT1a BbIXO[,
B VIHTepHeT MMeeT TOJbKO OJJHA U3 [TOACeTeN, a TaKKe 3aJaHbl TpaBuia MapLIPyTH-
3a1uu Tpaduka Mexmy HUMMU.

B npumepe 14.15 moka3aH 3aKOHYEHHbI clieHapuit co3ganus VPC u 3amycka Ha
HeM 3K3eMIUISIPOB.

Mpumep 14.15 < ec2-vpc-example.yml: 3akoHueHHbIN cueHapuii EC2 ans 3apanus VPC

- name: launch webservers into a specific vpc
hosts: localhost
vars:
region: us-west-1
instance_type: t2.micro
count: 1
cidrs:
web: 10.0.0.0/24

! Ecnu B mapametpe lookup nepefaHo 3HauUe€HMe id, WIsi KOHTPOJIS UAEMITIOTEHTHOCTU BMeC-
TO tags OYIET UCIT0JIb30BaThCSI MapaMeTp route_table_id.
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db: 10.0.1.0/24

tasks:
- name: create a vpc
ec2_vpc_net:
region: "{{ region }}"
name: book

cidr_block: 10.0.0.0/16
tags: {env: production }
register: result
- set_fact: "vpc_id={{ result.vpc.id }}"
- name: add gateway
ec2_vpc_igw:
region: "{{ region }}"
vpc_id: "{{ vpc_id }}"
- name: create web subnet
ec2_vpc_subnet:
region: "{{ region }}"
vpc_id: "{{ vpc_id }}"
cidr: "{{ cidrs.web }}"
tags: { env: production, tier: web}
register: web_subnet
- set_fact: "web_subnet_id={{ web_subnet.subnet.id }}"
- name: create db subnet
ec2_vpc_subnet:
region: "{{ region }}"
vpc_id: "{{ vpc_id }}"
cidr: "{{ cidrs.db }}"
tags: { env: production, tier: db}
- name: add routing table
ec2_vpc_route_table:
region: "{{ region }}"
vpc_id: "{{ vpc_id }}"
tags:
purpose: permit-outbound
subnets:
- "{{ cidrs.web }}"
- "{{ cidrs.db }}"
routes:
- dest: 0.0.0.0/0
gateway_id: igw
- name: set ec2 keypair
ec2_key: "name=mykey key_material={{ item }}"
with_file: ~/.ssh/id_rsa.pub
- name: web security group
ec2_group:
name: web
region: "{{ region }}"
description: allow http and https access
vpc_id: "{{ vpc_id }}"
rules:
- proto: tcp
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from_port: 80
to_port: 80
cidr_ip: 0.0.0.0/0
- proto: tcp
from_port: 443
to_port: 443
cidr_ip: 0.0.0.0/0
- name: ssh security group
ec2_group:
name: ssh
region: "{{ region }}"
description: allow ssh access
vpc_id: "{{ vpc_id }}"
rules:
- proto: tcp
from_port: 22
to_port: 22
cidr_ip: 0.0.0.0/0
- name: outbound security group
ec2_group:
name: outbound
description: allow outbound connections to the internet
region: "{{ region }}"
vpc_id: "{{ vpc_id }}"
rules_egress:
- proto: all
cidr_ip: 0.0.0.0/0
- name: Cet the ubuntu xenial ebs ssd AMI
ec2_ami_find:
name: "ubuntu/images/hvm-ssd/ubuntu-xenial-16.04-amd64-server-*"
region: "{{ region }}"
sort: name
sort_order: descending
sort_end: 1
no_result_action: fail
register: ubuntu_image
- set_fact: "ami={{ ubuntu_image.results[0].ami_id }}"
- name: start the instances
ec2:
image: "{{ ami }}"
region: "{{ region }}"
instance_type: "{{ instance_type }}"
assign_public_ip: True
key_name: mykey
group: [web, ssh, outbound]
instance_tags: { Name: book, type: web, env: production }
exact_count: "{{ count }}"
count_tag: { type: web }
vpc_subnet_id: "{{ web_subnet_id }}"
walt: yes
register: ec2
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- name: add the instance to web and production groups

add_host: hostname={{ item.public_dns_name }} groups=web,production
with_items: "{{ ec2.tagged_instances }}"

when: item.public_dns_name is defined

name: wait for ssh server to be running

wait_for: host={{ item.public_dns_name }} port=22 search_regex=0penSSH
with_items: "{{ ec2.tagged_instances }}"

when: item.public_dns_name is defined

"

name: configure webservers
hosts: web:&production
become: True
gather_facts: False
pre_tasks:

- name: install python

raw: apt-get install -y python-minimal

roles:

- web

[OuHaMuueckas uusenTapusaumsa n VPC

[Tpu ucnonb3oBaHum VPC 3K3eMIIsIpbl UaCTO MOMEILAIOTCS B TPUBATHYIO MOACETD,
He coeMHEeHHYI0 ¢ VIHTepHeTOM. B 3TOM c/lyyae 3K3eMIUISIPbl HE UMEIOT MyOJIMy-
HbIX [P-agpecos.

B Takoi cuTyalLuu MOXeT MoTpeboBaThCs 3anycTUTh Ansible B 9K3eMILIsipe BHYT-
pu VPC. CueHapuit [MHaMUUeCKO MHBEHTapu3aLumu 10CTaTOUHO 3Q(PeKTUBHO OT-
Juyaet BHyTpeHHMe [P-ampeca 3k3emiuisipoB VPC, He uMewlInx my6anMuyHeix IP-
aZipecos.

B npunoxeHuu B mogpobHo paccka3biBaeTcsl, KAK MOXHO MCITOIb30BaTh POJIN
IAM nna 3anycka Ansible BHyTpu VPC 6e3 He06X0AMMOCTI KOTMPOBAHUS YIETHBIX
naHHbIX EC2 B 3k3eMIsp.

Co3paHve AMI

CyLIecTBYIOT ABa MOAX0a K co3gaHuio o6pa3oB Amazon (AMI) ¢ momoubio Ansible:
UCIOJb3Ysl MOAYJb ec2_ami MM MHCTPYMeHT Packer, KOTopblil mognepskuBaeT An-
sible.

Ucnonb3oBaHne Moayns ec2_ami

Mogysb ec2_ami co3maeT CHUMOK 3alyleHHOoro sk3emruisipa AMI. B npumepe 14.16
MOKa3aHo, KaK AeMACTBYeT 3TOT MOAY/Ib.

Mpumep 14.16 < Co3paHue AMI c noMoLbO MOAYAS ec2_ami

- name: create an AMI
hosts: localhost
vars:
instance_id: i-e5bfc266641f1b918
tasks:
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- name: create the AMI
ec2_ami:
name: web-nginx
description: Ubuntu 16.04 with nginx installed
instance_id: "{{ instance_id }}"
wait: yes
register: ami
- name: output AMI details
debug: var=ami

MUcnonw3losaHue Packer

Mognysnb ec2_ani MpeKkpacHO CIpaBJsieTCsl CO CBOeit 3aaaueit, Ho TpebGyeT mucathb A0-
MOJHUTEIbHbIN KOZ, AJ151 CO30aHMUs U yaaneHus: 3k3eMIasipoB. CylecTByeT MHCTPY-
MEHT C OTKPBITbIM KOOM, Packer (https://www.packer.io), KOTOpbIif aBTOMaTU4Y€CKU
co3gaeT U yjajasieT 3K3eMIUISIpbl. ITOT MHCTPYMEHT Hanucaa Murtden XawMMoOTO
(Mitchell Hashimoto), KoTopblit Takke sIBJIIeTCs co3aaTtesneM Vagrant.

Packer MmoeT co3maBaTh pa3Hble TUIIbl 00pa30B U MOAAEpPKUBAET pa3Hble UH-
CTPYMEHTBI yIIpaB/ieHUs KOHUrypauusamu. B atom pasaene Mol chokycupyemcs Ha
ucnoab3soBauuu Packer gns cosganus AMI ¢ momoiubio Ansible, Ho ero Takxe MOX-
HO MCITOJIb30BaThb JJ151 CO3aaHMs 06pa3oB aApyrux obsakoB laaS, Hanpumep Google
Compute Engine, DigitalOcean unu OpenStack. Ero naxke MOXHO UCITOb30BaTh /151
co3gaHus MaliMH Vagrant u KoHTeitHepoB Docker. OH TakKe IMOAAEPXMUBAET Apyrue
MHCTPYMEHTbI yrpaBiaeHust KoHdurypaumsamu, takue kak Chef, Puppet u Salt.

Ilns ucnions3oBanus Packer Heobxoaumo co3pats daita KoHdurypauumu B pop-
mare [SON u 3aTeM UCIONMb30BaTh YTUIUTY packer I/ CO3AaHUs obpa3a.

Packer mopmepXuBaeT ABa MexaHu3ma HanoaAHeHUs, KOTOpble MOXHO MUCITOJIb30-
BaTh U3 cuieHapueB Ansible ayis co3manusi AMI: 6osee HOBbINI MexaHU3M Ansible
Remote (c uMeHeM ansible) u 6osee ctapeiit Ansible Local (c uMeHeM ansible-local).
YTo6bl MOHATHL PAa3HUILY MEXAY HUMMU, CHauasla HYy>KHO pa306paTbCs B TOM, KakK pa-
6oraer Packer.

B npouecce co3nanus obpaza AMI Packer BbInonHsIeT ceayouime aeiACTBUS:

1. 3amyckaet HoBbIM 3k3emmisip EC2, onupasice Ha o6pa3 AMI, yka3zaHHbI

B daitne koHpUrypauumu.

2. Co3pzaeT BpeMeHHYIO Napy KiIoueii U rpynny 6e30macHOCTMU.

3. BbInmonHsieT BXOJ B HOBbIM 3K3eMIUIsip uepe3 SSH U BeINOHsSIeT BCe CueHapuu
HaroJHeHUs, yKa3aHHble B (paitne KoHbUrypaumm.

4. OcraHaBIMBaeT IK3EMILISP.

5. Co3spaet HOBbIIt 06pa3 AML

6. YpanseTt 3K3eMIUISp, rpyIny 6e30MacHOCTU U apy Kioueit.

7. BeiBoguT upeHtudukatop AMI B TepMuHaU.

Mexanusm Ansible Remote

Korzma ucronb3yetcsi MmexaHu3M HarojaHeHus: Ansible Remote, Packer BoimonHsieT
cueHapuu Ansible Ha siokanbHOM MalMHe. Korga Ucrnosb3yeTcss MexaHM3M Harosl-
HeHus Ansible Local, Packer konupyet cueHapuu Ansible B 3k3eMmisip ¥ 3amyckaeT
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uX TaMm. 1 mpeanoynTalo UCIoOAb30BaTh MexaHu3M Ansible Remote, motomy uTo OH
rnpouie B KOHGUTYpMPOBAHUU, KaK Bbl yOEIUTECh UyTh HUKE.

CHauasa paccMoTpuM MmexaHusm Ansible Remote. B mpumepe 14.17 npeacrasieH
cueHapuit web-ami.yml, BBINOMHSIOUIMI TOATOTOBKY 3K3eMILIsIpa IJisl Co3aaHusi 06-
pasa. 3TO NMpPOCTOJ CLieHapUii, KOTOPbI TPUMEHSIET POJib web K MalllMHE C UMEHEM
default. Packer aBTOMaTuuecku co3maert rnceBnoHuM default. I1pu xxeslaHMM nceBOo-
HUM MOXXHO U3MEHUTD, ONpeieNIMB rapaMeTp host_alias B paspgesne Ansible BHyTpu
dartna kondurypauuu Packer.

Mpumep 14.17 < web-amiyml
- name: configure a webserver as an ami
hosts: default
become: True
roles:
- web

B npumepe 14.18 nokasaH BapuaHT daiia koHdurypauuu Packer, KoTopblii uc-
nosnb3yeT MexaHu3M Ansible Remote nas co3nanust AMI ¢ ucrionb30BaHUEM Hallero
cueHapwus.

Mpumep 14.18 < web.json c ncnons3oBaHueM MexaHuaMa Ansible Remote

{
"builders": [
{
"type": "amazon-ebs",
"region": "us-west-1",
"source_ami": "ami-79df8219",
"instance_type": "t2.micro",
"ssh_username": "ubuntu",
"ami_name": "web-nginx-{{timestamp}}",
"tags": {
"Name": "web-nginx"
}
}
1

5
rovisioners": [

"type": "shell",
"intine": [
"sleep 30",
"sudo apt-get update",
"sudo apt-get install -y python-minimal"

]

Js
{
"type": "ansible",
"playbook_file": "web-ami.yml"
}

]
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Hcnonb3yiiTe kKoMaHay packer build gis cosgaHnst AMI:

$ packer build web.json

Pesynbrar 6yneT BbIrIsiAeTh IPUMEPHO TaK:

==> amazon-ebs: Prevalidating AMI Name...
amazon-ebs: Found Image ID: ami-79df8219
==> amazon-ebs: Creating temporary keypair:
packer_58a0d118-b798-62ca-50d3-18d0e270e423
==> amazon-ebs: Creating temporary security group for this instance...
==> amazon-ebs: Authorizing access to port 22 the temporary security group...
==> amazon-ebs: Launching a source AWS instance...
amazon-ebs: Instance ID: 1-0f4b09dcOcd806248
==> amazon-ebs: Waiting for instance (i-0f4b09dcOcd806248) to become ready...
==> amazon-ebs: Adding tags to source instance
==> amazon-ebs: Waiting for SSH to become available...
==> amazon-ebs: Connected to SSH!
==> amazon-ebs: Provisioning with shell script: /var/folders/g_/S23vq6g91037d1
0231mmbx1780000gp/T/packer-shel1574734910

==> amazon-ebs: Stopping the source instance...

==> amazon-ebs: Waiting for the instance to stop...

==> amazon-ebs: Creating the AMI: web-nginx-1486934296
amazon-ebs: AMI: ami-42ffa322

==> amazon-ebs: Waiting for AMI to become ready...

==> amazon-ebs: Adding tags to AMI (ami-42ffa322)...

==> amazon-ebs: Tagging snapshot: snap-01b570285183a1d35

==> amazon-ebs: Creating AMI tags

==> amazon-ebs: Creating snapshot tags

==> amazon-ebs: Terminating the source AWS instance...

==> amazon-ebs: Cleaning up any extra volumes...

==> amazon-ebs: No volumes to clean up, skipping

==> amazon-ebs: Deleting temporary security group...

==> amazon-ebs: Deleting temporary keypair...

Build 'amazon-ebs' finished.

==> Builds finished. The artifacts of successful builds are:
--> amazon-ebs: AMIs were created:

us-west-1: ami-42ffa322

B npumepe 14.18 umerotca aBe cekuuu: builders u provisioners. Cekums build-
ers OIpe[essieT TUIT co3aaBaemMoro o6pasa. B maHHOM ciyyae co3maetcst EBS-o6pas
(Elastic Block Store-backed), mo3ToMy Mbl UCITOJIb3yeM ITOCTPOUTENb amazon-ebs.

YT06b!1 co3maTh 06pa3 AMI, Packer gomkeH 3armycTUTb HOBbII 3K3eMILIsIp, IO3TO-
MY MbI JOJIKHBI YKa3aTh BCIO HEOOXOAUMYI MHPOPMaLINIO, 06bIYHO UCITOIb3YEMYIO
npu co3gaHum sk3emruispa: permoH EC2, AMI u Tun sk3emmsipa. Packer He Tpe-
6yeT HacTpauBaThb rpymnmny 6e30rmacHocT, MOTOMY YTO, KaK OTMeYanoch Bblllle, OH
aBTOMAaTUYeCKy CO3JaeT BpeMeHHYIO rpynmny 6e30MacHOCTH, @ 3aTeM YAAISET ee 10
3aBepuieHuu. [lomo6Ho Ansible, Packer momkeH MMeTb BO3MOXHOCTb YCTAHOBUTD
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SSH-coenuHeHue ¢ CO30aHHBIM 3K3eMIUISIPOM. [T03TOMY MbI LO/KHBI yKa3aTb UMS
nonb3oBatens B paiine koHburypauum Packer.

Takke HeOOXOOMMO yKa3aThb UMSI 3K3eMILISIpAa U BCE TEru, KOTOpble TpebyeTcst
npucBouTb. [TockonbKy uMeHa AMI OO/MKHBI ObITH YHUKAJBbHBIMMU, MbI UCITONB30-
Banu GyHKuMO {{timestamp}} mns moGaBlIeHUsT METKM BpeMeHM. MeTka BpemMeHu
onpenensieT ATy U BpeMs B BuAe KOAMYECTBA CEKyHH, Mmpowenmux ¢ 1 sHBaps
1970 roga, UTC. 3a nonoaHuTenbHOM nHpopmatmeit o dyHkuusx Packer o6pauiaii-
Tech K fokymeHTauuu Packer (http://bit.ly/1Fw9hEc).

IMockonbKy A5 co3ganusi obpasa tpebyercst B3aumogpelicteoBath ¢ EC2, Packer
IOJI)XEH MMEThb JOCTYN K y4eTHbIM gaHHbIM EC2. Tak ke Kak Ansible, Packer moxeTt
YUTATh UX U3 [IEPEMEHHbIX OKPY>K€HUSI, [I03TOMY HET HEOOXOAMMOCTH SIBHO YKa3bl-
BaThb UX B (aiine KoHUTypaLH, XOTs, eC/IM XOUETCsl, 3TO MOKHO CIe/1aTh.

Cekuus provisioners onpenesnsieT MHCTPYMEHTbI, UCITIOIb3yeMble /151 KOHGUTYpa-
MM 9K3eMILISIpa 0 ero coXpaHeHus B Bune obpasa. Packer mogaepskuBaer cueHapumii
Ha sI3bIKE KOMaHAHOM 0060/I0YKU, KOTOPBIN MO3BOJISIET 3aITyCKaTh MPOU3BOJIbHBIE KO-
MaHAbl Ha sk3emIuisipe. OH ucnonb3yetcs B npumepe 14.18 nnst ycraHoBku Python 2.
YT06b! M36€KaTh COCTOSIHMS F'OHKM, MbITASICh YCTAHOBUTD ITAKETHI 10 TOrO, Kak Orle-
pallMOHHAasl CMCTeMa IMOTHOCTBIO 3arPy3UTCS, ClieHapuit KOMaHIHOM 000/I0YKM B Ha-
11IeM [pMMepe HaCTPOeH Tak, YToObI BbDKAATH 30 CeKyH/, epes, ycTaHOBKoOM Ansible.

Mexanusm Ansible Local
Wcnonb3oBaHMe MexaHu3Ma HaronHeHus Ansible Local moxoske Ha ucmonb30BaHue
MexaHu3ma Ansible Remote, 3a uckmodeHeM HeOOIbIINX, HO BaXKHbIX OTIMUUIA.
ITo ymonuanuio mexaHu3M Ansible Local konupyeT Ha yaaneHHbI XOCT TOTbKO
daitn camoro cueHapust Ansible: mo6blie gpyrue ¢aitabl, OT KOTOPLIX 3aBUCUT Clie-
Hapuii, He KOMUPYIOTCS aBTOMAaTMUeCKM. i1 pellleHusl 3TOM MpobaeMbl HEOOXO-
IMMO CPeICTBO JOCTYIa K HECKOAbKUM daiinaM. Packer mo3BossieT 3a1aTh B rapa-
MeTpe playbook_dir katasor, KOTOpPbI GYIET peKypPCMBHO KOIMMPOBATHCS B Li€JIEBOA
KaTaJor Ha ak3eMIuisipe. Bot npumep pparmenTa daiina kKoHpurypauuu Packer, roe
ornpeaessieTcss KaTajaor A5 KOIMPOBaHUS:

{
"type": "ansible-local”,
"playbook_file": "web-ami-local.yml",
"playbook_dir": "../playbooks"

}

Ecnu TpebyeTcs cKOmMpoBaTh TOALKO (alisibl, orpeessiioume poau, C TOMOLIbIO
napamerpa role_paths MOXKHO SIBHO 3aJaTb CIIMCOK KaTaj0roB poJei:

{
"type": "ansible-local”,
"playbook_file": "web-ami-local.yml",
"role_paths": [
"../playbooks/roles/web"
]
}
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[pyroe Ba>xkHOe OT/IMuYMe: B BoIpaxkeHUM hosts BMecTo default cienyeTt ucrnonb3o-
BaThb localhost.

Bosmoxknoctu Packer HaMHOro 1imMpe, ueM Mbl PacCMOTpeNIM 3[4eChb, BKIIOUAs
MHOXeCTBO [TapaMeTPOB HacCTPOMKU MexXxaHM3MOB HanmoaHeHust o6oux tTunos. Jo-
MOJIHUTE/NbHYI0 MH(OpMAaLMIO Bbl HaliieTe B JOKyMeHTauuu: https://www.packer.io/
docs/.

Lpyrve Moaynm

Ansible o6namaet 6oee o61mKMpHOI mogmepkkoi EC2, ueM MbI OMMUCAIH, a TAKKe
MOYKET B3aMMO/IeICTBOBATH C ApYruMM cryk6amu AWS. Hanmpumep, Ansible MmoskHO
MCITO/Ib30BaTh 118 3amycka ctekoB CloudFormation ¢ momoiubio Mmomynst cloudfor -
mation, coxpaHeHus ¢GaityioB B S3 ¢ MomMolbio Moay/s s3, usMeHeHust 3anucu DNS
C TTOMOLIbIO MOMYJISA route53, CO3aHMUs IPYIIbl aBTOMATUUYECKOrO MaclITabupoBa-
HUS C TOMOLIBIO MOAY/IS ec2_asg, CO3IaHUs KOHGUrypalMyu aBTOMaTUUECKOro Mac-
TabUPOBAHMUS C ITOMOLIbIO MOAY/SA ec2_lc M MHOTOTIO IPYTroro.

HUcnonb3oBanue Ansible ¢ EC2 - obiuMpHas Tema, 0 KOTOPOi MOXHO HamucaTh
otnenbHylo kKHUry. Ha camom nene 91 Kypuuasad (Yan Kurniawan) paboraet Haf,
KHUroi 06 Ansible 1 AWS.

Tereps Bbl 06/1a1aeTe JOCTATOUHBIM 0OLEMOM 3HAHUIA, UTOOBI CIIPABUTHCS C 3TU-
MU JOTMOJHUTEIbHBIMUY MOAYISIMU 6€e3 IpobieM.
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Docker

ITpoexT Docker crpemutensHo 3axBatua Mup IT. S He MOTy BCIIOMHUTb HM OIHOM
JIpYroil TeXHOJIOTMM, KOoTopasi O6buta Obl Tak ObICTPO MOAXBadeHa COOOIECTBOM.
B 3T0i1 r1aBe pacckasbIBaeTcs, Kak ¢ IoMolibio Ansible co3gaBaTh 006pa3bl U pas-
BepThiBaTh KOHTEHepbl Docker.

Yro Takoe KOHTeiHep?

KonmetiHep - 310 ogHa u3 GopM BupTyanusaumu. Koraa BupTyanusaums MCNonb3yeTcs ans
3anycka NpoLeccoB B rOCTEBO ONEepPaUMOHHOM CUCTEME, 3TU NPOLECCH HEBUAMMbI One-
PaUMOHHOW CUCTEME-HOCUTENID, BbINONHAOWENCS Ha du3nYeckoin annapaTtype. B yacr-
HOCTM, NPOLECCHI, 3aNyLLEHHbIE B FOCTEBOW ONEPALUOHHON CUCTEME, HE UMEIDT NPSMOro
[0CTyna K GU3NYeCckuM pecypcam, 4axe eciv HaaeneHsl NpaBamMun Cynepnonb3oBaTens.
KoHTelHepbl MHOraa HasblBalT 8upmyanusayuel onepayuoHHol cucmemsl, YyTobbl OT-
LenuTb UX OT TEXHONOMWUI 8upmyanusayuu annapamHoeo obecneyeHus. Npu BUpTya-
nu3aumn annapaTtHoro obecneyeHus nporpamMMHoe obecneyeHue, HasbiBaemoe 2eu-
nepsu30pomM, BOCCO34aeT PU3MYECKYI0 MALWUHY LENUKOM, BKNOYas BupTyansHbole CPU,
NamATb, a TAKXKE YCTPOMCTBA, TaKWe KaK AUCKU U ceTeBble nHTepdeicel. BupTtyanusauus
annapaTtHoro obecneveHus ~ o4eHb rMBKas TEXHOMOIUS, NOCKONbKY BUPTyanu3aumu
noaBepraeTcs BCS MalwWHa LENUKOM. B 4acTHOCTU, B KauecTBe rocTeBOM MOXHO yCTa-
HOBWTb NO6YH0 ONEPALMOHHYH CUCTEMY, AAXKE B KOPHE OTNUYAIOLLYIOCS OT CUCTEMBI-
HocuTens (HanpuMep, roctesyto cucteMy Windows Server 2012 B cuctemMe-HocuTene
RedHat Enterprise Linux), 1 ocTaHaBA1BaTb U 3anyCckaTb BUPTYanbHY MaWUHY TOYHO
TakK Xe, Kak Pu3nyeckyt. ITa rubKoCTb HeceT ¢ coboi noTepu B NPOU3BOAUTENBHOCTH,
HeobxoauMble 4Nng BUPTYanu3aumu annapaTHoro obecneyeHus.

Mpu BUpTYyanusaumMu OMNEpPaLUOHHOW CUCTEMbI (KOHTEMHEPbLI) rocTeBble NpouecChl
NPOCTO U30MPYHOTCA OT NPOLECCOB CUCTEMbI-HOCUTENS. OHU 3anyCKakTCA HA TOM Xe
A0pe, YTO U CUCTEMA-HOCUTEND, HO MPU 3TOM CUCTEMA-HOCUTENb 0HecneymMBaeT NONHYHIO
M3019UMI0 roCTeBbIX Npoueccos ot sapa. Ecnn nporpammHoe obecneveHune noaaepx-
KW KOHTenHepoB, Takoe kak Docker, aencteyet 8 OC Linux, roctesble npouecchl Takxe
LOMKHbI BbITb Npoueccamu Linux. Mpy 3TOM U3OEPXKKMU OKA3bIBAKOTCA rOPA3n0 HUXKE,
YyeM Npu BUPTYanu3auMu annapaTHoro obecneyeHus, NOCKONbKY 3anyCKaeTCs TONbKO
0[Ha onepauMoHHas cuctema. B yactHOCTH, npoueccbl B KOHTEMHEpPAX 3amnyckaloTcs
ropasgo 6bicTpee, YeM Ha BUPTYanbHbIX MALIMHAX.
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Docker — 3ro 6onbuie, yeM KoHTelHepbl. ITo II0 MOXHO cunTaTh ru1aTGopmoit,
B KOTOPOif KOHTefHEepbl UTPAIOT POJib CTPOUTENbHBIX 610KOB. KoHTeitHepsl B Do-
cker — 3TO MOUYTM TO XXe caMoOe, UTO BMpTya/ibHble MallMHbI B objakax IaaS. /IBe
Ipyrue BaxkHble coctasasiomme Docker — dopmat o6pasos u Docker API.

O6pa3sbl Docker MOKHO CUMTATDb aHAJIOTaMM 00pa30B BUPTYalbHbIX MalinH. 06-
pa3 Docker conepXut $HaiioBylo CMCTEMY C YCTAHOBJIEHHO OIepalMOHHOM cUCTe-
MOI1, a TaK’Ke HEKOTOpble MeTalaHHble. OHO CYleCTBEHHOE OT/IMYME B TOM, UTO
o6pasbl Docker — MHOroypoBHeBbIe. 17151 co3ganust HoBoro o6pa3sa Docker 6epeTcs
CYIeCTBYIOLIMIA 06pa3 u moauduumupyetcs 1o6aBIeHEM, MU3SMEHEHMEM WIN yaa-
nenueM ¢aitnos. [IpeacrasieHne HoBoro o6pasa Docker cogep>xut nHGopmaLunio
06 opuruHanbHoM obpase Docker, a Takke oTanMuus B GaitioBoit cucTeMe MeXIY
OpPUTMHANbHBIM M HOBBIM o6pasamu Docker. Hampumep: opuumanbHbiit 06pas
Nginx nans Docker (http://bit.ly/2ktXbgS) peann3oBaH HalOXeHMEM NOIMOJIHUTENb-
HbIX ypoBHel Ha oduuuanbHbiit 06pa3 Debian Jessie. bnaromapst Takoit MHOTro-
YpOBHeBOI opranu3auuyu ob6passl Docker ropasgo MeHblle TPaAMLIMOHHBIX 00pa-
30B BUPTYaJbHbIX MalllMH, a 3HAYUT, UX Jierye nepeaathb uepe3 UHTepHeT. [IpoekT
Docker noagepxuBaeTt peectp mMyoJnMYHO AOCTYIMHbIX 06pa3oB (https://registry.hub.
docker.com/).

Taxske Docker nogagepskuaet API ynaneHHOro yrpaBiaeHu s, TO3BOJISIOUINIA OCy-
LIECTB/ISTb B3aMMOMAENCTBUS CO CTOPOHHUMM MHCTpyMeHTaMu. DToT API kak pas
ucronb3yeT Moy Ansible docker.

OsbeanHEHUE DOCKER U ANSIBLE

KoHreitHepb! Docker 1Mo3Bo/SIOT JIerKO yIakoBaTh NMpuioxeHue B 06pa3s, KOTOPbIi
JIETKO pa3BepThIBAETCS B paslIMUHbIX cuUcTeMaxX. IMEHHO MO3TOMY B OTHOLUEHUU
npoekta Docker ucronb3yercs meradopa KopabenbHbIX KOHTeitHepoB. API yaaneH-
Horo yrpaBiaeHus B Docker yrpoulaetT aBToMaTM3alMI0 IPOTPaMMHbIX CUCTEM, 3a-
myckaeMbIx rmosepx Docker.

Ectb nBe ob6nactu, B Kotopbix Ansible ynpoiaet paboty ¢ Docker. OnHa cBs3aHa
¢ ynpaBieHueM KoHteitHepamu Docker. Ing ycraHoBku «Docker’ M3aupoBaHHOIO»
MpOrpaMMHOT0 ob6ecrieyeHus 06bIYHO MPUXOAUTCS CO3/1aBaTh HECKOIbKO KOHTE -
HepoB Docker, comepkaumx pasHbie CIyKObl. ITU CTYKObI JODKHbBI UMETh BO3MOXK-
HOCTb B3aMMOZEMCTBOBATh MEXIY CO60I, TO3TOMY HY>KHO IPaBUJIbHO 06BEANHUTD
COOTBETCTBYIOUIME KOHTEMHEPBI U YOEAUTHCS, YTO OHM 3aMyCKAIOTCS B MpPaBUIb-
HOM mopsigke. M3HauanbHO npoekT Docker He BKIOYan pa3BUTHIX MHCTPYMEHTOB
yIpaBiaeHMsl, IO 3TOM MPUUYMHE MOSIBUINCH CTOPOHHME MHCTPYMeEHTHI. Ansible 6b11a
co37aHa Jyisl YIpaB/ieHus, T03TOMY €€ UCITOJb30BaHMe JIJIss pa3BepThIBaHUS TIPU-
noxxeHuit B Docker BbIIISAUT €CTECTBEHHBIM pelieHUeM.

pyras obnactb — 3T0 co3ganue oo6pa3oB Docker. OduimanbHbIi criocob co3na-
Hus cBoux o6pa3oB Docker 3akioyaeTcsi B CO3AaHUM 0COOBIX TEKCTOBBIX (paitios,
Ha3biBaeMbIx Dockerfiles, KOTOpble MOXOXM HAa CLIEHAPUM KOMAaHAHON OOO0JOUKMU.
Dockerfiles mpekpacHo moaxoadT Ajis co3aaHus npocThix 06pa3oB. Ho koraa Tpeby-
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eTCsl peain30BaTh YTO-TO GoJiee C0XKHOe, Best Mollb Ansible Tepsietcs. K cuactsio,
Ansible MOXXHO MCMO/Ib30BATD JJ151 CO3JAaHUS CLIEHapUEB.

CoBceM HenaBHO NOSIBUNCS HOBbIM npoekT Ansible Container — oduUManbHOE pelleHue Uc-
nonb3oBaHus cueHapues Ansible ans co3paHus obpa3os koHTeriHepoB Docker. Ha MoMeHT
HanucaHus 3TMX CTPOK caMo ceexxer Bbina sepcua Ansible Container 0.2. B koHue sHBaps
2017-ro pykoBoauTenu npoekta obbseunm B cnucke paccoinkn Ansible Container, uto cne-
Aytowas sepcus npoekta, Ansible Container Mk. If, 6yaeT BKNtoYaTh CyLLECTBEHHbIE OTANUUS,
Mockonbky Ansible Container Bce ewe HaXo0AMTCA Ha HAaYaNbHOM CTaaMKU Pa3BUTUS, Mbl pe-
Wwunm He yrnybnatbcs B onucaHue ero ocobeHHocTen B 3ToW KHure. Ho ByaeT oueHb xopoLwo,
€CNM Bbl CAMOCTOATENbHO NO3HAKOMMUTECH C 3TUM MPOEKTOM.

XKu3HEHHBIA UMKN NPUNOXEHUA DOCKER

BOT KaK BbIMISIAUT OObIYHBINA KM3HEHHBIN LUK MpuaoxeHus Docker:

1. Cosmanue o6pa3oB Docker Ha TOKanbHOM MalllMHe.

2. Tlepemaua o6pa3oB Docker ¢ JIOKaabHOI MalllMHbI B PEECTP.

3. W3BneueHue o6pa3oB Docker Ha yaaneHHbI! XOCT U3 peecTpa.

4. 3amyck KoHTeliHepoB Docker Ha yJaieHHOM XOCTe MyTeM Iepefauyu UM UH-

dopmaumm o kKoHpuUrypaumm.

O6b1yHO 06pa3 Docker co3maeTcss Ha JIOKaJbHOM MalIMHE WM B CUCTEME He-
MpepbIBHOM MHTErpaluu, NoAep;KMBaloLleit ux co3ganue, Hanpumep Jenkins uin
CircleCI. IMTocne co3paHus 06pa3 HEOOXOIUMO Ie-TO COXPAHUTD, OTKYJA €ro JIETKO
6yaeT 3arpy3mThb Ha yAajeHHbIe XOCThI.

O6pa3bl Docker 06bIYHO XpaHATCS B XpaHUIMLLLE, Ha3bIBAEMOM peecmpom. IIpo-
ekt Docker nogmepxuBaet peectp Docker Hub, B KOTOpOM MOTYT XPaHUTbCS KakK
ny6/IMUHbIe, TaK M YacTHble 06pa3bl. CyllecTBYeT MHCTPYMEHT KOMaHIHOM CTPOKU
CO BCTPOEHHOM MOALEPKKOM pa3MellleHMst 00pa30B B peecTpe u 3arpy3Ku 13 Hero.

[Mocne pa3meleHus o6pasa Docker B peecTpe MOXHO COEAMHUTBCS C YAaTeHHbIM
XOCTOM, 3arpy3uTh 00pa3 KOHTeiHepa U 3amyCcTUTb ero. O6paTuTe BHUMaHUE, UTO
€C/IM MOMbITaThCSl 3aMyCTUTh KOHTeHep, o6pa3a KOTOpPOro HeT Ha xocTe, Docker
aBTOMAaTMYECKM 3arpy3UT ero 13 peectpa. [I03TOMYy HET HEOOXOAUMMOCTU SIBHO UC-
M0J/1b30BaTh KOMaHy 3arpy3ku obpasa u3 peectpa.

ITpu ncnonb3oBaHuu Ansible nns cozganus ob6paszoB Docker u 3amycka KOHTe-
HEpOB Ha yIaJeHHbIX XOCTaX KM3HEHHbI LIMKJI TPUJIOKEeHUs GYIeT BhIT/IIETh Clie-
IVIOLIMM 06pa3oM:

1. Hamucauwue ciieHapueB Ansible nys co3ganus o6pa3oB Docker.

2. BblnmonHeHue cuieHapueB IJis co3maHus o6pa3oB Docker Ha JTOKaNbHOM Ma-

HIMHE.

3. Tlepemaua o6pa3oB Docker c JIoKa/bHOM MalLIMHbBI B PEECTP.

4. Hanucanue cueHapueB Ansible ayist usBneuenust o6pazos Docker Ha yganeH-
Hbl€e XOCTbI, 3aIyCK KOHTeHepoB Docker Ha yaaneHHbIX XOCTaX MMYTeM Mepe-
Jauu nHdopMalmm o KoHpUrypaumu.

5. BbimonHeHue clieHapueB Ansible 1151 3armycka KOHTEMHEPOB.
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MPUMEP NPUMEHEHMS: GHOST

B 3T0J1 r1aBe Mbl OCTaBUMM B CTOPOHe NMpuaoxkeHue Mezzanine 1 BO3bMeM 3a OCHOBY
npyroe npunoxenue — Ghost. Ghost — 3T0 nnatdopma 6;10rMHra ¢ OTKPBITHIM UC-
XOIHBIM KOJOM, HamoMuHatomas WordPress. Ilpoekt Ghost umeet oduumanbHbIii
KoHTeliHep Docker, KOTOPBII1 MbI UCITO/Ib3YEeM B KaUeCTBE OCHOBBI.

BoT 0 4yem MbI MOrOBOpUM Janee B 3TOM I11aBe:

O 3amyck koHTeitHepa Ghost Ha 10KanbHOI MalIMHE;

O 3anyck koHTeitHepa Ghost moBepx KoHTeliHepa Nginx ¢ HacTpoiikoit SSL;

O pobaBneHue cBoero o6pasa Nginx B peectp;

O pasBeprbiBaHKe KoHTeitHepoB Ghost 1 Nginx Ha yganeHHON MallynHe.

Mook ntoYeHUE K AEMOHY DOCKER

Bce momynu Ansible Docker B3aumopeiicTByioT ¢ sgemoHoM Docker. Ecnu Bbl pabora-
ere B Linux uan B macOS u ucnons3yere nognepxky Docker mns Mac, Bce momynu
JIOJIKHBI IPOCTO paboTaTh 6€3 BCAKUX IOMOTHUTENbHbBIX TapaMeTpPOB.

Ecnu BbI pabotaete B macOS u ucnonb3yere Boot2Docker unu Docker Machine,
a Takke Koraa Moay/b u aemMoH Docker BBIMOMHSAIOTCS Ha pa3HbIX MalllMHAaxX, BaM
MOXXeT MOHAJ00UTLCS MepeaaTb MOAY/ISIM OOMOIHUTENbHYI0 MHPOPMALIMIO, YTOOBI
OHM MOIJIM CBsA3aThcs ¢ AemoHoM Docker. B Ta6n. 15.1 mepeuncieHbl nmapaMeTphl,
KOTOpbIe MOXHO Mepe1aBaTbh MOAY/ISIM yepe3 apryMeHTbl KOMaHIHOM CTPOKU MU
yepe3 repemMeHHble OKpYyXKeHus. JI0MoNMHUTeIbHbIe TOAPOOHOCTHM BbI HaiiieTe B 10-
KyMEHTalMM C onucaHueM Mmomyns docker_container.

Tabnuya 15.1. lMapamempeor nodxatoyeHus k demoHy Docker
AprymeHT Moayna

MepemeHHan oKpyKeHUA 3HaueHue nNo YMONHaHWUIO

docker_host

DOCKER_HOST

unix://var/run/docker.sock

tls_hostname

DOCKER_TLS_HOSTNAME

localhost

api_version

DOCKER_API_VERSION

auto

cert_path DOCKER_CERT_PATH (Hem)
ssl_version DOCKER_SSL_VERSION (Hem)

tls DOCKER_TLS no
tls_verify DOCKER_TLS_VERIFY no

timeout DOCKER_TIMEOUT 60 (cekyHd)

3ANYCK KOHTEAHEPA HA JTIOKANbHOW MALUMHE

Mopynb docker _container 3amyckaeT u ocTaHaBnuBaeT KoHTelHeps! Docker, peanu-
3ysl HEKOTOpbIe BOSMO)XXHOCTU MUHCTPYMEHTa KOMaHAHOM CTPOKU docker, Takue Kak
KOMaHapbl run, kill u rm.

Ecnu npennonoxkuTs, 4To MporpaMmMHoe obecrieueHme Docker yke yCTaHOBIEHO
Ha JI0KaJlbHOM KOMITbIOTEpe, Cleyiolasi KoMaHaa 3arpy3uT obpas ghost u3 peect-
pa Docker u 3anyctut ero. OHa oTobpasut nmopt 2368 B KoHTeitHepe B nmopT 8000
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JIOKa/JIbHOI MallMHbl, 61arogaps Yemy Bbl cMOXeTe obpaTuTbest K Ghost nmo azpecy:
http://localhost:8000.

$ ansible localhost -m docker_container -a "name=test-ghost image=ghost \
ports=8000:2368"

B mepBbIit pa3 MOXeT MOTpe6OBaTLCS HEKOTOpPOe BpeMsl Ha 3arpy3ky obpasa.
B ciyyae ycrexa KomaHa docker ps IMOKaXKeT paboTalolIii KOHTeHep:

$ docker ps
CONTAINER ID  IMACE COMMAND CREATED
48e69da%90023  ghost "/entrypoint.sh np..." 37 seconds ago

STATUS PORTS NAMES
Up 36 seconds 0.0.0.0:8000->2368/tcp  test-ghost

Cnenytoliass KOMaHga OCTAaHOBUT M YAAIUT KOHTelHep:

$ ansible localhost -m docker_container -a "name=test-ghost state=absent"

Mopnynb docker_container nongep>xmBaeT HECKOAbKO MMapaMeTpOB: MpaKTUYeCKu
ILJIs1 BCeX rapaMeTpOB, MOAAeP>XXMBaeMbIX KOMaHI0M docker, UMEIOTCS SKBMBAJIEHT-
Hble napaMeTpsl 4711 MOLy/s docker_container.

Co30AHUE 0BPA3A M3 DOCKERFILE

CranpapTHblit 06pa3 Ghost mpekpacHo paboraeT cam 1o cebe, HO, UTOOBI obecrie-
yuTb 6€30MacHOCTb SOCTYIA, Tepes HUM HY)XXHO 3aITyCTUTb Be6-cepBep C HaCTPOeH-
HoOI1 nogaepkkoit TLS.

IIpoekT Nginx rnogaep>XxuBaet CBOM CTaHAAPTHBIN 06pa3 Nginx, HO HAM HY)XHO
HaCTPOUTD ero AJist pabotsl ¢ Ghost 1 BKIIOUNTD B HeM noaaepkky TLS, kak Mbl ie-
JIaJIv 3TO B IJ1aBe 6, KOrAa pa3BepThiBaayM MpuaoxkeHue Mezzanine. B mpumepe 15.1
npexncrasieH daita Dockerfile, peanusyloimii Bce Heo6xomumoe.

Mpumep 15.1 < Dockerfile

FROM nginx
RUN rm /etc/nginx/conf.d/default.conf
COPY ghost.conf /etc/nginx/conf.d/ghost.conf

B npumepe 15.2 nmpuBoautcs KoHuUrypaums Bed-cepBepa Nginx, o6c1ykuBa-
ouero Ghost. ImaBHoe ee oTiiMume OT MpMMepa KOHGUTypaumumu st TPUIOXKEeHUs
Mezzanine 3aKk/io4aeTcs B TOM, 4To Ternepb Nginx B3aumoneiictyet ¢ Ghost uepes
TCP-coker (rmopt 2368), Toraa Kak iJisi B3aMMOAeNCTBMIA ¢ Mezzanine ucnosib30Bai-
cs cokeT foMeHa Unix.

Ipyroe oTnnume — myTh K Karasnory ¢ dannamm ceprucdukaros TLS: /certs.

Mpumep 15.2 < ghost.conf

upstream ghost {
server ghost:2368;

}
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server {
listen 80;
listen 443 ssl;

client_max_body_size 10M;
keepalive_timeout 15;

ssl_certificate /certs/nginx.crt;
ssl_certificate_key /certs/nginx.key;
ssl_session_cache shared:SSL:10m;
ssl_session_timeout 10m;

# # napamertp ssl_ciphers cavwkoMm AnvHHbIA,
# # 4T06bl NPUBOAWTL €ro H3 CTPAHULAX KHWTK
ssl_prefer_server_ciphers on;

location / {
proxy_redirect off;

proxy_set_header Host Shost;

proxy_set_header X-Real-IP $remote_addr;
proxy_set_header X-Forwarded-For $proxy_add_x_forwarded_for;
proxy_set_header X-Forwarded-Protocol $scheme;

proxy_pass http://ghost;

Kak MoxHO 3aMeTuThb B 3TOi KOHbUrypauuu, Be6-cepsep Nginx obpauiaercs
K cepBepy Ghost, ucronb3yst umMs xocta ghost. Pa3BepTbiBasi 3T KOHTeMHePbI, Bbl
JOJIXXHBI TaDAHTUPOBATh 3TO COOTBETCTBME; MHAUe KOHTeltHep Nginx He cMoxeT 00-
CTyXmBaTb KoHTeitHep Ghost.

Ecnu npenmnonoxuts, uto Dockerfile u nginx.conf XxpaHsSTCs B KaTajnore nginx, cie-
noyioulasi 3agayva cosgact obpas lorin/nginx-ghost. 3pech ucronb3oBaH npedukc an-
siblebook/, moTomy uTo cobupaemcsi momecTuTh 06pa3 B pero3utopuit Docker Hub
¢ uMeHeM ansiblebook/nginx-ghost:

- name: create Nginx image
docker_image:
name: ansiblebook/nginx-ghost
path: nginx

Y6equThCs B YCITeHOM BbITTOJIHEHUM 331a4M MOXHO C TOMOLIbIO KOMaH bl dock -
er images:

$ docker images

REPOSITORY TAG IMAGE ID CREATED
ansiblebook/nginx-ghost latest 23fd848947a7 37 seconds ago
ghost latest  066a22d980f4 3 days ago
nginx latest  cc1b61406712 11 days ago

SIZE

182 MB

326 MB

182 MB
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O6paTuTe BHMMaHue, UTO BbI30B MOLYJs docker_image 3aBeplUMTCS HUYEM, eC/IU
o6pa3 ¢ TaKMM MMEHEM YKe CYLIeCTBYeT, faxe ecnu cogepxumoe Dockerfile uame-
Hunoch. Ecnu Bl BHecu u3MeHenus B Dockerfile v xotute nepeco6patb o6pas, 1o-
6aBbTe mapamMeTp force: yes.

B o6111eM cniyyae npenodyTuTenbHee 1o6aBsTh MapaMeTp tag C HOMEpPOM BepCHu
Y YBEJIMUMBATD €ro AJ1s1 KaXKI0i HOBO¥ COOPKU. B aTom ciiydyae monynb docker_image
6yzmer co3naBaTh HOBble 00pa3bl 6e3 SBHOrO UCIOAb30BaHus napameTtpa forced.

YNPABNEHUE HECKONbKMMMN KOHTENHEPAMU
HA NOKAJIbHOMA MALLUUHE

YacTto GbIBAaET HYXHO 3alyCTUTh HECKOJbKO KOHTeitHepoB Docker u cBs3aTh ux
BMecTe. B npoliecce pa3paboTKu BCe TakMe KOHTeHepbl O6bIYHO 3aITyCKaITCs Ha
JIOKaZbHOM MaluMHe. Ho B MpOMBILLIZIEHHOM OKPY>XeHMM OHM HepeaKO 3aITyCKalTCs
Ha pasHbIX MalllMHaX.

I HyXI pa3paboTKM, KOra BCe KOHTeHepbl BHIIOHSIOTCS Ha OAHOM MallliHe,
npoekT Docker npenocrasnsier MHcTpyMeHT Docker Compose, yIpoLLaoLMii 3aIycK
" CBSI3bIBaHMeE KOHTEJMHepOB. [I/151 ypaBaeHUs KOHTeiHepaMy C MOMOILbIO MHCTPY-
MeHTa Docker Compose MOKHO MCII0/b30BaTh MOAY/Nb docker_service.

B mpumepe 15.3 npexncrasnen ¢aitn docker-compose.yml, KOTOpbIi 3amycKaeT
Nginx 1 Ghost. B zaHHOM c/y4ae MpezmosaraeTcst HaauMuue Kartasnora ./certs ¢ gait-
namu ceptuduxaron TLS.

Mpumep 15.3 < docker-compose.yml
version: '2'
services:
nginx:
image: ansiblebook/nginx-ghost
ports:
- "8000:80"
- "8443:443"
volumes:
- ${PWD}/certs:/certs
links:
- ghost
ghost:
image: ghost

B npumepe 15.4 npuBOOMUTCS CLieHapuit, KOTOPbIN co3paet ¢aitn obpasa Nginx,
3aTeM CO3JaeT CaMOITOAMMCaHHbIe cepTUdUKAThI U 3aMyCKaeT CYXX6bI, ONMCAaHHbIE
B mpuMepe 15.3.

Mpumep 15.4 < ghost.yml

- name: Run Ghost locally
hosts: localhost
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gather_facts: False
tasks:
- name: create Nginx image
docker_1image:
name: ansiblebook/nginx-ghost
path: nginx
- name: create certs
command: >
openssl req -new -x509 -nodes
-out certs/nginx.crt -keyout certs/nginx.key
-subj '/CN=localhost' -days 3650
creates=certs/nginx.crt
- name: bring up services
docker_service:
project_src: .
state: present

OTnPaBKA OBPA3A B PEECTP DOCKER

Jinst otripaBku o6pasa B pernto3uTopuit Docker Hub MbI 1cIi0/1b3yeM OTAENbHBIN Clie-
Hapuit, peCcTaBlIeHHbI B mpuMepe 15.5. O6paTuTe BHUMaHUe, YTO MOIY/Ib dock-
er_login JO/KeH BbI3bIBATHCS AJIS1 PETUCTPaLlMM B peecTpe 40 MOMBbITKU OTIPaBUTh
Tyma obpas. 0b6a moayns — docker_login 1 docker_image — 110 yMOIUaHUIO UCITONb3YIOT
B KauecTBe peecTpa perno3utopuit Docker Hub.

Mpumep 15.5 < publish.yml
- name: publish images to docker hub
hosts: localhost
gather_facts: False
vars_prompt:
- name: username
prompt: Enter Docker Registry username
- name: email
prompt: Enter Docker Registry email
- name: password
prompt: Enter Docker Registry password
private: yes
tasks:
- name: authenticate with repository
docker_login:
username: "{{ username }}"
email: "{{ email }}"
password: "{{ password }}"
- name: push image up
docker_image:
name: ansiblebook/nginx-ghost
push: yes

Ecnu BbI coGMpaeTech UCIOIb30BaTh APYroii peectp, orpeaennTe napameTp reg-
istry_url B docker_login 1 mpedukc umMeHu 06pasa c MMeHeM X0CTa U HOMEPOM Top-
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Ta peecTpa (eciM peecTp MCIoab3yeT HecTaHAapTHbI nopt HTTP/HTTPS). B npu-
mepe 15.6 mokasaHo, Kak cjieAyeT MU3MEeHMTh 3a1a4yy NPy UCIIOAb30BaHMM peecTpa
http://reg.example.com. CueHapuit co3ganus obpasa Takxke He06X0JMMO U3MEHMUTb,
yTOObI OTPA3UTh B HEM HOBOE MM 06pas3a: reg.example.com/ansiblebook/nginx-ghost.

Mpumep 15.6 < publish.yml nns cnyyas MCNonb3oBaHWS HeCTaHAAPTHOro peectpa

tasks:
- name: authenticate with repository
docker_login:
username: "{{ username }}"
email: "{{ email }}"
password: "{{ password }}"
registry_url: http://reg.example.com
- name: push image up
docker_image:
name: reg.example.com/ansiblebook/nginx-ghost
push: yes

ITpoBepuTh coxpaHeHue obpa3a B peectpe Docker MOXHO C MCIO/b30BaHUEM
nokanbHoro peecrpa. CueHapuii B mpumepe 15.7 3amyckaeT peecTp B KOHTelfHepe
Docker, ormeuaet ob6pa3 ansiblebook/nginx-ghost xak localhost:5000/ansiblebook/
nginx-ghost u nomelyaet ero B peectp. O6pature BHMMaHMe, YTO 110 YMOTYAHUIO
JIOKa/bHble peecTpbl He TpebyloT ayTeHTUdMKauuy, IO3TOMY B JaHHOM CLIeHapuu
OTCYTCTBYeT 3a4ava, BbI3biBaroulas docker_login.

Mpumep 15.7 < publish.yml ans cnyyas ncnonb3oBaHWs NOKanbHOro peectpa

- name: publish images to local docker registry
hosts: localhost
gather_facts: False
vars:
repo_port: 5000
repo: "localhost:{{repo_port}}"
image: ansiblebook/nginx-ghost
tasks:
- name: start a registry locally
docker_contatiner:
name: registry
image: registry:2
ports: "{{ repo_port }}:5000"
- debug:
msg: name={{ image }} repo={{ repo }}/{{ image }}
- name: tag the nginx-ghost image to the repository
docker_image:
name: "{{ image }}"
repository: "{{ repo }}/{{ image }}"
push: yes

ITpoBepKy MOXXHO BBITIOJTHUTb, 3arpy3uB daitn manudecra:
$ curl http://localhost:5000/v2/ansiblebook/nginx-ghost/manifests/latest
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{
"schemaVersion": 1,
"name": "ansiblebook/nginx-ghost",
"tag": "latest",

}

3ANPOC MHOOPMALIUM O JIOKANIbHOM OBPA3E

Monynb docker_image_facts o3BossieT 3alIpoCMTh MeTaJaHHbIe, ONMChIBaKoLine 06-
pa3s, KOTOpbI XpaHUTCS JoKaabHO. [Ipumep 15.8 memMoHcTpupyeT cueHapuit, uc-
MOJIb3YIOLMIA 3TOT MOAY/b AJIS MosyuyeHus nHdopMaumu u3 obpasa ghost 06 oT-
KPBITBIX IOPTax U TOMax.

Mpumep 15.8 < image-facts.yml
- name: get exposed ports and volumes
hosts: localhost
gather_facts: False
vars:
image: ghost
tasks:
- name: get image info
docker_image_facts: name=ghost
register: ghost
- name: extract ports
set_fact:
ports: "{{ ghost.images[0].Config.ExposedPorts.keys() }}"
- name: we expect only one port to be exposed
assert:
that: "ports|length == 1"
- name: output exposed port
debug:
msg: "Exposed port: {{ ports[0] }}"
- name: extract volumes
set_fact:
volumes: "{{ ghost.images[0].Config.Volumes.keys() }}"
- name: output volumes
debug:
msg: "Volume: {{ item }}"
with_items: "{{ volumes }}"

Ecnn 3aITyCTUTDb ero, OH BbIBeJeT cjieayroliee:
$ ansible-playbook image-facts.yml

PLAY [get exposed ports and Volumes] T2 R R R R T T T P e e T

TASK [get image info] hhkkkkkk kA kA kA kA kA kA kkhkhkkkhkkkhkkkhkhhkkkhhkhhkhkkhkhkhhkkk

ok: [localhost]
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TASK [EXtract ports] hhkkkkhkkhkhhkhkhhhkhkhkhkhhhhhhkhhhhkhkhhhkkhhkhhhhkkhkhhhkhkhkkhhkkhkhhhkk

ok: [localhost]

TASK [we expect only one port to be exposed] *#kkxkkkxxxkkwxkrkrttatttd btk hhkkkk
ok: [localhost] => {
"changed": false,

msg": "All assertions passed"

}
TASK [Output exposed port] deokdddd kR Kk kAR AR AR ARk kkkkkkk ke kkk
ok: [localhost] => {
"msg": "Exposed port: 2368/tcp"
}

TASK [@Xtract vOLUMES] ks koksokkkokekkkokokk ok ok koo ook ok ok ook ok koo ko ok ok

ok: [localhost]

TASK [output volumes] Khkkkkkkkkkkkkkkkkkkkkkkkkkkkkkkkkkkkkkkkkkkkhkkkkhkhkkkkkkdkkk
ok: [localhost] => (item=/var/lib/ghost) => {

"{tem": "/var/lib/ghost",

"msg": "Volume: [var/lib/ghost"

}
PLAY RECAP hhkkkkhkkhkhkhkhkhhkkhkhkhhkhhkhkhkhkhhkhhhhkhkkhhhhhhkkhkkhhkhhhhkkkhkhhhhkkkkhhkhkkkkkhkhkk
localhost : ok=6 changed=0 unreachable=0 failed=0

PA3BEPTbIBAHUE MPUNOXXEHWS B KOHTEMHEPE DOCKER

ITo ymonuanuio B KauectBe 6a3bl JaHHbIX Ghost ucrmonb3yer SQLite. B mpombiii-
JIGHHOM OKPY)XeHMU Mbl 6yZ1eM MUCIT0/Ib30BaTh 6a3y JaHHBIX Postgres mo mpuumnHam,
obcykmaBLIMMCS B IJ1aBe 5.

Bce npunoxxeHne Mbl pa3BepHeM Ha IBYX MalliMHax. Ha ofHoi4 (ghost) pa3BepHem
KoHTeltHepbl Ghost u Nginx. Ha npyroit (postgres) — koHTeliHep Postgres, KOTOpbIi
OymeT meicTBOBATh KaK MOCTOSIHHOE XpaHuIuile 11s naHHbix Ghost.

B aToM npumMepe npeamnonaraeTcs, YTo rae-To, Harpumep B group_vars/all, onpe-
JleJIeHbl CJIelyIoIMe ITepeMeHHbIe C TapaMeTpamMy HaCTPOKMU 06enx MallluH:

QO database_name;

QO database_user;

O database_password.

Postgres

[l1s1 HacTpOIKY KOHTeliHepa Postgres Mbl IOKHBI ITepefaTh UMsI [I0/1b30BaTest 6a3bl
JaHHBIX, Tapob M UMs1 6a3bl JaHHbIX B TepeMeHHbIX OKpYyeHUsl. HaM Takxke HY>XXHO
CMOHTMPOBATh KaTaJIOr Ha MalllMHEe-HOCUTeJIe KaK TOM JIJIsl XpaHeHUs JAHHbIX, UTOObI
XpaHMMble aHHbIe He UCYe3u MTOCe OCTAHOBKU U yAaleHUs1 KOHTelHepa.

B nmpumepe 15.9 npuBOAUTCS ClieHapuii, pa3BepThIBaOLIUil KOHTeliHep Postgres.
B Hem onpeneneHbl TOMBKO ABe 3aauM: OfHA CO31aeT KaTajor AJ1s1 XpaHeHUs JaH-
HBIX, a Apyras 3anmyckaet KoHTeliHep Postgres. O6paTuTe BHUMaHMe: 3TOT CLieHapuit
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NpeosaraeT, YTO Ha XOCTe postgres y)Ke YCTAaHOBJIEHO porpaMMHoe obecrneyeHne
Docker Engine.

Mpumep 15.9 < postgres.ym!
- name: deploy postgres
hosts: postgres
become: True
gather_facts: False
vars:
data_dir: /data/pgdata
tasks:
- name: create data dir with correct ownership
file:
path: "{{ data_dir }}"
state: directory
- name: start postgres container
docker_container:
name: postgres_ghost
image: postgres:9.6
ports:
- "0.0.0.0:5432:5432"
volumes:
- "{{ data_dir }}:/var/lib/postgresql/data"
env:
POSTGRES_USER: "{{ database_user }}"
POSTGRES_PASSWORD: "{{ database_password }}"
POSTGRES_DB: "{{ database_name }}"

Be6-cepBep

PasBepTbiBaHMe BebG-cepBepa — 6oJ1ee C105KHas 3a[aua, MOTOMY YTO TpebyeTcs pas-
BepHYTb ABa KOHTelHepa: Ghost u Nginx. Kpome Toro, ux Hy>KHO CBSI3aTh MEXAY CO-
60i1 1 B0o6aBOK nepenath B KOHTeitHep Ghost kKoHUTrypalMoHHY0 MHGOpMaLIKIO,
HeobX0oUMYIO /1 OAKIUeHUs K 6a3e faHHbIX Postgres.

YTo65I cBA3aTh KOHTeHEpbI Nginx 1 Ghost, MbI ucronb3yem cetu Docker. Cetu
3aMelaT yCTapeBLINit MeXaHM3M CCbUIOK links, MCITOBb30BaBUIMIACS paHee s
CBSI3bIBAaHMST KOHTeHepoB. To ecTb MbI cO34agMM CBOMO ceTb Docker, mogkiounm
K Heil KOHTeHepbl, ¥ OHU CMOTYT B3aMMO e CTBOBATh APYT C PYrOM, UCIIO/Ib3YS
MMeHa KOHTeIfHepOB KaK MMeHa XOCTOB.

CeTtb Docker co3maeTcst mpocTo:

- name: create network
docker_network: name=ghostnet

WMs ceTu MpeanouYTUTeIbHee XpaHUTh B IEPEMEHHOM OKPYXeHUsl, TOTOMY 4TO
OHO MOHAZO6MTCS BO BCEX 3aMyCKaeMbIX HAMU KOHTeifHepax. BOT Kak BBITJISIUAT
(dbparMeHT cueHapusi, OTBeUaloIMit 3a 3aMyCK CEeTU:
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- name: deploy ghost

hosts: ghost

become: True

gather_facts: False

vars:
url: "https://{{ ansible_host }}"
database_host: "{{ groups['postgres'][0] }}
data_dir: /data/ghostdata
certs_dir: /data/certs
net_name: ghostnet

tasks:
- name: create network

docker_network: "name={{ net_name }}"

ObpaTuTe BHMMaHMe: 3[1eCb NpeAronaraeTcs CylecTBOBaHMe IPYIIIbl C UMEHEM
postgres, KOTOpasi COAEPXXUT eAVMHCTBEHHbIN XOCT; CLieHapuit UCMOAb3yeT 3Ty UH-
dbopmauuio 119 3aMoJHeHMs mepeMeHHO database_host.

Beb-cepBep: Ghost

HaM HY>XHO HacTpOUTb BO3MOXXHOCTb coeiiHeHUs1 Ghost ¢ 6a301t maHHbIX Postgres,
a TakKe MpeaycCMOTpeTb 3allyCK B peXXMMme MPOMBbILIIEHHOM 3KCITyaTauuu rnepe-
Jayei Cbnara --production KoMmaHze npm start.

MpbI TakKe JOJKHbI TapaHTUPOBATh 3aMMCh GaityIoB XpaHU/IMUILLA B CMOHTUPOBAH-

HbI} TOM.

BoT yacTh cueHapusi, KOTopasi CO3aeT KaTasor Jjisl XpaHeHUS TaHHbIX, TeHepu-
pyeT KoHdurypaumoHHslit ¢pain Ghost 13 wabaoHa 1 3amyckaeT KOHTetHep, Moj-

K/IIOUEeHHbIN K ceTH ghostnet:

- name: create ghostdata directory
file:
path: "{{ data_dir }}"
state: directory
- name: generate the config file

template: src=templates/config.js.j2 dest={{ data_dir }}/config.js

- name: start ghost container
docker_contatiner:
name: ghost
image: ghost
command: npm start --production
volumes:
- "{{ data_dir }}:/var/lib/ghost"
networks:
- name: "{{ net_name }}"

O6paTuTe BHMMaHMeE, YTO HaM He MPUILTOCh O6BABAATh HUKAKUX CeTEBbIX MOp-
TOB, TOTOMY UTO C KOHTeltHepom Ghost 6ymeT B3aMOeiCTBOBATb TOJIbKO KOHTe!-

Hep Nginx.
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Be6-cepBep: Nginx

Inst koHTeitHepa Nginx 6bl1a onpeneneHa cBosi KOHPUTYpaLusl, KOTia Mbl CO37aBa-

nu o6pa3 ansiblebook/nginx-ghost: OH HACTPOEH Ha MOAK/II0YeHMe K ghost:2368.
Tenepb HaM HYXXHO ckomupoBaTb cepTudukarsl TLS. [MocTynum Tak Xe, Kak

B IPeIbIAYILIMX TPMMepax: CTeHepUPyeM CaMOMOANMCAHHbIE CePTUPUKATDI:

- name: create certs directory
file:
path: "{{ certs_dir }}"
state: directory
- name: generate tls certs
command: >
openssl req -new -x509 -nodes
-out "{{ certs_dir }}/nginx.crt" -keyout "{{ certs_dir }}/nginx.key"
-subj "/CN={{ ansible_host}}" -days 3650
creates=certs/nginx.crt
- name: start nginx container
docker_container:
name: nginx_ghost
image: ansiblebook/nginx-ghost

pull: yes
networks:

- name: "{{ net_name }}"
ports:

- "0.0.0.0:80:80"

- "0.0.0.0:443:443"
volumes:

- "{{ certs_dir }}:/certs"

YnaneHue KOHTeiiHepoB

Ansible npennaraet npocToit croco6 OCTaHOBKM U yAaNeHUs KOHTeHepPOB, KOTO-
pbIit MOXET IMPUTOAMUTHCS B Mpoliecce pa3paboTKM U TECTMPOBAHMUS ClieHapueB pas-
BepTbIBaHMs. BOT clieHapuit, KOTOPbI ouMILi@eT XOCT ghost.

- name: remove all ghost containers and networks
hosts: ghost
become: True
gather_facts: False
tasks:
- name: remove containers
docker_container:
name: "{{ item }}"
state: absent
with_items:
- nginx_ghost
- ghost
- name: remove network
docker_network:
name: ghostnet
state: absent
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Mpamoe noakntoueHue K KOHTerHHepam

Ansible o61agaeT BO3MOXHOCTbIO HAaNPsIMYI0 B3aMMO/IE€CTBOBATD C 3aMyLI€HHbIMMU
KOHTelfHepaMu. [1narMH MHBeHTapu3auuu KoHTeitHepoB Docker B Ansible aBToma-
TUYECKU reHepupyeT peecTp AeMCTBYIOIMUX U AJOCTYITHbIX XOCTOB, @ IVIarMH COeAu-
HEeHUI OeicTByeT MOomoOHO KoMaHmae docker exec, IMMO3BOJISISA 3aITyCKaTh MPOLECChHI
B KOHTEKCTE BbIMOJTHAIOUINXCS KOHTE{HEPOB.

[lnarMH MHBeHTapM3alUMu KOHTeiHepoB Docker mocTyneH B perno3uTOpUM an-
sible/ansible na GitHub kaxk contrib/inventory/docker.py. [10 yMOI4aHUIO 3TOT IJIaTUH
obpauiaercs K iemoHy Docker Ha jokanbHO MatuuHe. C ero moMOLbK MOXKHO TaK-
ke B3aMMOJIeICTBOBATh C fleMmoHamu Docker Ha yaaseHHbIX MallMHaX OCPeICTBOM
Docker REST API unu cepepoB SSH, BbITTOTHSAIOLMXCS B KOHTelfHepaX. Ho o6a Ba-
puaHTa TPebYyIT HOMOJHUTENbHOM HACTPOIKK. s yoaneHHoro gocryna K Docker
REST API-xocT, Ha koTOpoM 3amnyiueH Docker, momkeH oTKpbITh mopT TCP. UTo6bI
MOOKITIOUUTBCS K KOHTeMHepy Yepe3 SSH, B KOHTelHepe NO/KeH ObITh HACTPOEH
3amnyck cepsepa SSH. MbI He 6ymeM pacCMaTpUBaTh 3TU CTydau 3eCh, HO Bbl CMOXe-
Te HalTU npuMep KOHGUTYypaLMOHHOTrO daitia B peno3uTopuu: contrib/inventory/
docker.yml.

JlonycTuM, UTO Ha JIOKaAbHOM MalllHe 3anyLleHbl Cleayle KOHTeHepbl:

CONTAINER ID  IMAGE NAMES
63b6767de77f  ansiblebook/nginx-ghost ch14_nginx_1
057d72a95016  ghost ch14_ghost_1

B 3TOM C/lyyae cLeHapuit MHBeHTapu3auuu docker.py co3macT CAemyOUMUA CITU-
COK XOCTOB:

O ch14_nginx_1;

Q ch14_ghost_1.

OH Takxke C03[IaCT TpPYIIbl, COOTBETCTBYIOLIME KOPOTKMM MUAEHTUDUKATOPaAM,
IJIMHHBIM uaeHTUdMKaTopam, oopazam Docker, a Takke rpynimy co BCeMM OeACTBY-
IOLIMMM KOHTeliHepaMy. B 1TaHHOM ctyyae OyayT CO3HaHbl CaeayIolle IPYIIbI:
63b6767de77fe (ch14_nginx_1);
63b6767de77fe01aa6d840dd897329766bbd3dc60409001cc36e900f8d501d6d (ch14_nginx_1);
057d72a950163 (ch14_ghost_1);
057d723950163769c2bcc1ecc81ba377d03c39b1d19f8f4a9f0c748230b42c5c (ch14_ghost_1)$
image_ansiblebook/nginx-ghost (ch14_nginx_1);
image_ghost (ch14_ghost_1);
running (ch14_nginx_1, ch14_ghost_1).

BoT kak MOXHO MCIONb30BaTh CLEHapuil OMHaMMU4YeCKOM MHBEHTapu3auuu
Docker ¢ mnaruHoMm noakntoueHust K Docker (BkirouaeTcs nepenaueit guara -c Ko-
MaHze docker), YTO6GbI OJYYUTDb CITUCOK BCEX MPOLECCOB, BHIMOTHSIOLMXCS B KaX-
IIOM KOHTeliHepe:

(ONONONONONONE)

$ ansible -c docker running -m raw -a 'ps aux'
ch14_ghost_1 | SUCCESS | rc=0 >>
USER PID %CPU %MEM VSZ RSS TTY STAT START  TIME COMMAND
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user 1 0.0 2.2 1077892 45040 ? S5sl 05:19 0:00 npm

user 34 0.0 0.0 4340 804 ? S 05:19 0:00 sh -c node ind
user 35 0.0 5.9 1255292 121728 ? S1 05:19 0:02 node index
root 108 0.0 0.0 4336 724 ? Ss  06:20 0:00 /bin/sh -c ps
root 114 0.0 0.1 17500 2076 ? R 06:20 0:00 ps aux

ch14_nginx_1 | SUCCESS | rc=0 >>

USER PID %CPU %MEM VSZ RSS TTY STAT START  TIME COMMAND
root 1 0.0 0.2 46320 5668 ? Ss  05:19 0:00 nginx: master
nginx 6 0.0 0.1 46736 3020 ? S 05:19  0:00 nginx: worker
root 71 0.0 0.0 4336 752 ? S5s  06:20 0:00 /bin/sh -c ps
root 77 0.0 0.0 17500 2028 ? R 06:20 0:00 ps aux

KOHTEAHEPLI ANSIBLE

OnHoBpemeHHO ¢ Bepcueit Ansible 2.1 mpoekT Ansible BrIMyCTMI HOBBIN MHCTPY-
MeHT ¢ HazBaHueM Ansible Container, yrporiatonuit paboTy ¢ 06pa3aMu U KOHTe -
Hepamu Docker. Jlanee mbi paccmoTpuM Bepcuio Ansible Container 0.9, Bbilefryo
OoIHOBpeMeHHO c Ansible 2.3.

Ansible Container o6sagaeT J0BO/JIbHO 60raTbIMy BO3MOXHOCTIMM. B yacTHOCTH,
€ro MOXXHO MCITO/Ib30BaTh JIs1:

O co3maHus HOBBIX 00pa30B (B3aMmeH ¢aitnoB Dockerfiles);

O ny6nukauum obpaszoB Docker B peectpax (B3ameH docker push);

O 3amycka koHTeliHepoB Docker B pexxume pa3pabotku (B3ameH Docker Com-

pose);

O pa3BepThIBaHUS B IPOMBILIJIEHHOM OKpYyXeHuu (B3ameH Docker Swarm).

Ha MomeHT HammcaHust 3Tux cTpok Ansible Container momnep>XuBan pa3BepThi-
BaHue B Kubernetes n OpenShift, XxoTst 3TOT criMcok, ckopee Bcero, 6yaeT pactu. Ecin
BbI HE IT0JIb3yeTeCh HY OTHUM U3 3TUX OKPY>XEHMUIA, HE BOIHYMATECH: BbI CMOXKETE MM~
caTh CLieHapuu, UCIONb3yroL e Moayiab docker_container (Kak onuchiBaeTcs ganee
B 3TOJ I71aBe) [/t OCTAHOBKM U 3aITyCKa CBOMX KOHTEHEPOB B JIDOOM OKPY>XEHMH,
MMeIoLLEeMCsl y Bac.

KonTteriHep Conductor

Ansible Container mo3BossieT HacTpauBaTb 06pa3sl Docker, ucnonb3yst ponu Ansible
Bmecto (daitnos Dockerfiles. Korga st HaCTpoiiKM XOCTOB MCIIONb3YETCSI CUCTEMA
Ansible, Ha HMX O/DKeH ObITH ycTaHOB/IEH MHTeprperaTop Python. Ho B o6iwem
cy4ae, KOr[ia MCIOb3YIOTCs KoHTelHepbl Docker, Takoe Tpe6oBaHMe OKa3bIiBaeTCs
HeXXeJlaTebHbIM, [TOTOMY UTO IM0JIb30BaTeM OOBIYHO CTPEMSITCS CO3/1aBaTh KOH-
TelfHepbl KaK MOXXHO MEHBILIET0 pa3Mepa M He TOPST XKeJlaHMeM YCTaHaBIUBaTh Py-
thon B KoHTeJHED, ec/iv OH GaKTUUECKM He HYKEH /ISl paboTBhlI.

Ansible Container ns6asnsier oT He06X0AMMOCTU ycTaHaBauBaTh Python B KoH-
TelHepbl 6/1aroaps UCI0/Ib30BaHMIO 0COOOr0 KOHTelHepa ¢ Ha3BaHueM Conductor
M BO3MOXXHOCTM Docker MOHTMpPOBATh TOMa M3 OJJHOT'O KOHTe}Hepa B IPYTOiA.
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B momeHT 3amycka Ansible Container co3aaet 1oKaabHbIi Katanor ansible-deploy-
ment, KOIMpYyeT B Hero Bce daitnbl, Heob6xoaumbie KOHTelHepy Conductor, 1 MOHTU-
pyeT 3TOT Katasor B KoHTeltHep Conductor.

Ansible Container MOHTUpYeT KaTasoru co cpesiov BoimonHeHus Python u Bcemu
HeobGxoamMmbIMu 6ubIMoTeKamMu 13 KoHTelHepa Conductor B HacTpauBaeMble KOH-
TeiHepsl. JI1s1 3TOro Katanor /usr u3 kKoureitHepa Conductor MOHTUPYETCS B KaTa-
JIOT /_usr BHYTPM HacTpauBaemMoro KoOHTeitHepa u 3ateM Ansible HacTpauBaetcs Ha
MCnoab30BaHMe uHTepnperatopa Python u3 karanora /_usr. UToObl 3TO pelleHUe
paboTano Kak Hamo, AMcTpubyTuB Linux B KoHTelHepe Conductor IO/KeH coBMa-
Jath ¢ aucTpubyTMBoM Linux o6pa3a Docker, cayskaliero ocHOBOJM 11t APYTUX KOH-
TeJHepOB, MoAJIeXalluxX HaCTpPoJKe.

Ecnu 6a30BbIit 06pa3 gj1s koHTeitHepa Conductor sBaseTcs opuumuanbHbIM 06-
pa3oM OJHOTO M3 MOAJEPKMBAEeMbIX AUCTPUOYTUBOB Linux, Ansible Container aB-
TOMaTUYECKM JOOAaBUT B KOHTEIHep HeobxoauMble nmakeTol. Bepcus 0.9.0 nogmep-
JKMBasia Takue auctpubyTusbl, Kak Fedora, CentOS, Debian, Ubuntu u Alpine. Bbl
MOXKeTe B3sITh 32 OCHOBY HeIOIAeP>KMBAaeMbIit 00pa3, HO B 3TOM C/Jy4yae BaM MpH-
JeTCsl CaMMM 00€eCITeunTh YCTaHOBKY BCEX HEOOXOAMMBIX MTAKETOB.

Bosiee monHbIM MMepeyeHb MaKeTOB, KOTOPbIe JO/KHBI YCTAHABIUBATbCSl B KOH-
teitHep Conductor, Bbl Halimete B (aitne container/docker/templates/conductor-
dockerfile.j2, B peno3utopuu Ansible Container Ha GitHub (https://github.com/an-
sible/ansible-container).

Ecnu Bbl He xoTuTe, 4yToObI Ansible Container MOHTUpPOBaN cpeay BbIMTOJHEHUS
13 KoHTelHepa Conductor B HacTpanBaeMble KOHTeMHepSI, epegaiTe daar --use-
local-python koMaHzae ansible-container. B aTom ciyuae Ansible Container 6ymet
MCIO/Ib30BaTh MHTEpIIpeTaTop Python, ycTaHOBIEHHBIM B 06pa3 HacTpauBaeMoro
KOHTelHepa.

Co3paHune obpasos Docker

Hasaitte 3ameiictByem Ansible Container asist co3nanust mpoctoro obpa3sa Nginx Ha
ocHOBe npumepa 15.1.

Co3daHue HauabHbIX (aiinos
B MnepByro ouepenb HY>KHO BbIIMTOJTHUTbL KOMaHOy UHULUATIU3ALUA !

$ ansible-container init

3Ta KOMaHaa co3gacT Ha6op daitoB B TEKYILEM KaTasaore:

}— ansible-requirements. txt
}— ansible.cfg
}— container.yml

f— meta.yml
L— requirements.yml
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Co30daHnue poneti

Janee mbl JOIKHBI CO30aTh POJb IJ1s1 HACTPOMKMU KOHTeliHepa. HasoBem ee ghost-

nginx, IOTOMY YTO OHa OTBEUYAEeT 32 HACTPOIKY obpasa st ob6cnykuBanust Ghost.
JTO OYEHb MIPOCTAsk POJib; €if HY>KHbI JIMib KOHPUrypaunoHHsii daitn ghost.conf

u3 npumepa 15.2 u daitn ¢ 3amayamu, peanusywimumu npumep 15.1. BOT Kak Bbl-

[JISIAUT CTPYKTYpa KaTajaoroB 4151 POJu:

L— roles
L— ghost-nginx
F— files
| L— ghost.conf
L— tasks
L— main.yml

A BOT conepkumoe daitna tasks/main.yml:

- name: remove default config
file:
path: /etc/nginx/conf.d/default.conf
state: absent
- name: add ghost config
copy:
src: ghost.conf
dest: /etc/nginx/conf.d/ghost.conf

HACTPOMKA CONTAINER.YML

Ianee nobaBuM clLeHapuit container.yml, UCIONb3YIOLIMIA POJib, OMTMCAHHYIO BbILIE,
ILIs1 CO3[IaHUSI KOHTEeHepa, KaK MmoKa3aHo B rmpumepe 15.10. OH HarToMuHaerT cle-
Hapwuit docker-compose.yml v [o6aBnsieT JOMOMHUTENbHbIE 10151, XapaKTepHbIe /15
Ansible, u ucrons3yer nmoaaepxkKy puUAbLTPOB M MOACTAHOBKY [TI€PEMEHHBIX B CTUJIE
Jinja2.

Mpumep. 15.10 < container.yml

version: "2" @
settings:
conductor_base: debian:jessie @
services: ©
ac-nginx: @
from: nginx ©
command: [nginx, -g, daemon off;] @
roles:
- ghost-nginx @
registries: {} ©

© 310 BbIpaxkeHMe coobuiaeT MHCTPyMeHTY Ansible Container, uTo moagepXuBaeTcsl Bep-
cusi 2 cxem Docker Compose. [To ymonuaHuIO UCITONb3YeTCst Bepcusi 1, HO Bbl TOYTH BCeraa
ZOJIXXHBI UCIIONIb30BaTh BepCuIo 2.
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® B kauecTBe OCHOBBI A KoHTeitHepa Conductor ucnonb3yetcs o6pa3 debian: jessie, mo-
TOMY YTO C €ro MOMOIIbIO MPeAnoiaraeTcsi HacTpaMBaTh oduLManbHbI 06pa3 Nginx, Ko-
TOpbII TaKXXe OCHOBaH Ha obpase debian:jessie.

© [lone services — 3TO CJI0Bapb, KJIIOYaMM KOTOPOTO SIBJASIIOTCS MMeHa CO3JaBaeMbIX HaMMU
KOHTelfHepoB. B JaHHOM npuMepe co31aeTcs TOAbKO OAVH KOHTeiHep.

O KoHTeitHepy MpucBanBaeTCst MM ac-nginx, OT Ansible Conductor Nginx.

© 3apmaeTtcs 6a30Bblif 06pa3 nginx.

® Mbl SOMKHBI yKa3aTbh KOMaHIy, KOTOPY1O TpebyeTcs BbI3BaTh Cpa3y Mocje 3armycka KoHTeit-
Hepa.

@ Ponu, KOTOpble JOMKHbBI UCMIOb30BaThCS I/ HACTPOMKM 3TOro obpasa. B jaHHOM ciyyae
MUCIOMb3YeTCs TOJIBKO O4HA poJib: ghost-nginx.

O [lone registries onpenensieT BHEILHWE peeCcTpbl ISl COXPaHEeHUs KOHTei{HepoB. Mbl elile
He HaCTPOMJIM HU OLHOTO peecTpa, MO3TOMY [10J1e OCTaBI€HO MYCThIM.

Ansible Container He 3arpyxaeT 6a30Bbix 06pa30B Ha NOKaNbHYI MAWWHY. 3TO HYKHO Cae-
Natb BPy4YHYyt0, A0 COOpKM KOHTeHepoB. Hanpumep, npexae 4eM 3anycTuTb npumep 15.10,
HeobxoauMbIv ans c60pku ac-nginx, 6a30Bbif 06pa3 nginx MOXHO 3arpy3uTb Tak:

$ docker pull nginx

Cbopka KoHmeliHepoe
HakoHel1, MOXXHO BBITIONTHUTb CHOPKY:

$ ansible-contatner build

BOT Kaxk I0/KeH BhIMISIAETb BbIBOM, 3TOM KOMaH/Ibl:

Building Docker Engine context...

Starting Docker build of Ansible Container Conductor image (please be patient)...
Parsing conductor CLI args.

Docker™ daemon integration engine loaded. Build starting. project=ans-con
Building service... project=ans-con service=ac-nginx

PLAY [ac_nglnx] LAR RS2 RS R R SRRt Rt Rt R Rt Rt Rt R dsdd ]

TASK [Gathering Facts] AR ARKKKRKRIAR KK E R Ak kA Kk AR IR IR ARk kA kA k Rk kA kA Rk h ok kk

ok: [ac-nginx]

TASK [ghost-nginx : remove default config] ******dkdsuasaskaskdsbssskhskrshssnsk
changed: [ac-nginx]

TASK [ghost-nginx : add ghost config] PR e e s e e 2 s P T II2 22 E s 2]
changed: [ac-nginx]
PLAY RECAP ***kkskhskhsk ks h sk hdk Ak ARk Ak AKKAKKAKKAKKAKKAKKARKARKAKKRA KRR R KK R

ac-nginx : ok=3 changed=2 unreachable=0 failed=0

Applied role to service role=ghost-nginx service=ac-nginx

Committed layer as image image=sha256:5eb75981fc5117b3fca3207b194f3fa6c9ccb85
7718f91d674ec53d86323ffe3 service=ac-nginx

Build complete. service=ac-nginx

All images successfully built.

Conductor terminated. Cleaning up. command_rc=0 conductor_id=Bc68ca4720beae5d9c
7ca10ed70a3c08b207cd3f68868b3670dcc853abfIb62b save_container=False



Docker < 297

Ilnsg umeHoBaHusi o6pa3oB Ansible Container mcronb3yeTt coryiameHue {mma_
npoekTa}-{nma_cayx6ul}; UMS MMpoOeKTa ornpenenseTcs o MMeHU KaTajaora, B KOTOpOM
BBITIOJIHSETCSI KOMaHaa ansible-container init. B JaHHOM (/1yyae KaTasnor Ha3blBaeT-
cs1 ans-con, TO3TOMY CO3JaHHbII 00pa3 MoIyudnsa UMs ans-con-ac-nginx.

KpomMe Toro, Ansible Bcerga cosmaet o6pa3s KoHTeitHepa Conductor, cnenys 1ia6-
JIoHY {uma_npoekTa}-conductor.

Ecnun HekenatenbHO, 4YTOOBI B KayecTBe MMeHU npoekTa Ansible Container mc-
MO/Ib30Baj MMSI KaTaora, MOKHO repeaaTh mapamerp - -project-name ¢ TpedbyeMbIM
MMEHEM.

Ecnu Tenepb BbIMOJHUTL KOMaHAY

$ docker images

OHa BbIBeJIET C/IeyloHiue co3JaHHble 06pa3bl KOHTEHEPOB:

REPOSITORY TAG IMAGE ID CREATED SIZE

ans-con-ac-nginx 20170424035545 5eb75981fc51 2 minutes ago 182 MB
ans-con-ac-nginx latest 5eb75981fc51 2 minutes ago 182 MB
ans-con-conductor latest 742cf2e046a3 2 minutes ago 622 MB

YcmpaHneHue Henonadok 60 epems co6opKu
Ecnin xomaHzaa c60pKyM 3aBeplumiach ¢ OLUMOKOM, BbISCHUTDL €€ TIPUUYMHBI MOXHO,
3aI/IsSIHYB B KYpHaJsibl, reHepupyeMble KoHTeitHepom Conductor. CenaTtb 3TO MOXKHO
IBYMS criocob6amu.
[TepBbIit: UCIONb30BaTh Quiar - -debug B BbI30Be KOMaH/bI ansible-container.
Ecin no KakMM-TO mpMyYMHaAM IMOBTOPHbIN 3aITyCK KOMaH bl ¢ py1arom - -debug He-
JKeyaTesleH, MOXHO 3ar/ISSHYThb B XKypHall, KOTOpblit reHepupyet Docker. [Ins atoro
HYKHO 3HaTbh uaeHTuduKarop KoHreitHepa Conductor. I[IoCKOIbKY 3TOT KOHTeTHEp
60s1bliIe He BBITTOJHSETCS, UCITONIb3YiiTe KOMaHAy docker ps -3, YTOOBI BHIBECTM UIEH-
TUOUKATOPBI 3aBEPIIMBIINXCS KOHTEHHEPOB:
$ docker ps -a

CONTAINER ID IMAGE COMMAND CREATED STATUS
78e78b9a1863 0c238eaf1819 "/bin/sh -c¢ 'cd /_..." 21 minutes ago Exited (1)

Vmes naeHTMOMKATOP, MOXKHO TMOIYUMUTb 3alUCHM U3 KYpHasa, Kak MOKa3aHO
HUXE:

$ docker logs 78e78b9a1863

3anyck Ha NOKaNbHOW MaluuHe

Ansible Container mo3BoJisieT 3ayCTUTb HECKOJIbKO KOHTEIHEPOB JI0Ka/JIbHO, B TOU-
HocTy Kak Docker Compose. ®aitn container.yml uMmeeT Takovi ke popmar, kak dain
docker-compose.yml. OH noka3aH B npumepe 15.11.

Mpumep 15.11 < container.yml pns 3anycka Ha NOKaNbHOW MalLUHE
version: "2"
settings:

conductor_base: debian:jessie
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services:
ac-nginx:
from: nginx
command: [nginx, -g, daemon off;]
roles:
- ghost-nginx
ports:
- "8443:443"
- "8000:80"
dev_overrides: ©@
volumes:
- SPWD/certs:/certs
links:
- ghost
ghost: @
from: ghost
dev_overrides:
volumes:
- $PWD/ghostdata: /var/lib/ghost
registries: {}

O6paTuTe BHMMaHMeE Ha pa3anMums Mexay npumepamu 15.10m 15.11.

© B omnmcaHue CayXObl ac-nginx Jo6aBaeH pa3gen dev_overrides, comepalliMit JaHHbIE, Xa-
paKTepHble I/ 3aITyCKa Ha JIOKaJIbHOM MalllyHe (TO eCTb OHM He UCTTI0/Ib3YIOTCS AJIs CO3Aa-
HUsS1 06pa30B MM pa3BEPTHIBAHUS B ITPOMBIIIJIEHHOM OKPYKEHMUM). B TaHHOM c/tyyae Bbl-
TOJIHSIETCSI MOHTMPOBaHME JIOKAJILHOTO KaTasora ¢ ceptudukaramu TLS 1 onpenensietrcs
CBSI3b IAHHOTO KOHTEMHEpPA C KOHTeIfHepOM ghost.

@® Jlo6aBneHa cnyxoba ghost, cogepykauiasi npunoxeHnue Ghost. IIpexxae B 3TOM He 6bI710 He-
06X0IMMOCTHM, TOTOMY YTO MbI He CO37aBasy CBOI KoHTeliHep Ghost, a mpocTo 3amyckanu
odULMaNbHbIN, HEU3MEHEHHbIV KOHTEIHep.

O6paTuTe TakKe BHMMaHMe Ha pa3nuuus B cuHTakeuce ¢ Docker Compose. Ha-
npumep, Ansible Container ucronb3yeT BbipaskeHue from, Torga kKak Docker Com-
pose ucronb3yeT image, u B Docker Compose HeT pa3zgena dev_overrides.

3amnyCcTUTb KOHTeMHepbl Ha JIOKaJIbHOM MalllMHe MOXXKHO KOMaHI0#1

$ ansible-container run
d OCTAHOBUTD — KOM&H}IOI‘;l
$ ansible-container stop

OCTaHOBUTD BCe KOHTEIHEPDI U YAATUTh BCE CO3IaHHbIe 00pa3bl MOKHO KOMaH-
nomn

$ ansible-container destroy

My6nukauus obpasos B peecTpax

ITonyuMB 06pa3sbl, YAOBIETBOPAOLIME TPeGOBAHUSIM, Bbl MOXETE COXPaHUTb MX
(ormy6aMKOBaTh) B peecTpe, YTO6bI 3aT€M MCIT0Ab30BaTh /11 pa3BEPThIBAHUS.
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Ilnst 3TOrO0 HEOO6XOAMMO HAaCTPOUTH pa3fern registries, ykazaB B HEM HYXHbIi pe-
ecTtp. B npumepe 15.12 noka3aHo, K&Kk MOXXHO U3MEHUTD container.yml, 4ToObI CO3-
JaHHble 06pa3bl cOXpaHsnuch B Docker-peectpe B MpOCTpaHCTBe MMeH ansiblebook.

Mpumep 15.12 < Paspen registries B davine container.ym!
registries:
docker:
url: https://index.docker.io/v1/
namespace: ansiblebook

Aymenmugukayus
COXpaHﬂﬂ 06p83 B HepBbIﬁ pas, HGO6XO}IMMO nepenaTtb CBO€ UMsS I1OJIb30BATEA
B apryMeHTe KOMaHAHOM CTOKU:

$ ansible-container push --username $YOUR_USERNAME

Cpasy nocsie 3amycka KOMaHabl BaM OyeT IpeasioXXeHO BBeCTU Napoib. B mepBoii
TOMbITKE COXpaHUTb 06pa3 Ansible Container 3ammOMHUT BallM yYyeTHbIe JaHHbIE
B ~/.docker/config.json, u B mocienyiouieM BaM He MPUAETCS MOBTOPHO YKa3bIBaTh
MMSI MOJIb30BaTe/Is WIX BBOOUTD 1apOib.

BoT Kak 6ymeT BbIISIAETh BbIBO, MTpeablaylieil KOMaHIbl;

Parsing conductor CLI args.

Engine integration loaded. Preparing push. engine=Docker™ daemon

Tagging ansiblebook/ans-con-ac-nginx

Pushing ansiblebook/ans-con-ac-nginx:20170430055647. ..

The push refers to a repository [docker.io/ansiblebook/ans-con-ac-nginx]
Preparing

Pushing

Mounted from library/nginx

Pushed

20170430055647: digest: sha256:5050749539538e9865fe3038d56793a1620b9b372482667a
Conductor terminated. Cleaning up. command_rc=0 conductor_id=1d4cfa04a055c1040

Heckonesko peecmpog

Ansible Container mo3BossieT onpeneauTb HeCKOJIbKO peecTpoB. Hanmpumep, BOT Kak
MOXeT BbITISIIETh pasaen registries ¢ AByms peectpamu, Docker Hub 1 Quay:

registries:
docker:
namespace: ansiblebook
url: https://index.docker.io/v1/
quay:
namespace: ansiblebook
url: https://quay.io

YT0o6bI COXpaHUTb 06pasbl TONBKO B OAMH PEECTp, UCIONb3yiTe duar - -push-to.
Hanpumep, cnenyrouas KomaHaa COXpaHUT o6pa3sbl B peectp Quay:

$ ansible-container push --push-to quay
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Pa38epr|BaHue Kon'reiinepos B NMPOMbLILUNEHHOM OKpPYXXeHUU

XoTs1 MbI HE paccMaTpMBaIu 3TOTO BOMpoca, TeM He MeHee Ansible Container Tak-
JKe MoAJepXXUBaeT pa3BepThiBaHME KOHTEMHEPOB B MPOMBIIIIEHHOM OKDY)XeHUHU,
JIJIS1 Uero MOXXHO BOCIT0/Ib30BaTbCSI KOMaHO oM ansible-container deploy. Ha MOMeHT
HamucaHusl 3TUX cTpoK Ansible Container mommepskuBaa pa3BepTbhiBaHME Ha IBYX
miatdopmax yrnpasieHus: KoHTeliHepamu: OpenShift u Kubernetes.

Ecnu nns 3amycka cBOMX KOHTEMHEPOB Bbl M1leTe MydanyHoe 06/1aK0, MOAdepXKU-
Baemoe Ansible Container, o6paTuTe BHMMaHKe Ha o6mauHble ratdopmbl Open-
Shift Online (ocHoBaHHas Ha OpenShift 1 ynpaBnsemas komnanueit Red Hat) u Ku-
bernetes (4acTb o6nauHoi matgopmsl Google Compute Engine). O6e miatdopMbl
TaKXKe SIBJISIIOTCS MPOEKTAaMU C OTKPBITBIM UCXOOHBIM KOJOM, [TO3TOMY ITpU Haju-
Y1y cOOGCTBEHHOrO anmapaTHOro obecrneyeHust Bbl MOXKeTe OecryiaTHO pa3BepHYThb
cBoe o6mako OpenShift unu Kubernetes. Eciu notpe6yeTcst pasBepHYTb CBO MPO-
eKT Ha Kakoi-To gpyroi mnardopme (Hanpumep, EC2 Container Service unu Azure
Container Service), Bbl He CMOXeTe UCI0/Ib30BaTh A5 3Toro Ansible Container.

Texnonorus Docker sicHO mpogeMOHCTpMPOBaa WMUPOTY CBOUX BO3MOXKHOCTEIA.
B 3TOl rnaBe Mbl Y3HaaM, KaK yNpaBiasATb 00pa3aMu, KOHTeMHepaMM U CETAMMU
Docker. HecMOTpst Ha TO YTO MbI He pacCMaTpMBaau TeMy co3gaHusi 06pa3oB Docker
B cueHapusax Ansible, K TOMy MOMEHTY, KOrga Bbl OymeTe YMTaTh 3TU CTPOKMU, BbI
MOUTU HaBepHsiKa OymeTe HOCTATOYHO IMOJHO MPEeACTaBASTh, KAK 3TO MOXKHO cae-
JaTh.
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Otnapka cueHapues Ansible

JaBaiiTe npuzHaeM ~ omIM6KM caydarorcs. OumnbKa au 3TO B CLieHapUM UK e He-
BepHOe 3HaueHue B ¢aitne KoHGUrypaumu, B I060M caydyae, YTO-TO UAET He TaK.
B 370} rMaBe Mbl pacCMOTPMM MPUEMbI, TO3BOSIIOLIME BbUIABIUBATD 3TU OLUMOKMU.

MHDOPMATUBHBIE COOBLLEHMS OB OLIMBKAX

Korpa 3amaua Ansible TepnuT Heygauy, oHa BIBOAUT COODOIIEeHME HE B CAMOM yI006-
HOM dopMare [I/is YeJIOBeKa, KOTOPbIi 6yaeT MCKaTh MPUUMHY ITpobieMbl. BoT mpu-
Mep coobuieHust 06 OILIMOKe, C KOTOPOJ MbI CTOJIKHY/IUCh, pA60Tast Hafl 3TOM KHUTOA:

TASK [check out the repository on the hOSt] hkhkkkkkhhkhkkhkkhkRhkhkhkhhrhkhkhkhhkkhhhh
fatal: (web]: FAILED! => {"changed": false, "cmd": "/usr/bin/git clone --origin o
rigin '' /home/vagrant/mezzanine/mezzanine_example", "failed": true, "msg": "Clon
ing into '/home/vagrant/mezzanine/mezzanine_example'...\nPermission denied (publi
ckey).\r\nfatal: Could not read from remote repository.\n\nPlease make sure you h
ave the correct access rights\nand the repository exists.", "rc": 128, "stderr":
"Cloning into '/home/vagrant/mezzanine/mezzanine_example'...\nPermission denied (
publickey).\r\nfatal: Could not read from remote repository.\n\nPlease make sure
you have the correct access rights\nand the repository exists.\n", "stderr_lines"
: ["Cloning into '/home/vagrant/mezzanine/mezzanine_example'...", "Permission den
ied (publickey).", "fatal: Could not read from remote repository.", "", "Please m
ake sure you have the correct access rights", "and the repository exists."], "std
out": "", "stdout_lines": (1}

Kak yrmomuHanocs B rnase 10, maaruH o6paTHOro Bbi30Ba debug MOXeT MPUBECTU
3TO coobuieHue K 6onee ynob60UUTaeMOMy BUIY:

TASK [check out the repository on the hOSt] L e e e d R R e T
fatal: [web]: FAILED! => {
"changed": false,
"cmd": "/usr/bin/git clone --origin origin
ne_example",
"failed": true,
"rc": 128

/home/vagrant/mezzanine/mezzani

}
STDERR:
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Cloning into '/home/vagrant/mezzanine/mezzanine_example'...
Permission denied (publickey).
fatal: Could not read from remote repository.

Please make sure you have the correct access rights
and the repository exists.

MSG:

Cloning into '/home/vagrant/mezzanine/mezzanine_example'...
Permission denied (publickey).
fatal: Could not read from remote repository.

Please make sure you have the correct access rights
and the repository exists.

YT0o6bI BKIIOYUTH IIATMH, JOCTATOYHO HOOABUTD CIEIYIOUIYI0 CTPOKY B pa3nen
defaults B daitne ansible.cfg:

[defaults]
stdout_callback = debug

OTtnanka owunsok ¢ SSH-noaKNIOYEHUEM

WHorna Ansible He ynaetcs yctaHoBUTh SSH-coenuHeHue ¢ XocToM. B 3Tom ciydae
I10JIe3HO MPOBEPUTh, KaKMe apryMmeHThl Ansible nmepegaetr SSH-KaMeHTY, M BOCIIPO-
M3BECTU AEACTBUE BPYUYHYIO B KOMaHOHO! CTPOKe.

Ecnu Bboi3BaTh ansible-playbook ¢ aprymeHTOM -vvv, MOXXHO YBUIETb, KAK UMEHHO
Ansible BbI3biBaeT SSH. 3TO MOXeT MPUTOAUTHCS /151 OTIAAIKM.

B npuMepe 16.1 mokasaHo, 4To BbiBesa Ansible, monbiTaBiumMch BbI3BATh MOAY/b,
YTOOBI CKOMMPOBATH aits.

Mpumep 16.1 < [pumep BbiBOAA Npu Nepeaade Gnara, BKAKYaOLWero noapobHbiit BbiBOA

TASK: [copy TLS key] KK KKK KKK IR A KK KA RA KA KA I AA I A ARk Ak Ak kA kA kkkkhkk

task path: /Users/lorin/dev/ansiblebook/ch15/playbooks/playbook.yml:5

Using module file /usr/local/lib/python2.7/site-packages/ansible/modules/core/
files/stat.py

<127.0.0.1> SSH: EXEC ssh -C -o ControlMaster=auto -o ControlPersist=60s -0
StrictHostKeyChecking=no -0 Port=2222 -o 'IdentityFile=".vagrant/machines/default/
virtualbox/private_key"' -o KbdInteractiveAuthentication=no -o
PreferredAuthentications=gssapi-with-mic,gssapi-keyex,hostbased,publickey -o
PasswordAuthentication=no -o User=vagrant -o ConnectTimeout=10 -o ControlPath=
/Users/lorin/.ansible/cp/ansible-ssh-%h-%p-%r 127.0.0.1 '/bin/sh -c '"'"'( umask
77 && mkdir -p "' echo ~/.ansible/tmp/ansible-tmp-1487128449.23-168248620529755 "
&& echo ansible-tmp-1487128449.23-168248620529755="" echo ~/.ansible/tmp/ansibletmp-
1487128449.23-168248620529755 " ) && sleep 0'"'""’

<127.0.0.1> PUT /var/folders/g_/523vq691037d10231mmbx1780000gp/T/tmpyOxLAA TO
/home/vagrant/.ansible/tmp/ansible-tmp-1487128449.23-168248620529755/stat.py
<127.0.0.1> SSH: EXEC sftp -b - -C -o ControlMaster=auto -o ControlPersist=60s -o
StrictHostKeyChecking=no -0 Port=2222 -o 'IdentityFile=".vagrant/machines/default/
virtualbox/private_key"' -o KbdInteractiveAuthentication=no -o
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PreferredAuthentications=gssapi-with-mic,gssapi-keyex,hostbased,publickey -o
PasswordAuthentication=no -o User=vagrant -o ConnectTimeout=10 -o ControlPath=
/Users/lorin/.ansible/cp/ansible-ssh-%h-%p-%r '[127.0.0.1]

WHorpa, npu oTnagke npobsem C MOAKIIYEHMEM, MOXET Jaxe MOHAJA00UThCS
UCII0/Ib30BaTh (riar -vvvv, YTOOBI YBUIETh COOOLIEHNE 00 OLIMOKe, BO3BpallaeMoe
SSH-knueHToM. Hanpumep, Ha XxocTe He 3amyileH cepBep SSH, BbI yBUAMTE MPU-
MEPHO TaKyl0 OLMOKY:

testserver | FAILED => SSH encountered an unknown error. The output was:
OpenSSH_6.2p2, 0SSLShim 0.9.8r 8 Dec 2011

debugl: Reading configuration data /etc/ssh_config

debugl: /etc/ssh_config line 20: Applying options for *

debugl: /etc/ssh_config line 102: Applying options for *

debugl: auto-mux: Trying existing master

debugl: Control socket "/Users/lorin/.ansible/cp/ansible-ssh-127.0.0.1-
2222-vagrant” does not exist

debug2: ssh_connect: needpriv 0

debugl: Connecting to 127.0.0.1 [127.0.0.1] port 2222.

debug2: fd 3 setting O_NONBLOCK

debugl: connect to address 127.0.0.1 port 2222: Connection refused

ssh: connect to host 127.0.0.1 port 2222: Connection refused

Ecnu BrIOUeHa mpoBepKa KJKUeil XOCTOB M BbISIBUTCSI HECOOTBETCTBME KIIOYA
X0CTa C KJIIOYOM B ~/.ssh/known_hosts, apryMeHT -vvvv TTIOMOXET O0OHApYXXUTb 3Ty
OLUMOKY:

00@EAEAEAERERERERERERREAEAEAEAERRLRLRARACREACRACRLRARAREAR

@ WARNING: REMOTE HOST IDENTIFICATION HAS CHANGED! @
(0RCRERERRCRERRERARCRRARARERRARAREERARERRERARCRRCRARERRARERE

IT IS POSSIBLE THAT SOMEONE IS DOING SOMETHING NASTY!

Someone could be eavesdropping on you right now (man-in-the-middle attack)
It is also possible that a host key has just been changed.

The fingerprint for the RSA key sent by the remote host is
€3:99:c2:8f:18:ef:68:fe:ca:86:39:f5:95:9e:a7:23.

Please contact your system administrator.

Add correct host key in /Users/lorin/.ssh/known_hosts to get rid of this
message.

Offending RSA key in /Users/lorin/.ssh/known_hosts:1

RSA host key for [127.0.0.1]:2222 has changed and you have requested strict
checking.

Host key verification failed.

Ecnu geno B 3TOM, ynanuTe ctapyo 3anuck u3 daitna ~/.ssh/known_hosts.

Mopaynb DEBUG

B 3T0#1 KHUTe MBI Y)Xe UCIT0/Ib30BaIX MOAY/b debug HECKOJIBKO pa3. ITO aHAJIOT UH-
CcTpyKumu print B cuHTakcuce Ansible. Ero MoXXHO MCNOb30BaTh /151 BbIBOAA 3HA-
YeHMI1 mepeMeHHbIX U MTPOM3BOJIbHBIX CTPOK, KaK MTOKa3aHo B rpumMepe 16.2.
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Mpumep 16.2 < Moaynb debug B aeicTaum
- debug: var=myvariable
- debug: msg="The value of myvariable is {{ var }}"

Kaxk yxe roBopuioch B r1aBe 4, MOXXHO BbIBECTU 3HAUYEHMUS] BCeX [epeMeHHbIX,
CBsI3aHHBIX C TEKYILIMM XOCTOM, KaK ITOKAa3aHO HMXe:

- debug: var=hostvars[inventory_hostname]

MHTEPAKTMBHbI OTNAQYUK CLEEHAPUEB

B Ansible 2.1 6bi1a go6aBneHa nmoanep)kka MHTEPAKTMBHOIO OT/IaaumnKka. YToobl
BKJIIOUMTH PEKUM OT/IaJIKM, 10oOaBbTe strategy: debug B CBOIO ONepaluio, HanpuMmep:
- name: an example play

strategy: debug
tasks:

Korna BroyeH pexxum oTnaaku, Ansible 3amyckaer oTiagumMka B cyyae rosipie-
HUSI OLIMOKU B 3aziaye:

TASK [try to apt install a package] **xkskkkkkkdkkdudahkshhdhhhsnhkshhx Ak hkdoh
fatal: [localhost]: FAILED! => {"changed": false, "cmd": "apt-get update",
"failed": true, "msg": "[Errno 2] No such file or directory", "rc": 2}

Debugger invoked

(debug)

B Ta6n. 16.1 mepeuncieHbl KOMaHIbl, IOAAePXXUBaeMble OT/IaAYUKOM.

Tabnuya 16.1. KomaHObl omaadyuka

Komaknpa Onucanume

p var BbiBeCTH 3HaveHne nepemMeHoM -
task.args[key]=value M3MEHNTb apryMeHT 3aaaym, A0NyCTMBLIEN OWKBKY
vars[key]=value MN3MeHUTb 3HaYeHne nepemMeHHoMn

r MNepe3anyctutb 3anavy

C MpoaoMKUTL BbINONHEHWE ONEPaUMK

q MpepsaTtb onepaumio 1 3aBepwmnTb paboTy OTnaAYMKa
help Moka3aTb cnpasky

B Ta65. 16.2 nmepeuncieHbl mepeMeHHbIe, MOAIePKMBaeMble 0TIaqYMKOM.

Tabnuua 16.2. [lepemenHble, noddepicusaeMbie OMAA0YUKOM

Komanpa Onucanue

p task MMa 3anaun, raoe Bo3HUkNA owmnbka

p task.args ApryMeHTbl Moayns

p result Pe3ynbTaTt, KOTOpbIV BEpHyna 3a4ava, 40NyCTMBWAS OWNBKy
p vars 3HauYeHnn BCEX M3BECTHbIX NePEMEHHbIX

p vars[key] 3Ha4yeHne 0aHOM NepemMeHHoM
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Bot npmumep ceaHca paGOTbI C OTJIaAUYNKOM!:

(debug) p task
TASK: try to apt install a package
(debug) p task.args
{u'name': u'foo'}
(debug) p result
{'_ansible_no_log': False,
'_ansible_parsed': True,
'changed': False,
u'cmd': u'apt-get update',
u'failed': True,
'invocation': {u'module_args': {u'allow_unauthenticated': False,
u'autoremove': False,
u'cache_valid_time': 0,
u'deb': None,
u'default_release': None,
u'dpkg_options': u'force-confdef,force-confold',
u'force': False,
u'install_recommends': None,
u'name': u'foo',
u'only_upgrade': False,
u'package': [u'foo'],
u'purge': False,
u'state': u'present’,
u'update_cache': False,
u'upgrade': None},
'module_name': u'apt'},
u'msg': u'[Errno 2] No such file or directory',
u'rc': 2}
(debug) p vars['inventory_hostname']
u'localhost'
(debug) p vars
{u'ansible_all_ipv4_addresses': [u'192.168.86.113"'],
u'ansible_all_ipv6_addresses': [u'fe80::f89b:ffff:fe32:5e5%awdl0’,
u'fe80::3e60:8f83:34b5: fc17%utund ',
u'fe80::9679:241b:e93:8b7f%utun2'],
u'ansible_architecture': u'x86_64",

BbIBOI 3HAYeHMI1 MepeMeHHBIX — OJJHA U3 CAMbIX [10JIE3HbIX BO3MOXKHOCTEMN, OfI-
HaKO OTJIQMUMK IMO3BOJISIET TAKKE M3MEHSITb [epeMeHHbIE M apryMEHThI 3a7auM,
noTeprieBlueil Heynauy. 3a 6osee moapobHoi MHGOpMaLmeit obpauaiTech K JOKY-
MEeHTAalMM C onucaHmeMm otnaaumka Ansible (http://bit.ly/2lvAm8B).

Mopnynb ASSERT

MO,lIy.TIb assert 3aBepllaeT BbIITOJIHEHME C OIIMOKOM NP HEeBbIINMOJTHEHUN 3adaHHO-
ro ycinoBusi. Harnpumep, clieHapuii 3aBeplunTcs ¢ OlnOKoiA, ecnu He OyneT HaleH
ceTeBOi1 MHTepdeiiC ethl:



306 <+ Otnanka cueHapues Ansible

- name: assert that ethl interface exists
assert:
that: ansible_ethl is defined

Taxasi mpoBepKa TeX UJIN UHbIX YCHOBMﬁ MOXXET OUE€Hb INPUTOOUTHCA ITPU OT/1aAKe
CLeHapus.

WmeiiTe B BUAY, 4TO KOZ B BblpaXKeHUU assert — 3T0 UHCTPYKUMHM Jinja2, a He Python. Hanpu-
Mep, NS NPOBEPKU ANMHbI CNKCKA Tak COBNA3HUTENBHO MCMONb30BaTb TaKOM KOA!

# Hegonyctumuid ans Jinja2 kog, KoTopuit He byseT paboTaTthb!

assert:
that: "len(ports) == 1"

K coxaneHuto, ABMXOK Jinja2 He noaaep)1BaeT BCTPOEHHY0 dyHKUMio len. BMecTo Hee cne-
ZyeT ucnonb3osatb Jinja2-punbTp length:

assert:
that: "ports|length == 1"

Yrto6bl poBepUTh cTaTyc ¢aitna B ¢aitoBoit cucTeMe X0CTa, MOXKHO CHavasna
BbI3BAaTb MOAY/Ib statu ,Il06aBVlTb IMPOBEPKY BO3BpaAlla€MOro moay/jiemM 3Ha4YeHU :
- name: stat /opt/foo

stat: path=/opt/foo

register: st
- name: assert that /opt/foo is a directory

assert:

that: st.stat.isdir

Mogynb stat cobupaeTt nHdopmalmo o daiie U BO3BpalllaeT cJIoBaph, COIepKa-
LM IToJ1e stat CO 3HaYEeHUSAMU, ITEPeYMCIeHHbIMU B Tab1. 16.3.

Ta6nuya 16.3. Bozepausaemsie 3HayeHus Modyns stat

Mone OnucaHue

atime Bpemsa nocneaHero aoctyna k danny 8 dopmarte MeTok speMermn Unix
ctime Bpems co3nanusa 8 hpopmate MeTok BpeMeHn Unix

dev YncnoBor naeHTMPUKATOP YCTPOMCTBA, rAe HaX0AUTCA AAHHbIK MHAEKCHDIN y3en
exists True, eCNv NYTb CywecTsyeT

gid Yncnosomn naeHTMdKUKaTOP rpynnbl Bnagensua

inode Homep nHaekcHoro ysna

isblk True, ecnu dann - cneumanbHbli Gann 6noYHOro ycTponcTea

ischr True, ecnu dann - cneumanbHbli Gann CUMBONBHOrO YCTPOMCTBA
isdir True, ecnu davin - katanor

isfifo True, ecnu Gavn - UMEHOBAHHbIN KaHan

isgid True, ecnu yctaHosneH 6urt set-group-1D

islnk True, ecnin Gann - CMMBONIMYECKARA CCbiNKa

isreg True, ecnn dann - 06bIuHbIN Pann

issock True, ecin dpann - coket




Otnapka cueHapves Ansible < 307

OkoHyaHue mabn. 16.3

Mone Onncanne

isuid True, eCnm ycTaHosneH 6ut set-user-1D

mode Pexxum poctyna k dainy B Buae CTpoku (Hanpumep, «1177»)
mtime Bpems nocneaHero nimeHenmns B popmare MeTok BpemeHu Unix
nlink KonmyecTBo »ecTkmx CCbiNokK Ha dann

pw_name Mmsa nonb3osatens Bnagenbua danna

rqrp True, €CNM AAHO pa3peweHne Ha YTeHne ana rpynnbl

roth True, €CNM AAHO pa3peleHne Ha YTeHWe ANA OCTanbHbIX

rusr True, €CNM AAHO pa3peleHne Ha YTeHWe ANns NoNb3oBaTens

size Pasmep danna B 6antax, ecnu 310 06bI4HBIA Pain

uid Yncnoson naeHTMPMKaTOp NONbL3OBATENA BNAAENbLA

wgrp True, €CNK AaHO pa3peleHne Ha 3anucb AN rpynnbl

woth True, €CNM AaHO pa3peweHne Ha 3aNMCb AN 0CTaNbHbIX

wusr True, eCNv AaHO pa3peleHne Ha 3anucb AN NoNb3oBaTens

Xgrp True, €CNM AAHO pa3peleHne Ha BbINONHEHUE ANA rpynnbl

xoth True, eCIM AAHO pa3pelweHne Ha BbINONHEHWE AN OCTaNbHbIX
Xusr True, eCNIM AAHO pa3pelweHune Ha BbINONHEHWE AN NoNb3oBaTens

MPOBEPKA CLEHAPUS NEPEQ, 3AMYCKOM

Komanpa ansible-playbook mopep:kuBaeT HeCKOIbKO ¢aroB, Mo3BOJSIOUIMX MIPO-
BECTU NIPOBEPKY CLieHapus repej, 3alyCcKoM.

MNpoBepka cuHTakKcuca

Kak nokasaHo B npumepe 16.3, dnar - -syntax-check BK/I10YaeT MpoBepKy AOIMYCTU-
MOCTM CUHTAKCHCa CLieHapusl, HO He 3aIyCKaeT ero.

Mpumep 16.3 <+ [MpoBepka CUHTaKCUCA

$ ansible-playbook --syntax-check playbook.yml

Cnucok xoctoB
Kak mokasaHo B mpumepe 16.4, gnar - -list-hosts BBIBOAUT CIIMCOK XOCTOB, Ha KOTO-
pbIX Oy eT BBIMOJTHATHCS CLIEHApMIA, HO He 3aIyCKaeT ero.

Mpumep 16.4 < Cnucok xocTos

$ ansible-playbook --list-hosts playbook.yml

o MHoraa MoXHO NoNy4YuTb OWKBKY:
ERROR: provided hosts list is empty

B peectpe sBHO fonxeH 6bITb yKa3zaH xoTs 6bl 04MH XOCT, Haue Ansible BepHeT 3Ty owubky,
[axe ecnu CueHapuii BbINONHAETCS TONbKO Ha NOKanbHOM xocTe. [pu nycTtom peectpe (Ha-
npuMep, eCIM UCNONbL3YeTC CUEHAPUIA ANHAMUYECKON MHBEHTAPM3aLMKU U B AaHHDIA MOMEHT
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HU OAUH XOCT HE 3anymeH) MOXHO NpeaoTBpaTUTb NOABAEHUE 3TOrO coobuieHus, npobasue
B peecTp cneaytoLlyto CTpoky:

localhost ansible_connection=1local

Cnucok 3aaay

Kak moka3saHo B rpumepe 16.5, ¢nar - -1list- tasks BBIBOOUT CITMCOK 3a/1ay, KOTOPbIe
3aIycKaeT ClleHapuit, HO He 3alyCKaeT ero.

Mpumep 16.5 < Cnucok 3anad
$ ansible-playbook --list-tasks playbook.yml

MBI y)Ke UCITO/Ib30BaIn 3TOT diar B mpumepe 6.1 a1 BbIBOJA CITMCKA 3a1ay B Ha-
IeM [TepBOM CLieHapuu Ij1s1 pa3BepThiBaHUS Mezzanine.

MpoBepka pexuma

®naru -C u --check 3anyckaloT Ansible B pexxume MpoBepKy (TakXKe U3BECTHOM KakK
dry—run — XOJIOCTOM BHHYCK), KOTOprﬁ ITOKa3bIBaeT, U3MEeHUa OBbI KaXXgas 3agada
COCTOsIHME XOCTa, HO ITPM 3TOM He BbIITOJTHAKT HUKAKUX U3MEHEeHUMA.

$ ansible-playbook -C playbook.yml
$ ansible-playbook --check playbook.yml

OIHa U3 CI0XKHOCTEM MUCIIONb30BaHUS pEXMMa IIPOBEPKM COCTOUT B TOM, UTO
yCIiex BbIITOJTHEHUSI MTOC/IeAYIOIIMX YacTell ClieHapusl 3aBUCUT OT BbIITOJTHEHUS TTpe-
Ibioylmx. Ecniy 3anycTuTh B pekume MPOBEpPKM ClieHapuit U3 npumepa 6.28, oH
BEepHEeT MpU3HaK OUIMOKM, KaK T0Ka3aHo B pumepe 16.6, MOTOMY YTO JaHHas 3a-
Jlaya 3aBUCUT OT MpelbIAyllel, ycTaHaBAMBawILel nporpammy Git Ha XOCT.

Mpumep 16.6 <« Owunbka Nnpu BbINONHEHWUU CLEHAPUA B PEXUME NPOBEPKYU

GATHERING FACTS **Hk %k kok ok kok ok ko ko k kA Ak K AR KA RKAR KA RRKARKARKARRA KRR AR KA KKK
ok: [web]
TASK: [1nstall apt packages] ***rkkakahkkhk kA *khashhdkh Ak kA KKK KAXKA KKK RK KKK KA K

changed: [web] => (item=git,libjpeg-dev,libpq-dev,memcached,nginx,postgresql,py
thon-dev, python-pip,python-psycopg2,python-setuptools,python-virtualenv,supervi
sor)

TASK: [check out the repository on the hOSt] **#rakaskakkdkishbhhbhhshbhhshthns
failed: [web] => {"failed": true}
msg: Failed to find required executable git

FATAL: all hosts have already failed -- aborting

B rnaBe 12 YK€ paCCKa3bIBa/10Cbh, KAK MOAY/IN peaIN3yIOT DEXXUM ITPOBEPKHU.

BuiBoA u3MeHeHui B pamnax

®nary -D u -diff BbIBOOAT MHGOPMaLIMIO 06 MU3MEHEHUSIX, BLITOTHEHHBIX B JIIOOBIX
daitnax Ha ynaneHHo MauHe. 3TOT diar yno6HO UCIIOIb30BaTh BMECTe C - -check,
4yTOObI yBUIETDH, KaK Ansible usMeHUT dait1 B HOpMaTbHOM pexXuMe.
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$ ansible-playbook -D --check playbook.yml
$ ansible-playbook --diff --check playbook.yml

Ecnu Ansible BHeceT M3MeHeHMs B KaKOi-TO ¢aiia (HarpmMMep, UCIIO/b3Ys TaKue
MOJY/IH, KaK copy, template u lineinfile), u3MeHeHMs1 OYAYT OTOGPaXKEHBI B hopmare

diff:

TASK: [set the gunicorn config fﬂ.e] I 222222 22 R 2 I T S 2 S T T T 2
--- before: /home/vagrant/mezzanine-example/project/qunicorn.conf.py

+++ after: /[Users/lorin/dev/ansiblebook/ch06/playbooks/templates/gunicor
n.conf.py.j2

@@ '1:7 +117 @@
from _ future__ import unicode_literals
import multiprocessing

bind = "127.0.0.1:8000"

workers = multiprocessing.cpu_count() * 2 + 1
-loglevel = "error"
+loglevel = "warning"

proc_name = "mezzanine-example"

BbisOP 3A0AY N8 3ANYCKA

WHorzaa xenartenbHo, yTo6b1 Ansible BirmonHuIa He Bce 33,24y B CLIEHApUU, HATIPU-
Mep BO BpeMsi pa3paboTKy U1 OT/aaKu clieHapus. [ljis atoro Ansible noggepxxusaet
HECKOJIKO 11apaMeTpOB KOMaHAHOM CTPOKM, MO3BONSIOIINX YIIPABISTH BbITOTHE-
HMEM 3a7ay.

Mowarosoe BbiNnoNHeHMe

@nar - -step, MokasaHHbI B pumepe 16.7, 3actasnseT Ansible 3anpaimnBaTh nos-
TBEp)KIEeHMe Ha 3aIMyCK KaKIOM 3aJaum:

Perform task: install packages (y/n/c):

B oTBeT MOXXHO MOTPe6OBATh BHITOJHUTD 3a1a4y (y), IPONYCTUTD ee (n) UJIU IOo-
npocuTh Ansible BBIMOMHUTb OCTABINYIOCS YaCTh ClieHapus 6e3 HOMOTHUTENbHBIX
MOATBEPXIEeHN ().

Mpumep 16.7 < MNowaroBoe BbiNONHEHWE
$ ansible-playbook --step playbook.yml

BbinonHeHne c yKa3aHHOM 3a4aun

®nar --start-at-task taskname, moka3aHHbIN B npumepe 16.8, Tpebyet ot Ansible
BBIMTOJIHUTD CLIeHapuit, HAUMHas ¢ YKa3aHHOM 3afaym. ITo ya06HO, ecay Kakas-
TO 3aJlaya MoTepriena Heyaauy u3-3a OIIMOKM B OLHOM M3 MpeabIAYyIINX 3aa4
M Bbl XOTUTE Mepe3anyCcTUThb CLieHapuit ¢ Toi 3alauy, KOTOPYIO TOJAbKO UTO UC-
MpaBUIN.
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Mpumep 16.8 <+ BbinonHeHue ¢ ykaszaHHOM 3a4auu
$ ansible-playbook --start-at-task="install packages" playbook.yml

Teru

Ansible mo3BonsieT 06aBaAThH TETM K 3aJlayaM M orepauusm. Hanpumep, cienyio-
11as onepauust orMeueHa terom foo, a 3afava — TeramMmu bar 1 quux:

- hosts: myservers
tags:

- foo

tasks:

- name: install editors
apt: name={{ item }}
with_items:

- vim
- emacs
- nano

- name: run arbitrary command
command: /opt/myprog
tags:
- bar
- quux

IlobaBuB B KOMaHAy G1ar -t umeHa_Teros MM - - tags vMexa_Teros, MOXHO MTOTPe60o-
BaTb OT Ansible BbIMTOMIHUTE TOMBKO OMEepaLMyM U 3a1auy, OTMeUYeHHbIe Orpee/eH-
HbIMU TeraMu. J[o6aBuB dnar - -skip-tags, MOXXHO TOTPe6OBATh ITPOMYCTUTb Olepa-
UMM M 3a[ja4¥, OTMEUEeHHbIe YKa3aHHbIMM TeraMu. Barnsiuurte Ha npuMep 16.9.

Mpumep 16.9 < Vcnonb3osaHue Teros

$ ansible-playbook -t foo,bar playbook.yml

$ ansible-playbook --tags=foo,bar playbook.yml

$ ansible-playbook --skip-tags=baz,quux playbook.yml



masa 1. /

YnpasneHue
xoctamu Windows

Ansible yacTo Ha3bIBAIOT «CUCTEMON YIpaBJIeHUS KOHDUTYpaLMSIMU HA CTEPOU-
nax». Uctopuuecku cucreMa Ansible nmeer tecHbie cBa3u ¢ Unix u Linux, u cBu-
JleTeJIbCTBA 3TOMY MOXKHO Hab/I0AaTh MOBCIOMY, HallpUMep B MUMeHaXx repemMeHHbIX
(Takux Kak ansible_ssh_host, ansible_ssh_connection u sudo). OmHaKo ¢ camoro Haya-
sa Ansible BKIOUaeT MoaaepskKy pa3HbIX MEXaHM3MOB COEITMHEHUS.

ITopmep>kka uy>KepoaHbIX OMepallMOHHBIX CUCTEM — TakKuUxX Kak Windows mns Li-
nux - 3aKjyasnach He TOJIbKO B peanu3aluy MeXaHM3MOB MOAK/IoueHus K Win-
dows, HO U B MCITO/Ib30BaHMU OOJIee YyHUBEPCATIbHBIX UMEH (Halpumep, B epeume-
HOBaHUM NepeMeHHO ansible_ssh_host B ansible_host 1 BoipaxkeHus sudo B become).

o Moanepxka Microsoft Windows Bnepsbie nossunack B Bepcumn Ansible 1.7, Ho oHa Bbiwna m3
cratyca «beta» Tonbko B Bepcum 2.1. Kpome Toro, 3anyctutb Ansible Ha xocTe ¢ Windows (10
€CTb MCNONb30BaTb €ro B KaYecTBe YNPaBAAIOLWENR MALLMUHbI) MOXHO TONbKO NpU MCNONb30Ba-

Hum Windows Subsystem for Linux (WSL).

Takxke ciegyeT OTMETUTb, UTO GOraTcTBO 6uGIMOTEKM Momyneil ansg Windows
ycrynaet 6oratcTBy 6ubnmoreku monysneit ajs Linux.

MoaknoyeHne K WINDOWS

Hobasnsis nopmepkky Windows, paspaborumku Ansible peumnu He OTXOAUTH OT
CBOETO MpaBuJIa M He CTajIu J06aBISTh crielMaabHoro areHra aas Windows — 1 3o,
KaK MHe KaXkeTcs, OblJIO BepHbIM pelieHueM. Ansible ucrnonb3yeT MHTErpupoBaH-
HbIJi MeXaHU3M yaaneHHoro ynpasineHuss Windows Remote Management (WinRM),
nopaepxuBatownit SOAP-nomo6HbIi MPOTOKOJ.

WinRM - 3Tto Hala maBHeifias 3aBucumoctb B Windows, u aig B3aumopeit-
CTBUI C 3ITUM MeXaHu3MOM M3 Python HY>KHO yCTaHOBUTb COOTBETCTBYIOILMIA MTAKeT
Ha ynpaBJsIIOIMIA XOCT:

$ sudo pip install pywinrm



312 < YnpasneHue xoctamu Windows

Mo ymonuauuio cucteMa Ansible mbiTaeTcst MOAK/IIOUUTHCS K yAaAeHHOM MallHe
Mo mMpoTokony SSH, Mo3TOMy MbI IO/KHBI SBHO MOTpe6oBaTh CMEHUTh MEXaHU3M
MOJK/II0YeHUs. B GONbLUIMHCTBE C/TyyaeB XKelaTelbHO BKIKYUTD Bce XOCThbl ¢ Win-
dows B OTHe/IbHYIO TPYIITY B peecTpe. BbI60p KOHKPETHOTO MMEHU 11l TAKOM Tpyr-
bl HE UMeeT OOJIbIIOT0 3HaUYeHMs, HO B MOCAEAYIOLIMX MTpUMepaxX CLeHapueB Mbl
OyIeM MCITO/Ib30BATh OTHO U TO Ke UMSI:

[windows]
win@1.example.com
win02.example.com

[Toc/ie 3TOro HYXHO n06aBUTDb B group_var/windows KOHGUrypaLuo NOAKII0Ye-
HUS1, YTOOBI BCE XOCTBI B IPYIINE YHAC/Aed0Ba/IM ee.

B 2015 r. koMnaHus Microsoft obvsasuna B csoem 6nore (https.//blogs.msdn.microsoft.com/
powershell/2015/06/03/looking-forward-microsoft-support-for-secure-shell-ssh/) o Hauane
paboT no peanu3saummu BCTpoeHHOM noaaepxku Secure Shell (SSH). 3To o3Hauaer, uto B 6y-
nyuwiem cucteMe Ansible He HyxHo ByneT ucnonb3oBaTb 0Cobyl0 KOHOUrypauuio ANs NoA-
KNKYeHus K xoctam ¢ Windows.

Kak oTMeuasnocs Bbllle, Oj1s noak/ardyeHus K Windows cucrema Ansible ucnosnb-
3yetT SOAP-1ogo6HBIi MTPOTOKOJ, peann3oBaHHblit oBepx HTTP. ITo ymonuaHuio
Ansible nbiTaeTcs ycTaHOBUTb COeOMHEHME M0 3all[MILeHHOMY MpoTokoay HTTP
(HTTPS) c noprom 5986, ecnu B nepemeHHOM ansible_port He ykaszaHO Apyroe 3Ha-
yeHue.

ansible_user: Administrator
ansible_password: 2XLL43hDpQ1z
ansible_connection: winrm

Yrob6s! Mcrionb30BaTh aApyroi nopt aass HTTPS unu HTTP, HacTpoiiTe ero u cxe-
MY, KaK MMoKa3aHo HUXe:

ansible_winrm_scheme: https
ansible_port: 5999

POWERSHELL

PowerShell B Microsoft Windows — 3To MolHbIit MHTEepdec KOMaHIHOM CTPOKU
M S3bIK ClleHapueB, peann30oBaHHbINM Ha miatdopme .NET u nmommep kuBarouimii
TOJIHBINA CIIEKTP BO3MOXXHOCTE! YIIpaB/IeHUs He TOJbKO JIOKa/IbHbIM OKPYKEHUEM,
HO U yaaJeHHbIMU XOCTaMMU.

Bce mopynu Ansible st Windows Hanucanbl gj1st PowerShell 1 Ha s13bike Power-
Shell.

B 2016 r. koMnaHusa Microsoft oTkpbina ucxoaHbld koa PowerShell Ha ycnoBusax nuueH3uu
MIT. UcxonHble Koabl M ABOMYHbIE NakeTbl nocneaHux Bepcuii ang macOS, Ubuntu u CentOS
MOXHO HawTu Ha GitHub (https.//github.com/PowerShell/PowerShell). Ha MOMeHT HanucaHus
3TUX CTPOK nocneaHen ctabunbHoi 6bina Bepcus PowerShell 5.1.
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Ansible Tpe6yer, 4TOObI Ha ymaleHHbIX XOCTax Obla yCTaHOBIEHa Bepcust Pow-
erShell He Huxe 3. O6onouka PowerShell 3 gocrynHa B Microsoft Windows 7 SP1,
Microsoft Windows Server 2008 SP1 u B 60/1ee mo3gHUX BepCUsIX.

O Ha ynpasnsiouiyto MaliuHy, To ecTe Ha MawuHy, rae pabotaet Ansible, TpebosaHue 0 Hanuuum
PowerShell He pacnpocTpaHseTcs!

OnHako B BepcuyM 3 UMEIOTCS OLIMOKY, TO3TOMY, €C/M 10 KaKMM-TO IIPUUMHAM
Bbl He MOXETe UCII0/Ib30BaTh H0/Iee HOBYIO BepCUIO, BaM IPUIETCsl YCTAaHOBUTD MO~
clegHue ucrpasneHus ot Microsoft.

YTOObI YypOCTUTb MpOLIECC YCTAHOBKM, OOHOBIEHUS M HacTpoitku PowerShell
n Windows, B Ansible nmeetcs cuenapwmit (https://github.com/ansible/ansible/blob/
devel/examples/scripts/ConfigureRemotingForAnsible.ps1).

YCTaHOBUTD 1 3aMyCTUTh €r0 MOXHO Napoii KOMaH[, peJCTaBleHHOi B IpuMe-
pe 17.1. CueHapuit HUYero He HapyuUIUT, €CIU 3aMyCTUTb €ro HeCKOIbKO pas.

Npumep 17.1 < YcraHoBka B Windows noaaepxku Ansible

wget http://bit.ly/1rHMn7b -OutFile .\ansible-setup.psi
.\ansible-setup.psi

O wget - 3TO NcesaoHUM ans /nvoke-WebRequest n3 PowerShell.

UTo6bI y3HATH YCTAHOBIEHHYIO Bepcuio PowerShell, BbimonHuTe cnepyouyto Ko-
MaHay B KoHconu PowerShell:

$PSVersionTable

Byl JO/MKHBI YBUIETb BbIBOJ, TOKa3aHHbIM Ha puc. 17.1.

Mpbl HacTpomaM MeXaHU3M MOJK/IIOUEeHUS, a Ternepb JJ1s1 Hauaja IPoBepUM J0-
CTYMHOCTb XocTa ¢ Windows, BbINOMHMB KOMaHAY win_ping. [loxoxass Ha KOMaHIy
ping B GNU/Linux nau Unix, oHa He ucroab3yeT npotokon ICMP, a mpoBepsieT BO3-
MOXXHOCTb YCTAHOBKM coeiMHeHMs1 ¢ Ansible:

$ ansible windows -i hosts -m win_ping

Ecnu B oTBeT mosiBUTCSI cOOO1eHMe 06 olMbKe, Kak MoKa3aHo B mpumepe 17.2,
HeOOXOAMMO WM MOMYYUTh AENACTBUTENbHBINA MyonuuHblil ceptudukar TLS/SSL,
MUY 106aBUTh JOBEPUTEIbHYIO LIeMOYKY [J1s1 CYLIeCTBYIOLIero BHyTPeHHero yaoc-
toBepsiouiero 1eHtpa (Certificate Authority, CA).

Mpumep 17.2 < Owwnbka, BbI3BaHHAs HEAERCTBUTENBHLIM CEPTUDUKATOM

$ ansible -m win_ping -i hosts windows
winO1.example.com | UNREACHABLE! => {

"changed": false,

"msg": "ssl: (\"bad handshake: Error([('SSL routines', 'tls_process_server_certi
ficate', 'certificate verify failed')],)\",)",

"unreachable": true

3
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Administrator: Windows PowerShell

Windows PowerShe
Copyright (€) 2013 Microsoft Corporation. A1l rights reserved.
PS C:\Users\Administrator> $PSVUersionTable
Ualue
4.0
1.0.1
-0.30319.34209
-3.9600.163%4

PSCompatiblelVersions 1.0, 2.0, 3.0, 4.0}
PSRemotingProtocolUersion o

PS C:\Users\Administrator>

i >

Puc.17.1 < Onpenenenve sepcuu PowerShell

Bbl MOKeTe 3anpeTUTh MPOBEPKY cepTUGUKATOB Ha CBOI CTPax U PUCK:
ansible_winrm_server_cert_validation: ignore

Ecnu B OTBET MOSIBUTCS BBIBOJA, KaK MOKa3aHo B mpumepe 17.3, 3HAUUT, MpOBepKa
MOAK/TIOYEHUS BBIMOTHUIACH YCIIEILHO.

Mpumep 17.3 < Pe3ynsTat ycnewHon NpoBepKi NOAKNKHEHNUS

$ ansible -m win_ping -i hosts windows
win@1.example.com | SUCCESS => {
"changed": false,

npingu: upongu

Moaynu noaaerxxkn WINDOWS

Wmena mogyneit Ansible nnsg Windows HaumHalorcs ¢ npedukca win_. Ha MoMeHT
HamMCcaHMUsl 3TUX CTPOK CylLIecTBOBano 6onee 40 TakUMX Momyseit, U3 KOTOPBIX 19
cuuTaloTcst 6a3oBbIMU. KpaTkuit 0630p Bcex moayieit aiss Windows MOXKHO HaiTu
B OHJaiH-moKyMeHTauuu (http://docs.ansible.com/ansible/latest/list_of_windows_
modules.html).
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Q B oTHOWeEHWK UMeH Moaynei ecTb 0AHO UCKNKoYeHune: ana coopa dakToB U3 Windows Moaynb
LLONKEH 3anycKaTbCA C UMEHEM setup, a He win_setup: ansible -m setup -1 hosts windows.

HALL NEPBbLIA CLEHAPUIA

Tenepsb, korga y Hac ectb XocT ¢ Windows, 106aBUM ero B Hally CUCTEMY MOHUTO-
puHra. 11 3TOro HamuiieM cueHapuii Ansible, KoTopblit 6yIeT UCIoJb30BaTh He-
KoTopbie Mogynu ajist Windows.

Il1s MOHUTOpPUHTA OblIa BbIOpaHa XOPOLLO M3BeCTHAs OTKpPbITas cucTeMa Zabbix,
COOTBETCTBEHHO, Mbl JIOJDKHbI YCTAHOBUTD zabbix-agentd Ha Haw xocT ¢ Windows.
HaBaitTe co3gaguM IMPOCTON cLeHapuil (CM. mpumep 17.4), B KOTOpOM OMNulIeM
yCcTaHOBKY Zabbix Agent.

Npumep 17.4 < CueHapuit ona yctaHosku Zabbix Agent B Windows

- hosts: windows
gather_facts: yes
tasks:
- name: install zabbix-agent
win_chocolatey: @
name: zabbix-agent

- name: configure zabbix-agent
win_template:
src: zabbix_agentd.conf.j2
dest: "C:\ProgramData\zabbix\zabbix_agentd.conf"
notify: zabbix-agent restart

- name: zabbix-agent restart
win_service:
name: Zabbix Agent
state: started
handlers:
- name: zabbix-agent restart
win_service:
name: Zabbix Agent
state: restarted

O win_chocolatey Mcronb3yeT chocolatey — OTKpBIThIN AucIIeTUEp MakeToB a1 Windows, pac-
MpoCTpaHsIeMblif Ha ycIoBusIX nuueH3un Apache License 2.0.

Cuenapuit B mpumepe 17.4 He CUIbHO OTJIMUAETCS OT TOr'0, UYTO MbI HAITUCAIN Obl
I1s1 Linux, pa3Huiia TOMbKO B UCIIOIb3YeMbIX MOIYJISIX.

[l yCTaHOBKM MMPOTPaMMHOr0 06ecrieueHus Mbl UCITOIb30BaIN AUCIIETUED T1a-
KketoB chocolatey (https://chocolatey.org/). BMecTo HEro Takxke MOXXHO GbLJI0 Gbl ITPU-
MEHUTb MOIY/Ib win_package. 1751 KOHPUTYpUPOBAHUS Mbl 3a[1€/ICTBOBAIM MOJIY/Ib
win_template, BMeCTe C KOTOPbIM UCITOIb30BaaM GaKThl (HAIpUMeD, ansible_hostname).

KoHeuHo, zabbix_agentd.conf He06x0qUMMO CKOMMPOBATD ¢ xocTa Windows, mpex-
Jle YeM C03/1aBaTh ero waboH. I3bIK LIAGTOHOB UIEHTUUYEH UCITONTb3YEMOMY MOJY-
Jem template: Jinja2.
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TMocnegHuit MOIY/b, 3aA€CTBOBAHHbIN B CLieHapuUM, — win_service — He TpebyeT
MOSICHEHUA.

OsHoBNEHUE WINDOWS

OmHa M3 BaXHeMIMX MOBCEJHEBHbIX 3aJay agMMHMUCTpPATOpa — YCTaHOBKAa 00-
HOBJIEHMI 6e30macHOCTM. DTO OOHA M3 3a7ay, KOTOpbie aAMMHUCTPATOPbI MO-
HaCTOsIEMY He JI06ST, B OCHOBHOM M3-3a PYTMHBI, IaKe IPUTOM, YTO OHA BakKHa
1 Heo6X0IMMa, a TAK)XKe MOTOMY, YTO MOXET MOPOAUTH Maccy Mpob/eM, eciv UTO-TO
NoiIeT He Tak. IMEHHO MMO3TOMY MPEeANOYTUTEIbHEE 3aIIPETUTh aBTOMATUUECKYIO
YCTaHOBKY OOHOBJIEHMIT B HACTPOIKax ornepalMOHHO CUCTEMbI Y TPOBEPSITh BHOBb
NOoSIBMBIIMECS 06HOBJIEHUS Tepejl X YCTAaHOBKOI B IIPOMBILIJIEHHOM OKPYKEHUMU.

Ansible momMo)XeT aBTOMaTM3UPOBATh 3Ty 3a[a4y C IIOMOILIO POCTOrO CLEHa-
pus, mpeacTaBaeHHoro B mpumepe 17.5. ClieHapuit He TOJbKO YCTaHaBAMBaeT 06-
HOBJIEHUsI 6e30MacHOCTM, HO TaKXKe Mepe3arpykaeT MalIUMHY IMOCAe YCTaHOBKM,
eci Heo6XoauMo. B 3akiIoueHne oH MHGOPMUPYET BCeX MOIb30BaTeseit 0 Heob-
XOIMMOCTU BbIATU Nepe]; OCTaHOBKO CUCTEMBI.

Mpumep 17.5 < CueHapuit ansa yctaHoBku 0BHOBNEHMI Be3onacHOCTH

- hosts: windows
gather_facts: yes
serial: 1 ©@
tasks:
- name: install software security updates
win_updates:
category_names:
- SecurityUpdates
- CriticalUpdates
register: update_result

- name: reboot windows if needed
win_reboot:
shutdown_timeout_sec: 1200 @
msg: "Due to security updates this host will be rebooted in 20 minutes." ©
when: update_result.reboot_required

© Ucrnonb3oBaTh serial 419 HAKaTbIBAHUSA OOGHOBJIEHUIA.
@® JlaTh HEKOTOPOE BpeMs CUCTeMe [JIST YCTAHOBKM BCeX OOHOBJIEHMIA.
© CooOUMTD MM0b30BATENISAM, YTO CUCTEMA OYAET NepesarpyskeHa.

JlaBaiiTe MOCMOTPUM, Kak OH paboraet (cM. npumep 17.6).
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Mpumep 17.6 <+ Pe3ynbraTbl paboTbl CLeHapUsa YCTaHOBKM 06HOBNEHUIA
$ ansible-playbook security-updates.yml -i hosts -v
No config file found; using defaults

PLAY [wlndOWS] hkkkkkkkkkkhkkkkkkkkkkkhkkhkkhkkkhhkhkkkkhkhkhhhhkhkhhkhkkkhhkkkkk

TASK [Cathering Facts] #krkssksrsakkbkbkbkikhkhshshshbhbhbkbkbkhkhkhkhhhdhdhdhs

ok: [win01.example.com]

TASK [install software security updates] kkkkkhkhkhkhkhkhhkhkrkrkKkkkkkkkkkkkkkhdhkkdhdkdkkk
ok: [win@l.example.com] => {"changed": false, "found_update_count": 0, "install
ed_update_count": 0, "reboot_required": false, "updates": {}} @

TASK [reboot windows if needed] ****kkkkkkkkkkkihikhhikkdkdhhdhddphhkhhhhkdnhhkds
skipping: [win01.example.com] => {"changed": false, "skip_reason": "Conditional
result was False", "skipped": true} @

pLAY RECAP KA KKK KKK IR AR AR AR AR AR AR AR ARk kA Ak khkhkhkhkhkkhhkk

win01.example.com : ok=2 changed=0 unreachable=0 failed=0

© win_updates BepHYyJ false B 3HaUeHUU reboot_required.
® 3asaua npoIyckaeTcs, IOTOMY YTO He BBITTOJHEHO yCJIOBMe when: update_result.reboot_re-
quired.

Bce monyunnock! K coxaneHuio, B JaHHbI# MOMEHT Y Hac He 6bUTO 1Of, pyKoi
HUKAKUX 0OHOBJIEHUIT 6€30MacCHOCTH, TO3TOMY 3a7aya reboot Obl1a MPOMyILEHa.

[LOBABNEHUE NOKANBHBIX NOJIb30OBATENEW

B 3T0i1 yacTy riaBbl Mbl IOCMOTPUM, KaK CO374aBaTbh yYeTHbIe 3alMCU M10b30Ba-
tenei u rpynmnbsl B Windows. KTo-To MOXeT nmoaymarb, YTO 3TO JaBHO pellleHHast
npo6siemMa: OCTaTOYHO BOCIONb30BaThcsl Microsoft Active Directory. OmHako xXocT
¢ Windows MoxeT neifcTBOBaTb IZie-To B 00J1aKe, a 0TKa3 OT MCITOJIb30BaHUS CITYXKObI
KaTaJoroB B HEKOTOPBIX CJIy4YasiX MOXEeT JaTh JOIMOJHUTEIbHbIE TPEUMYILECTBA.

CueHapuit B mpumMepe 17.7 co3gaeT ABe IPYIIIbl U ABe yYeTHbIe 3alUCU IOJb-
30BaTeJeif, COrJacHO CIUCKY Ca0Bapeil. B MpoOMbILIIEHHOM OKPY>X€HUM CJ10Bapb
C IMO/Ib30BaTEeAIMMU MOT Obl HAXOAUTLCS B group_vars WK host_vars, HO 1151 yno6o-
YUTAeMOCTU Mbl IOMECTUJIU €T0 B CLLeHapuit.

Mpumep 17.7 <+ YnpasneHue NOKaNbHbIMK rpynnamMu U nons3osatenamu B Windows

- hosts: windows
gather_facts: no
tasks:
- name: create user groups
win_group:
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name: "{{ item }}"
with_items:

- application

- deployments

- name: create users
win_user:
name: "{{ item.name }}"
password: "{{ item.password }}"
groups: "{{ item.groups }}"
password_expired: "{{ item.password_expired | default(false) }}" @
groups_action: "{{ item.groups_action | default('add') }}" @
with_items:
- name: gil
password: t31Cj1hu2Tnr
groups:
- Users
- deployments
- name: sarina
password: S3cr3t!
password_expired: true ©
groups:
- Users
- application

© Tlo ymomyaHUIO CPOK JIeMCTBUS Maposiss HeorpaHUYeH, eCiM B (JIOBape SIBHO He yKa3aHOo
UHOe.

® Tlo yMoa4yaHMIO AJIsI TPYII win_user BBITIOJHSIET OTlepalyio replace: MOJb30BaTe/b UCKITIO-
YyaeTcst U3 II0ObIX APYTUX IPYIIT. Mbl yKa3aau, UTO MO0 YMOTUYaHUIO HOMKHA BBIMTOTHATHCS
omnepauus add, YTO6bI MPEOOTBPATUTHL MUCKIIOUEHME TOJIb30BaTeel u3 rpyni. [loBegeHue
10 YMOJTYaHUI0 MOXXHO Mepeorpee/IuTh AJIs1 KaXXI0ro OTAeIbHOrO M0/1b30BaTesl.

© MbI yKa3anu, YTo Cpok aeicTBus napoast CabpuHbl uctek. OHa AOMKHa GyneT BhIOpaTh
HOBBIN MapoJib NpY C/1eayIoleN MOoMnbITKe BXoaa.

3anycTum ero:

$ ansible-playbook users.yml -i hosts

PLAY [windows] Kk kKA KKK I KA A IR IR I A IR I A I A A I Ak kA Ak ko khkhkkhkhkkkkhkhkkkhkkk

TASK [create user groups] E T ISR 2222222222222 232322223
changed: [winO1.example.com] => (item=application)

changed: [win®1.example.com] => (item=deployments)

TASK [Create USErs) ** aatsssikntaadsskkk kb aa A sk kkNHXKKKIIHHHAAAKKIIHHHAAAKK
changed: [winO1.example.com] => (item={u'password': u't31Cj1hU2Tnr', u'name’:
u'gil’, u'groups': [u'Users', u'deployments']})
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changed: [winO1.example.com] => (item={u'password_expired': True, u'password':
u'S3cr3t!', u'name': u'sarina’, u'groups': [u'Users', u'application']})

PLAY RECAP hhkkkhkhkkhkhkhhhkhhkhhkhhkhkdkhhkhrhhkhkhkhdhdkhdhhhhkhdkhhkhkhhkhhkrkhkhhhk

win01.example.com : ok=2

Kak 6yaro Bce paboTaeT, HO IaBaifTe MPOBEPUM.

changed=2

unreachable=0

failed=0

Kak MoXHO BUAETb Ha puc. 17.2, rpyrimbl 6b11M 671ar0noayyHo co3maHbl. OTanyHoO!
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Puc.17.2 <+ Hosble rpynnbl CO34aHbI

[TpoBepuM Takke y4yeTHble 3allMCM IOJAb30BaTeseil M MOCMOTPUM, Kakue Ha-
CTPOVKM OHM Ioayunan. Ha puc. 17.3 MoskHO BUAEeThb, UTO Ansible co3mana yueTHblie
3aMMCyU T0/b30BaTeNeil U I sarina YCTAHOBJIEHO TpeOOBaHME CMEHUTH Maposib
NPy CJ1e Y101 eN MOMbITKe BX0oaa.



320 <+ YnpasneHue xoctamn Windows
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Puc. 17.3 < YyeTHble 3anNUCK HOBbIX NOAb30BaTeNe CO30aHbI

Utoru

Ansible genaet ynpasnenue xocramu ¢ Microsoft Windows Takum e MpoCTbIM, Kak

yrpaBieHue xoctamu Linux u Unix.

Mexauusm Microsoft WinRM npekpacHo paboTaeT, XOTs U OeACTBYET MeIJjIeH-
Hee, yeM MnpoTokon SSH. bygeT MHTepeCHO MOCMOTPeTb, KaK YIy4IIUTCS MpPOU3-
BOIMTEbHOCTb MPU UCIONb30BaHMM BCTPOeHHO! noaaepxku SSH s Windows

u PowerShell.

Monynu ans Windows MMo3BOJISIIOT BBITIONHATB € TOMOLIBI0 Ansible mocraTouHo
LIMPOKUIA KPYT 3a/1a4, Jaxe MPUTOM, UTO COOBIIECTBO BOKPYT HMX ITOKaA elle HeBe-
nuKko. Tem He MeHee Ansible — yke caMblIif TPOCTOI MHCTPYMEHT A1l YIIpaBIeHUS
MapKOM XOCTOB C Pa3HbIMM OMepallMOHHBIMU CUCTEMaMU.
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Ansible
ANA ceTeBbIX YCTPOMUCTB

VYrnipaBieHue ceTeBbIMM YCTPOMNCTBAMM M UX HACTPOMKA BCeraa BbI3bIBAKOT Y MEHSI
HOCTa/Nbrui0. Bxox ¢ KoHconu yepes telnet, BBOA HECKOIbKMX KOMaH/[, COXpaHeHue
KoHdurypauuu - u pabora caenaHa. [locneqoBaTenbHOCTD A€MCTBUI He MeHsIeTCs
[U151 3TUX YCTPOMCTB. JIaAHO-1aAHO, COI/AIyCh, YTO HEKOTOPbIe U3MEHEeHMUs BCe Xe
MpoM301UN, HanpuMep nosiBuiach noagepxka SSH.

Jonroe BpeMsi Mbl UCI10JIb30BajIM JB€ OCHOBHbIE CTpaTernu yrpapjieHys CeTeBbI-
MM YCTPOICTBAMMU:

O mnpuobpereHue NOPOroCcTOsILIETO MaTEeHTOBAHHOIO MPOrpaMMHOro obecre-

YeHUs /11 HaCTPOMKU ITUX YCTPOMCTB;

QO paspaboTka MMHMMaIUCTCKOro Habopa MHCTPYMEHTOB J1s1 yIIpaBieHus KOH-
¢durypauoHHbsiMu daitnamMmu: KonMpoBaHus GaitaoB B JIOKATbHYIO CUCTEMY,
BHECEHMs] HEKOTOPbIX MU3MEHEeHMM MyTeM peAakKTUPOBaHMUSI U KOMMPOBAHUS
MX 06paTHO B YCTPOCTBO.

OnHako B Ioc/ielHMe HeCKOJIbKO JIeT CUTyaLlusl cTajia 3aMeTHO MeHsIThbes. [lepBoe,
YTO 51 3aMeTuJ1, — IPOU3BOAMUTENN CeTEBBIX YCTPOMUCTB CTaIu CO3aBaThb UM OTKPbI-
BaTb cBoM API. Bo-BTOpbIX, TaKk Ha3biBaeMoe JIBuxeHue DevOps He OCTaHOBMUJIOCH
M MIPOJOJIKMIIO CITYCK IO CTEKy, K SiApY: armnapaTHble cepBepbl, 6a1aHCUPOBILMUKHU
Harpys3Kku, yCTPOMCTBA 3aUlMThl CeTeil, ceTeBbie YCTPOMCTBA U Aaxe POyTephl.

Kak MHe kaxercs1, Ansible siBisieTcsi OMHUM U3 CaMbIX NIEPCIIEKTUBHBIX PEIIeHU
[UJIS 3aa4y yIpaBjeHUs CeTeBbIMM YCTPOMCTBAMM 110 TPEM MPUUYMHAM

O rmnopmepxuMBaeT ceTeBble YCTPOMCTBA C KOHCOJMbHBIM IOCTYroMm uepe3 SSH
U He OrpaHMYEeHHbIe IPUKIATHBIMY MHTepdeicaMy TPOU3BOAUTENEH;

O 106071 ceTeBOM aIMMHUCTPATOP MOXET OCBOUTb 3TOT CTU/Ib YITPAaBJIeHMs 3a
yac Wiy Jake MeHblle, TOTOMY YTO CO3JjaHMe MOAYJ/Iei Majio YeM OT/IMYaeTCs
OT MPUBBIYHO emMy paboThl;

O Ansible - oTkpbITOE TpOrpaMMHOe o6ecreyeHne; Mbl MOXXEM MCII0b30BaTh
ero 31echb u ceiyac!
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CTATYC CETEBbIX MOAYNEW

HI)E)K,IIE 4YyeM OBUHYTHCA Odajibllie, JO/DKEH NMpeayrnpeauTb Bac: CeTeBble MOOY/IU BCE
elle OTHOCUTEJbHO HOBbI€ — OHU MPOOO/IKAKT pPAa3BMBATLCA U B HaCTOSILLUI MO-
MEHT HaXoIsTCA B CTaOUU IpeaBapUTEIbHBIX Bepcuﬂ, npeagHa3HaYe€HHBIX TOJIbKO
11 o3HakomiieHus1. C TeyeHueM BpEMEHU CUTyaUUd USMEHUTCA K JTydlLIeMy. Ho
3TO He OJO/DKHO YAep>XUBATb HAC; MbI C YCIIEXOM MOXXEM UCITOJIb30BATb TO, UTO YXKe
UMEETCH.

Cnmcok NoaaEPKMUBAEMBIX NPON3BOAMTENENA
CETEBOIro O6OPYA0OBAHUA

[lepBbIit BOMPOC, KOTOPBIN Bbl, CKOpEe BCEro, 3amaaure: «[loogepxuBaeTcsl U BbI-
OpaHHbI MHOJ NMPOMU3BOAUTE/b CETEBOr0 000PYA0BAHMUS MIN OMEpPaLMOHHON CHU-
CTeMbI?» BOT HEMOJIHbIN, HO JOBOJbHO BHYLIMUTEIbHbBIN CITMCOK MOAAEPXKUBAEMbIX
MpOM3BOAUTEEN U ONepallMOHHBIX CUCTEM

Cisco ASA, 10S,10S XR, NX-OS;

Juniper Junos OS;

Dell Networking OS 6,9 u 10;

Cumulus;

A10 Networks;

F5 Networks;

Arista EOS;

VyOS.

Ecnu BbI He HalLZIM CBOEro MPOU3BOAMUTENS B CITUCKE, 3arJITHUTE B JOKYMEHTa-
LIM10, BO3MOXHO, OH YK€ MMOAAePKMBAETCs, TOTOMY UTO pa3paboTKa CeTeBbIX MOIY-
JIeit uaeT oueHb 6bICTpbIMMU TeMITaMu! Ha MOMEHT HanMcaHUsl 3TUX CTPOK B COCTaB
Ansible Bxoguno okono 200 Moaynest s B3aUMOIENACTBUI C CETeBbIMU YCTPOIA-
CTBaMMU.

0000000

MoaroToBKA CETEBOrO YCTPOMCTBA

[Ipexxae yueM HauyaTb 3KCIIEPUMEHTUPOBATDH C CETEBBIMU MOZYISIMU, HEOOXOOIMMO
MMEeTb, KaK Bbl YK€ MOHSIU, CAMO CETEBOE YCTPOICTBO.

Paboras HaZl KHUTOM, I BBIITPOCUJI CETEBOE YCTPOICTBO. ITUM YCTPOICTBOM OKa-
3aJiC He CaMblii [JIOXOM, HO JOBOJIbHO ycTapeBuuit kommyrtatop Cisco Catalyst
2960G Series Layer 2, geicTBytouuit nog ynpasneHuem I0S. YeTpoicTBO ObI10 CHS-
TO ¢ npou3BonacTBa B 2013 r. B 3TOM yCTpOCTBE HET HMUYEro MpUMeyaTe/bHOrO,
KpOMe TOTO0 UTO 3Ta APeBHSs LITYKOBUMHA MOXET YIPaBASThCS C MOMollbo Ansible!

WTak, npexne yeM nepexoiuTb K KOHQUTrypUPOBaHUID KOMMYTATOPA C TOMOLIbIO
Ansible, Hy)KHO TPOBEPUTb BO3MOXHOCTb CO€AMHEHUS C HUM. M TYT HacC MOmKM-
JlaJIo repBoe MPemnsITCTBME — C 3aBOACKMMM HAaCTPOMKaMM YCTPOMCTBO MPUHMUMAIIO



Ansible ans cetesbix yctpoiicTe < 323

coeIHEeHMsl TOJIbKO I10 MTPOTOKOY telnet. Mbl 1OMKHBI TPUBECTU €TI0 B COCTOSIHME,
Korga oHo OymeT npuHUMaTth SSH-coequMHeHMs1, — Heb3s1 UCIOb30BaTh IIPOTOKOI
telnet B IpOMBILLJIEHHOM OKPY>XK€HUMU.

O Ansible He nopaepXX1BaeT COeAMHEHUS C CETEBbIMU YCTPOMCTBAMMU Yepes telnet.

B03MOXXHO, KTO-TO M3 BacC y)Xe HaCTpPOWI IMOAJEepXKKYy MoakawuyeHus no SSH
B CBOMX KOMMYyTaTopax. Sl He MOTy Ha3BaTh ce0sl OMBITHBIM CETEBBIM MHXXEHEPOM;
MHe NoTpeboBaioch BpeMsl, UTOObI Y3HATh, KAK HACTPOUTD Noaaepkky SSH B Moem
kommyTaTope Catalyst.

Hactpoinka ayreHTndmnkaumm yepes SSH

Ing BraroueHus: noaaepskku SSH Heo6XoaMMo BBITTOMTHUTL HECKOIbKO 1iaroB. Ko-
MaH[Ibl, KOTOpble MbI OyIeM MCII0Ab30BaTh, JOKHBI paboTaTh Ha OOMBLIMHCTBE
ycrpoitcTB ¢ 10S, HO MOT'YT HEMHOTO OT/IM4aTbes. OqHAKO 3TO He NMpUYMHA 1151 BOJ-
HEHUIA, TOTOMY YTO BCEr/a OCTAaeTCsl BO3MOXHOCTb MOJTYUYUTD CITUCOK JOMYCTUMBIX
rnapaMeTpoB, BBellsl B KOHCOJIM 3HaK Borpoca (7).

S cOpocun HacTpoitkM cBoero Kommyrtatopa Cisco B MCXOIHOe COCTOSIHUE U Iepe-
BeJ1 ero B pexxuM Express Setup. Tak Kak BCce orepaluy s BBIIOMHSUI B Linux, nogkio-
YyeHMe K yCTPOMCTBY uepe3 telnet He COCTaBMIO HUKAKOTO Tpyaa (cM. npumep 18.1).

Mpumep 18.1 < Bxop 4epes telnet

$ telnet 10.0.0.1

Trying 10.0.0.1...
Connected to 10.0.0.1.
Escape character is '*]'.
Switch#

Jlns HacTpPOMKM YCTPOMCTBA €ro HeOoOXOAMMO IEPEBECTU B pexM HACMPOLKU,
Kak I10Ka3aHo B npumepe 18.2. OueBuAHbBIN LIar, BEpHO?

Mpumep 18.2 < lMepeBoa YCTPOMCTBA B PEXUM HACTPOMKK

switchil#configure
Configuring from terminal, memory, or network [terminal]? terminal
Enter configuration commands, one per line. End with CNTL/Z.

[lepBoe, UTO HYXXHO cAenaTb, — HacTpouThb IP-aapec, Kak Moka3aHO B IpuUMe-
pe 18.3, 4TO6bI MOXHO GbLTO MOAKIIOYUTHCS K YCTPOMCTBY 10 OKOHYaHMM HACTPOIL-
K.

MNpumep 18.3 < Hacrtpovika ctamueckoro IP-apeca
switchi(config)#interface vlan 1
switchi(config-if)#ip address 10.0.0.10 255.255.255.0

Yto6bl CreHepupoBaTh K04 RSA, HY)XHO NMPUCBOUTH YCTPOMCTBY MMSI XOCTa
Y IOMEHHOe UMsl, KaK IT0Ka3aHo B pumepe 18.4.
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Mpumep 18.4 < HacTpoitka MMEHWU XOCTa U AOMEHHOIr0 UMEHHU

switch(config)#hostname switchi
switchi(config)#ip domain-name example.net
switch1(config)#

Ternepp MOXHO CreHepUpOBaThb KJIOY wWwudposaHus, Kak MMOKa3aHO B MpUMe-
pe 18.5. Korza s mucan aTu CTPOKM, JOKYMEHTaLUsl He peKOMeHI0BaJla reHepupo-
BaTh KJItoun RSA ¢ pazamepom MeHblite 2048 6uT.

Mpumep 18.5 < leHepupoBaHue Knouva RSA - 310 MoxeT noTpeboBaTh HEKOTOPOro BPEMEHM

switchi(config)#crypto key generate rsa

The name for the keys will be: switchl.example.net

Choose the size of the key modulus in the range of 360 to 4096 for your
General Purpose Keys. Choosing a key modulus greater than 512 may take
a few minutes.

How many bits in the modulus [512]: 4096
% Cenerating 4096 bit RSA keys, keys will be non-exportable...
[OK] (elapsed time was 164 seconds)

switchi(config)#

Bo3Mo)kHO, Bbl 06paTU/IM BHMMaHMe, YTO Mbl MOAKIIOYMIUCH K YCTPOMCTBY IO
MpOTOKONY telnet 6e3 BBOJA YUETHBIX JaHHbIX. B oTinume ot telnet, SSH Bcerma tpe-
6yeT yKa3bIBaTb MM II0JIb30BATE/IS U MTapOb.

[ToaToMy clemylonIMM LIaromM, KOTOpbIi MoKa3aH B mpumepe 18.6, Mbl 06aBUM
HOBOTO ITO/Ib30BaTes, a TAKXKe JaluM eMy YpPOBeHb ITpuBUIernit 15 (Bbiciunit ypo-
BEHb).

I'Iaponb MOXHO YCTaHOBWUTb ABYMA cnocobaMu, Kak secret v Kak password. ﬂaponb, yCTaHOB-
NEeHHbIW KaK password, XPaHUTCA B OTKPbITOM TEKCTOBOM BMAE, TOrAa Kak secret COXpaHWUT
naponb B BuAe X3W-CyMMbl, TUN KOTOPOM 33aBUCUT OT yCTpOﬁCTBa n BeEPCUN NPOWNBKMH.

Mpumep 18.6 < [LobasneHue HOBOro nonb3osarens admin
switchi(config)#username admin privilege 15 secret s3cr3t

[TocnenHui 1wuar, Moka3aHHbIA B npumepe 18.7, — HaCTpoOJiKa MOLENIM ayTeHTU-
¢urauuu. Mot KOMMYTaTOp MO YMOTYaHUIO UCIIONb3YeT cmapyio modens. B aToM
peXXumMe OH 3ampauiMBaeT TOMbKO Mapob.

Ho Ham TpebyeTcs, 4ToOb! YCTPOMCTBO 3aMpallnBaio He TONbKO Mapojib, HO TaK-
JKe MUMs IT0JIb30BATeJIs; 3TO Ha3bIBAETCS HO80It MOJeNbl0 agmopu3ayuu, aymeHmugu-
kayuu u yuema (Authentication, Authorization and Accounting - AAA).

Mpumep 18.7 < HacTporika Moaenu ayTeHTUdMKaLUK
switchi(config)#aaa new-model
JIOMOMTHUTEIbLHO YCTAHOBUM MapoJib [J151 TPUBUIETUPOBAHHOrO peXXumMa, Kak 1no-

Ka3aHo B mpuMepe 18.8, TOIbKO UTOOBI [TOKa3aTh, YTO Ansible Takke mogaepxxuBaeT
3Ty 0COOEHHOCTb.
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Mpumep 18.8 < YctaHoBKa Napons Ans NPUBUNErMPOBAHHOIO pPexumMa
switchi(config)#enable secret 3n4bl3s3cr3t

Tenepb Bce TOTOBO M MOXXHO OTK/IIOYMThb ITPOCTOM TEKCTOBbIN M Hebe30MmacHbIi
MpOTOKO telnet, Kak MokasaHo B mpumMepe 18.9, Ha 11060M 13 16 BUPTYalbHBIX TEP-
MMHAaJIOB.

Mpumep 18.9 < OtknioueHne noaaepxku telnet Ha ycTpoiicTee

switchi(config)#line vty 0 15
switchi(config-line)#transport input ?
all All protocols
none No protocols
ssh TCP/IP SSH protocol
telnet TCP/IP Telnet protocol

switchi(config-line)#transport input ssh
switchi(config-line)#exit

Bot u Bce. Ternepb COXpaHUM KOHGUIYpaLMIO U BbIAAEM U3 peXMMa HaCTPOKH,
Kak noka3saHo B npumepe 18.10. UmeiiTe B BUAY, UTO MOC/Ie 3TOrO ll1ara CoeiMHeHue
C YCTPOMCTBOM MOXeET ObITh pa30pBaHO, HO 3TO He Mpobyiema.

Mpumep 18.10 < CoxpaHeHue KOHGUrypaLumu B KauecTBe MCNONb3yeMoW Ha 3anycke

switchi#copy running-config startup-config
Destination filename [startup-config]?

Terneps ybenumcs, yTo nmoagepxka telnet BbIKIOUEHA, a moaaepskka SSH Bkitoue-
Ha, KakK Moka3aHo B npumepe 18.11.

Mpumep 18.11 < Bxoa yepes SSH

$ telnet 10.0.0.10

Trying 10.0.0.10...

telnet: Unable to connect to remote host: Connection refused
$ ssh admin@10.0.0.10

Password:

switcho1>

Bce pa6oraert!

KAK PABOTAIOT MOaYU

[Tpexxae yeM MpPUCTYIIUTL K [IEPBOMY CLIeHAapUI0, BepHEMCSI HEMHOTO Has3aj U Io-
rOBOpPMM O TOM, Kak paboTatoT Moaynu Ansible. Eciiv roBOpUTb TPOCTHIMU CJIOBAMU,
KOrza BbITNIOJIHSIETCS clieHapuit Ansible, Mogynb, Ucronb3yeMblit 3amadeit, KONMpy-
€TCS Ha LleJIeBYI0 MallMHY U BbITTOHSIETCS TaM.

B OTHOlIEeHMM ceTeBbIX MOIYJIEM U CeTEBBIX YCTPOMCTB 3Ta IpolieAypa He paboTa-
eT. OGbIYHO Ha CETEeBBIX YCTPOICTBAX OTCYTCTBYET MHTeprnpeTaTop Python uin, no
KpalHel Mepe, HeJOCTYIIEeH A/151 Hac. IMeHHO [M03TOMY ceTeBble MOAY/IU AeMACTBYIOT
HECKOJIbKO MHave.
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MX MOXXHO CpaBHUTb C MOAY/IsIMU, B3aumogeicTyommu ¢ HTTP APIL. Moaynu
Ansible, ucnonbsywouie HTTP API, 06bIYHO BBIMOJHSIIOTCS JIOKaAbHO — UX KO Ha
s3bike Python B3aumopeiictByer ¢ ynaneHHbiM API no nporokony HTTP. CeteBbie
MOZY/IU OEeNCTBYIOT NIPUMMEPHO TaK >Xe, TOJMbKO B3ammogelncTByoT He ¢ HTTP API,
a C KOHCOJbIO!

HAL nEPBbIA CLEHAPUIA

Sl moctapatoch COXpaHUTD 3TOT [1€PBbIi CLleHapUii MaKCUMaJIbHO IIPOCTBIM U peanu-
3yI0 B HEM TOJIbKO U3MEHeHMe UMEeHM XOCTa.

Tak Kak Halle ceTeBOe yCTPOMCTBO AeMCTBYeT NOJ yIpaBaeHneM OnepauyoHHOM
cucrembl Cisco 10S, Mbl cnonb3yem Moay b ios_config, KOTOpbIN ynpaB/asieT KOH-
durypaunonHsimu pasmenamu Cisco 10S.

Co3magum nepBylo 3azauy, ios_config, B cueHapuu, Kak Moka3aHO B NpuUMe-
pe 18.12.

Mpumep 18.12 < N3meHeHne nMenn xocta B Cisco Catalyst

- hosts: localhost
gather_facts: no
connection: local @
tasks:

- name: set a hostname
ios_config:

lines: hostname swi

provider:
host: 10.0.0.10 @
username: admin ©
password: s3cr3t @
authorize: true ©
auth_pass: 3n4bl3s3cr3t @

© YcraHoBUTb TMIT coeanHeHMs local, uToObI Bce 3agaum o6pabaThiBanyuch cucteMoit Ansible
KakK MpOCTble JIOKa/lbHble OeiCTBUS.

® JlomeHHOe uMsi unu [IP-agpec ceTeBOro yCTPOCTBA.

© liMs nonb3oBaTens O/ BXO4a Ha YCTPOMUCTBO yepe3 SSH.

@ Ilaponb a5 BXo4a Ha yCTPOMCTBO.

© BbipaxxeHHeM authorize: true Mbl cOOG1IaEM MOAY/TIO, YTO KOMAHIA JO/KHA BbIMTOMHATHCS
B MMPUBUIETMPOBAHHOM DEXMME.

O Tlaponb As1s BX04a B MPUBUIETMPOBAHHbIN DEXUM.

Q BMecTo nepenaun apryMeHTOB username, password, authorize u auth_pass B kaxaoWn 3agadve
MOXHO OnpesenuTb Cneaylouwmne nepeMeHHble OKPYXXeHWUs, KOTOopble aBToMatuyecku byayt
MCNONb30BaTbCs B3aMeH: ANSIBLE_NET_USERNAME, ANSIBLE_NET_PASSWORD, ANSIBLE_NET_AUTHO-
RIZE 1 ANSIBLE_NET_AUTH_PASS.

JTO MOXeT MOMOYb YMEHbIIUTh 06beM LIa6IOHHOTO KOAA B Kaxkmoi 3amaue.
VmeiiTe B BUIY, UTO 3T epeMeHHbIe OKpY)XeHMst 6YIyT UCIOIb30BaThCsI HECKO/b-
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KMMM ceTeBbIMM MoayasiMu. OOHAKO KaXAylr MepeMeHHYI0 Bcerga MOXHO mepe-
ornpeneanTh, SBHO MepenaB MOIY/II0 He0OX0AMMbIe apryMEeHTbI, KaK MbI TOJIbKO UTO
chenanu 3To.

U sTo Bce? [la, 3To Bce. /laBaiiTe BBINOJHUM CLIEHapUit:
$ ansible-playbook playbook.yml -v

No config file found; using defaults
[WARNING]: Host file not found: /etc/ansible/hosts

[WARNING]: provided hosts list is empty, only localhost is available

PLAY [localhost] khkkhkkkkkhkhhkhkhkhkhkhkhkhhkhhkhhkhkhkhkhkhkhkhkhkkhkhkhhkhkhkhkhhkhkhhhhhkhhkhhkhhkhkhhkhhkhkk

TASK [Set a hostname] AR AR A AR R AR AR AR AR AR AR AR AR ARk ARk k
changed: [localhost] => {"changed": true, "updates": ["hostname swi"],
"warnings": []}

PLAY RECAP b2 222222222222 s s s s s s as st ]

localhost : ok=1 changed=1 unreachable=0 failed=0

Ha nmepBblit B3I BCE MOMY4YMIIOCh, HO, YTOOBI YOEOUTbCS, MONPOOyeM 3aiiTH Ha
YCTPOMCTBO:
$ ssh admin@16.0.0.10

Password:
swl>

JeiCTBUTENIbHO BCe MOMY4Ymnoch! Mbl 671arOMoIy4yHO BBITTOJIHUIMA CBOM MEepBbIi
cueHapuit, HactpauBatoumit Cisco Catalyst.

O CeTteBble MOAYNM MULIYTCS C YYETOM NOAAEPXKKM MAEMIMOTEHTHOrO BbINOAHEHMS. Mbl MOXEM
BbINONHWUTL CLLEHAPUIA CKONBKO YIOAHO Pa3, HUYEro Npu 3TOM He Hapylums!

PEECTP 1 NEPEMEHHbIE AN CETEBbIX MOAYNEM

B03MOXHO, BbI 3aMeTU/IH, YTO B MOC/IeIHEM CLIeHapMM 1ieJIeBOi XOCT 6bl1 0603Ha-
yeH Kak localhost. Ecniu 6b1 y Hac umenach ¢pepma kommytatopoB Cisco Catalyst,
HaM NpUUUIOCh Obl HAMMUCATD 151 KAXKAOTO M3 HUX OTHE/IbHbIN CLIeHapUIA C LieJIeBbIM
XOCTOM localhost, MOTOMY UTO AJis1 KaXOOTO YCTPOICTBA HY>XHbI CBOM HACTPOMKU
M1 CBOM NIepeMeHHbIe.

Ho naBaiiTe cnenaem ellle OAMH LIar Bepen U UCMOAb3yeM C CeTeBbIMU MOAY-
JIIMM YKe 3HaKOMblif HaM NpueM: CO3[4anuM CTaTuueckuit ¢aitan peectpa ceTeBbIX
YCTPOMCTB, KaKk MoKa3aHo B npumepe 18.13, u coxpaHuM ero ¢ MuMeHeM ./network_
hosts.

Mpumep 18.13 < Daitn XoCTOB C CETEBLIMM YCTPOMCTBAMM
[tos_switches]
swl.example.com

Tenepb MOXXHO ITOMEHSTD 11e/1b B CLieHapuy Ha 1os_switches, Kak Moka3aHo B Ipu-
mepe 18.14.
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Mpumep 18.14 < K3meHeHne umenn xocta B Cisco Catalyst

- hosts: ios_switches @
gather_facts: no
connection: local
tasks:

- name: set a hostname
ios_config:
lines: hostname swi
provider:
host: 10.0.0.10
username: admin
password: s3cr3t
authorize: true
auth_pass: 3n4b13s3cr3t

O Hcnonb3oBaTh ios_switches Kak 1iefb.

Tenepb, MOCKO/IBKY ¥ HAC €CTb peecTp, MOXHO UCIIOIb30BaTh HEKOTOPbIE BHYT-
peHHMe mnepemeHHble Ansible. IlepemeHHasi inventory_hostname_short comepXXuT
MMSI XOCTa U3 371eMeHTa B peecTpe (Harnpumep, swl u3 snemeHTta swl.example.com).
To ecThb MOKHO YIIPOCTUTD CLieHapui, Kak moka3aHo B npumepe 18.15.

Mpumep 18.15 < Mcnonb3osaHue inventory_hostname_short ans HacTponku
- hosts: ios_switches
gather_facts: no
connection: local
tasks:
- name: set a hostname
ios_config:
lines: hostname {{ inventory_hostname_short }} ©@
provider:
host: 10.0.0.10
username: admin
password: s3cr3t
authorize: true
auth_pass: 3n4bl3s3cr3t

O Tenepb MOXHO MCIIOIB30BaTh NTIepeMeHHYIO0 inventory_hostname_short.

JlokanbHOe noaknueHue

Kaxk rpaBuso, clieHapum 1151 CeTeBbIX YCTPOMCTB JO/IKHBI BBIMTOHSITHCS C JIOKajb-
HbIM MOAK/II0YEHNEM.

BbiHeceM 3TOT mapaMeTp U3 cLieHapus U ToMecTuM B daits group_vars/ios_switch-
es, Kak rmokasaHo B npumepe 18.16.

Npumep 18.16 < Daiin c rpynnoBbIMKU NEpeMEHHbIMU ANs ios_switches

ansible_connection: local
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MoakntoueHue K xocTy

W3 cueHapus B nmpumepe 18.15 Takke MOXHO ybpaTh KOHGUIypaLiMOHHbIE Mapa-
MeTpbl 119 MOAy/is ios_config, KOTOpble HaBepHsIKa O6YOYT OTAMYAThCS AJIs pa3HbIX
CeTeBbIX YCTPOICTB (HanmpuMmep, aapec host I/ MOAK/IIOUEHUS).

ITo aHanoruu c hostname Mbl MOXEM MCIT0/Ib30BaTh BHYTPEHHIOK MTePpeMEHHYIO;
Ha 3TOT pa3 inventory_hostname. B HalleM cjiyyae inventory_hostname COOTBETCTBYET
MOJIHOMY KBaiMULMPOBAHHOMY JOMEHHOMY MmeHu swl.example.com. Ham mo-
CTAaTOYHO ObUIO ObI, YTOOBI 3TO JOMEHHOE UMl NTPaBWIbHO PaclO3HaBaJI0Ch HALIUM
cepBepoM uMeH. Ho Ha stame pa3paboTku KoHuUrypaumu mejna MOryT o6CToATh
MHaue.

Yro6bl He nonaratbes Ha DNS, Mbl o6aBMM HEMHOTrO TMOKOCTM U CO30aauM I1e-
peMeHHYI0 net_host, KOTopast 6yaeT UCoab30BaThCs AJisl moak/IoueHus. Ha kpait-
HMI Cy4aid, eciu mepeMeHHast net_host He GymeT onpeneseHa, UCIIOJIb3yeM inven-
tory_hostname.

Ha nmepBblif B3/ 3TO YCIOBME MOXKET ITOKa3aThC CJIOXKHBIM, HO B IeACTBUTE/Ib-
HOCTU peann3yeTcsi OHO OYeHb MPOCTO. BarisHuTe Ha npumep 18.17.

Mpumep 18.17 <+ Mcnonb3oBaHUe nepeMeHHOW ANS NOAKNIOYEHUS
- hosts: 1os_switches
gather_facts: no
tasks:
- name: set a hostname
ios_config:
lines: hostname {{ inventory_hostname_short }}
provider:
host: "{{ net_host | default(inventory_hostname) }}" ©
username: admin
password: s3cr3t
authorize: true
auth_pass: 3n4bl3s3cr3t

O lcrnonbs3osaTh A MOAKAIOYEHMS TTEPEMEHHYIO net_host, a €C/IM OHA He Oornpefe/eHa —
nepeMeHHYIO inventory_hostname.

Takue nepeMeHHbIe 0OBIYHO IPUHSATO TOMeIlaTh B aiia hosts_vars.

Tak Kak 3Ta rnepemMeHHasi UMeeT HEKOTOpPOe OTHOLIeHMe K MMOAK/IUeHM0, BO3-
MOJXKHO, JTyullle 6ymeT moMecTuTb ee B ¢aitn peectpa ./network_hosts, Kak noka3aHo
B npumepe 18.18.

Mpumep 18.18 <+ [obasneHne nepeMeHHOI net_host B COOTBETCTBYHOLLYH 3anuch B peecTpe

[Llos_switches]
swi.example.com net_host=10.0.0.10

MepeMeHHbie ang ayteHTUDHUKaLUK

Kak mocnenHuit war ucrnosb3yem nepeMeHHble 1151 HACTPOMKM MapamMmeTpoB ayTeH-
TudMkauun. 3To 06eCcrneynT HaMm MaKCUMaJIbHYI0 TMOKOCTb.
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[TapameTpsbl ayTeHTUdMKaLMK, 0OLLIMe A1 BCEX YCTPOMCTB B TPYIE, MOXHO
onpenenuTtsb B daitne group_vars. IMeHHO Tak Mbl U IIOCTYNUM (cM. pumep 18.19).

Mpumep 18.19 < daitn ¢ rpynnoBbIMK NepeMEHHbIMU ANa 1os_switches

ansible_connection: local
net_username: admin
net_password: s3cr3t
net_authorize: true
net_auth_pass: 3n4bl3s3cr3t

Ecnu 1715t HEKOTOPBIX YCTPOCTB UCIIONb3YIOTCS MHbIE TapaMeTpPbl ayTeHTUdMKa-
LM, UX MOXHO MTepeoripeie/InTh Ha ypoBHe hosts_vars.

CoxpaHeHHne KoHHUrypaumm

[IpuuL10 BpeMsi peannM30BaTh COXpaHeHMe KOHGUTYpaL M, YTOObI FapaHTUPOBATh
ee BCTYIUIEHME B CUJY [10C/e C/lefyIolleil epe3arpy3ku yCcTpoicTaa. K cuacToio,
I7151 3TOTO A0CTaTOYHO 106aBUTb B 3aauy ios_config mapamerp save CO 3HaYeHM-
eMm true.

st niobuTeneit nenath pe3epBHble KONMUM Ansible mpenocTaBasieT Takylo BO3-
MOXHOCTb. Ecin 1o6aBuTh mapameTtp backup co 3HaueHueM true, 3ajaya COXPAHUT
pe3epBHYI0 KOIMUIO Mepej] [IPUMMeHeHMeM U3MEeHEeHUMA.

Pe3epBHas Konus KoHburypaumm 6yaet coxpaHeHa Ha YIpaB/siiolleil MalluHe
B KaTasnore backup, psaom co cueHapueM. Ecim katanor backup oTcyTcTByeT, Ansible
aBTOMaTMYECKM CO31acT ero:

$ 1s backup/
switchl_config.2017-02-19@17:14:00

O (daiin pesepBHOI KONWK ByaeT coaepaTb AENCTBYIOLLYI0 KOHPUIYPAUMIO, @ HE HAYaNbHYIO.

HoBas Bepcus cueHapus npeacrasaeHa B mpyumMepe 18.20.

Mpumep 18.20 <+ OkoHuaTenbHas BEPCUS CLEHAPKA, YCTaHAaBAMBAIOLWETO UMS XOCTa
Ha yctpoicree Catalyst

- hosts: ios_switches
gather_facts: no
tasks:
- name: set a hostname
ios_config:
lines: hostname {{ inventory_hostname_short }}
provider:
host: "{{ net_host | default(inventory_hostname) }}"
username: "{{ net_username | default(omit) }}" ©
password: "{{ net_password | default(omit) }}" @
authorize: "{{ net_authorize | default(omit) }}" @
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auth_pass: "{{ net_auth_pass | default(omit) }}" @
backup: true @
save: true ©

© Bce 3TH nepemeHHbIe MOXHO OINpeneauTb Ha YPOBHe group_vars wnu host_vars.
@ CoXpaHUT pe3epBHYIO KOMUIO AeACTBYOLIENH KoHbUrypauum B ./backup.
® CoxpaHuT running-config B startup-config Ha ycTpoiicTBe.

o NapaMeTpbl backup u save 06pabaTbiBalOTCA Kak oTaentHble onepaunn. OHKU BbINONHSAOTCS,

DAXe eCNM HUKAKUX U3MEHEHWI He BbiNo Npou3seaeHo.  TakKe 3aMeTun, 4To onepaums Co3-

DaHUs pe3epBHOM KONUM He BO3BpalLaeT changed=True,a CyWECTBYIOWME PE3EPBHbIE KONUM
yAANaoTCa nepes CO3AaHMEM HOBbIX.

MUcnonb3oBAHWE KOHOUIYPALMA U3 GANNOB

[TapameTp lines XOpOLIO MOAXOAMT JJIsl CTy4YaeBs, Korga Tpebyercss USMEHUTD UL
HeCKOJIbKO HacTpoeK. OfHaKo sl MPMBBIK UCIMOJIb30BaTh MOAXOM, 3aK/II0YaIOILMiiCs
B KOMMMPOBaHMM KOHGUrYpaLIMK, XpaHsILLeiCsl B TIOKanbHOM ¢aitne. [ 3TOro s Bbl-
MOJIHSIIO HACTPOIKM B JIOKaJIbHOM ¢aitie 1 3aTeM KOMUPYIO ero Ha yCTPOCTBO.

K cuactblo, ios_config mpuMHMMaeT elle OOMH MapaMeTp, NO3BOJSIOILMIA KONMPO-
BaTb KOH$UrypaumoHHble daiiabl Ha YyCTPOMCTBA: napameTp src. bnarogapst atomy
rnapaMeTpy MOXHO CO34aTb CTaTM4YeCKMit KoHUrypaumoHHblit dain ios_init_tem-
plate.conf, kak noka3aHo B npumepe 18.21.

Mpumep 18.21 < MpuMep cTaTUHECKOro KOHdUIypaumoHHoro ¢aina ans 10S

no service pad

service timestamps debug datetime msec
service timestamps log datetime msec
service password-encryption
boot-start-marker

boot-end-marker

333 new-model

1

clock timezone CET 1 0

clock summer-time CEST recurring last Sun Mar 2:00 last Sun Oct 3:00
1

system mtu routing 1500

1

vtp mode transparent

1

ip dhcp snooping vlan 10-20

ip dhcp snooping

no ip domain-lookup

]

|

spanning-tree mode rapid-pvst
spanning-tree extend system-id

]

vlan internal allocation policy ascending
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interface Vlani

no ip address

no ip route-cache

shutdown

]

ip default-gateway 10.0.0.1

no ip http server

no ip http secure-server

|

snmp-server community private
snmp-server community public RO
snmp-server location earth
snmp-server contact admin@example.com
|

ntp server 10.123.0.5

ntp server 10.100.222.12
|

He BonHyitTech! 4 He cobupaloch pacckas3biBaTh, UTO 3HAUYAT BCE 3TU HACTPOMKMU.
BMecTo 3TOro Mbl BepHEMCS K HallleMy CLieHapuI0 U3 Mpeablayllero pasgena 1 go-
6aBMM B HEro 3a/iauy J,/151 KOTMPOBaHUS CTaTMUECKOro KoHdUrypauuoHHoro daitna,
KaK IoKa3aHo B mpumepe 18.22.

Tenepp B HalleM CLieHapuM ABe 3aJauM HaCTPOMKMU CETeBOro yCTpoicTBa. Uc-
ro/nb30BaHMe TMapaMmeTpa backup B ABYX 3aJayax MOXET MPUBECTU K TOSIBEHUIO
60/1b1IOr0 KOMYECTBA MPOMEXYTOUYHbIX pe3epBHbIX KOMMIA, TOr4a Kak HaMm J0oCTa-
TOYHO OJHOI pe3epBHOI KOMMUU AeMCTBYIOLe KoHDUrypalmm, Co3gaHHoM nepen
MOObIMU U3MEHEHUSIMU.

[MoaTomy no6aBUM B Hauaso ClieHapus ellle OfHY 3afauy, CrieliMaabHO AJ1s cCo31a-
HUS pe3epBHOI Konmuu. [1o Toi Xe npuunHe Ho6aBUM 06pabOTUMK, KOTOPbIit OyIeT
BbI3bIBATb Save, TOJIbKO eC/M IMPOMU301IM KaKMe-TO MU3MEeHEeHUS.

Mpumep 18.22 « Kcnonb3oBaHuWe src A8 nepeaayn CTatMyeckoro KoHGUrypauunoHHoro daina
- hosts: ios_switches
gather_facts: no
tasks:
- name: backup the running config
ios_config:
backup: true
provider:
host: "{{ net_host | default(inventory_hostname) }}"
username: "{{ net_username | default(omit) }}"
password: "{{ net_password | default(omit) }}"
authorize: "{{ net_authorize | default(omit) }}"
auth_pass: "{{ net_auth_pass | default(omit) }}"
- name: init the static config
ios_config:
src: files/ios_init_config.conf @
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provider:
host: "{{ net_host | default(inventory_hostname) }}"
username: "{{ net_username | default(omit) }}"
password: "{{ net_password | default(omit) }}"
authorize: "{{ net_authorize | default(omit) }}"
auth_pass: "{{ net_auth_pass | default(omit) }}"
notify: save the running config @
- name: set a hostname
ios_config:
lines: hostname {{ inventory_hostname_short }}
provider:
host: "{{ net_host | default(inventory_hostname) }}"
username: "{{ net_username | default(omit) }}"
password: "{{ net_password | default(omit) }}"
authorize: "{{ net_authorize | default(omit) }}"
auth_pass: "{{ net_auth_pass | default(omit) }}"
notify: save the running config @

handlers:
- name: save the running config
ios_config:
save: true
provider:
host: "{{ net_host | default(inventory_hostname) }}"
username: "{{ net_username | default(omit) }}"
password: "{{ net_password | default(omit) }}"
authorize: "{{ net_authorize | default(omit) }}"
auth_pass: "{{ net_auth_pass | default(omit) }}"

O Uuraet koHGUrypaumoHHslit dain 10S files/ios_init_config.conf.
® IlocbutaeT yBegoMIEHUE 06PaBOTUNKY COXPAHUTH KOHDUTYpaLUIO.

Tenepb Mbl yMeeM CMeILUMBATb CTaTUUYECKUE U AMHAMMUUecKue HacTpoiiku. Ko-
HEeYHO, Mbl MOXXeM MPOJOKUTD UATU TEM Ke ITyTeM U pacluMPUTb CLieHapuii, fo-
6aBUB B HETO JIpyrue AMHaMuuyeckue HacTpPOKU. OIHAKO MOXHO MOCTYITUTb MHAYeE.

Ho, npexage yeM MpoJoskuUTh, 06paTUTe BHMMaHUe, YTO CLlEHAapUM OT 3adauu
K 33/1a4e MOBTOPSIIOT HeMaJieHbKue 6J10Ku provider. Mbl MOXkeM yCTpPaHUTb 3TO IO-
BTOpEHMe, KaK IToKa3aHo B npumepe 18.23.

Mpumep 18.23 < WMcnonb3oBaHue src Ans nepenaym Ctatuyeckoro KoHourypaumoHHoro daina

- hosts: ios_switches
gather_facts: no
vars:
provider: @

host: "{{ net_host | default(inventory_hostname) }}"
username: "{{ net_username | default(omit) }}"
password: "{{ net_password | default(omit) }}"
authorize: "{{ net_authorize | default(omit) }}"
auth_pass: "{{ net_auth_pass | default(omit) }}"
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tasks:
- name: init the static config with backup before
ios_config:

backup: true ®

src: files/ios_init_config.conf

provider: "{{ provider }}" ©
notify: save the running config

- name: set a hostname
ios_config:
lines: hostname {{ inventory_hostname_short }}
provider: "{{ provider }}" ©
notify: save the running config

handlers:
- name: save the running config
ios_config:
save: true
provider: "{{ provider }}" ©

O BrlpaxkeHMe vars OObsBISET MEPEMEHHYIO provider I/s1 0OMIEro MCIONIb30BaHMS.

@ Tak Kak y Hac TOJIbKO OJHA 3aJayva 3aTparuBaeT KOHGUrypaumio, Mbl iepeMeCcTMIN napa-
MeTp backup B 3Ty 3agauy.

© lcnonb3oBaHue epeMeHHOI provider variable.

Moaynb ios_config MOXHO Bbl3BaTb C €4MHCTBEHHbIM NapaMeTpoMm backup, 4Tobbl NONYyYUTL
HayanbHbI WABGMN0H KOHPUIYpaUUK.

LLIABNOHbI, LWABNOHbI, LAB/IOHbI

Terepb Mbl 3HaeM, YTO napaMeTp src MOAY/s ios_config MOXXHO UCMOIb30BaTh 4151
nepenauu craTuyeckux ¢aitioB KoHOUrypauuu. A MOXXHO JIM UCITOIb30BaTh L1abno-
Hbl Jinja2? K cuacTbio, ios_config MMeeT BCTPOEHHYIO MOAMEP)KKY LI1abloHOB, Kak
MokasaHo B nmpumMepe 18.24.

Mpumep 18.24 < Wcnonb3oBaHue src ANs nepenaym CtaTtuyeckoro KOHGUrypaumoHHoro daina
N KOHGUrypupoBaHue ¢ NoMoLwbto wabnoHa

- hosts: ios_switches
gather_facts: no
vars:
provider:
host: "{{ net_host | default(inventory_hostname) }}"
username: "{{ net_username | default(omit) }}"
password: "{{ net_password | default(omit) }}"
authorize: "{{ net_authorize | default(omit) }}"
auth_pass: "{{ net_auth_pass | default(omit) }}"
tasks:
- name: copy the static config
ios_config:
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backup: true
src: files/ios_init_config.conf.j2 @
provider: "{{ provider }}"

notify: save the running config

handlers:
- name: save the running config
ios_config:
save: true
provider: "{{ provider }}"

© Mb1 co3pany wabnoH U3 NpeablAylero craTM4eckoro KOH@UrypaumMoHHoro ¢aitna 1 co-
xpaHunu ero B files/ios_init_config.conf.j2, cnepyst NIPUHSTBIM COIIAIIEHUSIM.

MbI mpeBpaTH/IM CBOM CLieHapUii B aganTMBHBINA clieHapuit Ansible ny1g HacTpoit-
KM CeTeBbIX YCTPOMCTB, IeMCTBYOIIMX oA yripaBieHueM [0S. Jliobble KoHUrypa-
LIMM CeTEeBbIX YCTPOMCTB, CTaTUUECKME MJIM AMHAMUYECKME, MOKHO 0OpabaTbhiBaTh
C MIOMOILbIO L1ab/I0HA, TOKa3aHHOrO B ipuMepe 18.25.

Mpumep 18.25 < LWabnoH koHpUrypaumu 10S, Bkntoyatowmin auHaMuyeckme Hactporiku VLAN
U uHTepdencos

hostname {{ inventory_hostname_short }}
no service pad

service timestamps debug datetime msec
service timestamps log datetime msec
service password-encryption

boot-start-marker
boot-end-marker

clock timezone CET 1 0
clock summer-time CEST recurring last Sun Mar 2:00 last Sun Oct 3:00

ip dhcp snooping
no ip domain-lookup

spanning-tree mode rapid-pvst
spanning-tree extend system-1id

vlan internal allocation policy ascending

{% if vlans is defined %} @
{% for vlan in vlans %}

vlan {{ vlan.id }}

name {{ vlan.name }}

{% endfor %}

{% endif %}

{% if ifaces is defined %} 0
{% for iface in ifaces %}
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interface {{ iface.name}}
description {{ iface.descr }}
{% if iface.vlans is defined %}
{% endif %}
switchport access vlan {{ iface.vlans | join(',') }}

spanning-tree portfast
1

{% endfor %}
{% endif %}

no ip http server
no ip http secure-server

snmp-server community public RO
snmp-server location earth
snmp-server contact admin@example.com
! add more configs here...

O [Ipumep Mcnonb3oBaHMUS AMHAMMUUYECKUX HACTPOeK B daitne mabmoHa

Tak Kak 3TO OObIUHBIN WAGJ0H, B HEM MOXHO MCIT0/Ib30BaTh BCE BO3MOXHOCTHU
MexaHu3Ma 1abao0HOB Jinja2, BKIKOUYass Hac/leqoBaHue 11abJ10HOB U Makpochl. Ha
MOMEHT HalMCaHusl 3TU CTPOK --diff He Bo3Bpallan pasnanuuit Mmexny daitaammu
B dopmare diff.

laBajiTe nonpo6yeM BbIMIOJHUTb 3TOT CLIEHAPUIA:

$ ansible-playbook playbook.yml -i network_hosts

PLAY [ios-switches] kkkkkhkkhkhkkhhkhkhkhhkhhhkhkhhkhhhkhkhhhkhkhhkhhhkhkhhhhhkhhkhkhhkhhkkhkhkkk

TASK [copy the static config] KRKKRKKRIKRKKRKKR KRR KR RKRKKRRRRRKRRARKRKRRRRAKRKKAK

changed: [switch1]

RUNNING HANDLER [save the running config] KAKRKRKKKKRAKRKK ARk R AARARRKRA KRR KA ARhKK
changed: [switch1]

PLAV RECAP KRkKKKAKKKKKKKKKRKKKKkRKkhhkhkkhkhkkhkhkhkhkkhkkhkhkkhkkhkhkkhkkkhkkhkkhkkkhkkkkkkkkkkkkkk

switchl : ok=2 changed=2 unreachable=0 failed=0

[IpocTo, He mpaBaa n?

Cs0OP ®AKTOB

C60p GhaKkTOB M3 CETEBBIX YCTPOMCTB pean3yeT OTAeAbHbII MOAY/b — B JAHHOM CJTy-
yae ios_facts.

O YcranasnuBanTe napaMeTp gather_facts: false B onepauusx C ceTeBbiMM YCTPOMCTBaMMU
B CBOMX CLLEHapUaXx.

B npenbiayiueM pa3ziene Mbl yXe MOATOTOBMIM BCe HACTPOMKM COeIUHEHUS U Te-
repb FOTOBBI TTIEPEITH K CLIeHapHI0, TIpeicTaBleHHOMY B IpumMepe 18.26.
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Mognynb ios_facts MMeeT TOILKO OAMH Heobs13aTeNIbHbIl MapaMeTp: gather_subset.
JTOT napameTp MCIMOJMb3yeTCs AJI1 OrPaHMUYEHUSs] XKeaTeabHbIX MU GuabTpaumnn
HexXesaTelbHbIX (aKTOB (C Job6aBIeHMeM BOCKIMLaTeabHoro 3Haka). Ilo ymonua-
HUIO 3TOT NapameTp NpUMHMMaeT 3HaueHue !config, UTO COOTBETCTBYET 8CEM (Pak-
mam, kpome KoHpuzypayuu.

Mpumep 18.26 < C60p hakToB U3 ycTporcTea 10S

- hosts: ios_switches
gather_facts: no

tasks:
- name: gathering I0S facts
ios_facts:

gather_subset: hardware @

host: "{{ net_host | default(inventory_hostname) }}"

provider:
username: “{{ net_username | default(omit) }}"
password: "{{ net_password | default(omit) }}">
authorize: "{{ net_authorize | default(omit) }}"
auth_pass: "{{ net_auth_pass | default(omit) }}"

- name: print out the I0S version

debug:

var: ansible_net_version @

© CobupaTtb ToMbKO haKThi 06 060PYyLOBAHUMU.
© Bce dakThl 0 CETH HAYMHAIOTCA € pedyKca ansible_net_.

Q DaKTbl COXPaHAKTCA B NEPEMEHHbIX XOCTa U He TpebyioT perucTpauuu (Hanpumep, register:
result) Ha ypoBHe 3aaavu.

[TorpobyeM 3amyCTUTh CLIeHapUIt:

$ ansible-playbook facts.yml -i network_hosts -v
No config file found; using defaults

PLAY [lOS_SWitChES] e T Y

TASK [get some facts] S S22 22 R R R R RS R R RsssRaRR ssss R R  RR REsE S d]
ok: [switch1] => {"ansible_facts": {"ansible_net_filesystems": ["flash:"], "ansi
ble_net_gather_subset": ["hardware", "default"], "ansible_net_hostname": "sw1",
"ansible_net_image": "flash:c2960-1anbasek9-mz.150-1.SE/c2960-1anbasek9-mz.150-1
.SE.bin", "ansible_net_memfree_mb": 17292, "ansible_net_memtotal_mb": 20841,
"ansible_net_model": null, "ansible_net_serialnum": "FOC113220ZA", "ansible_net_
version": "15.0(1)SE"}, "changed": false, "failed_commands": []}
TASK [print out the I0S version] #aktaskatkkbbksssssshsdhhhbhhdhhadhhhkhrkRAERHE
ok: [switch1] => {

"ansible_net_version": "15.0(1)SE"
}
PLAY RECAP AR AR AR R AR AR AR R R AR R AR AR AR AR R AR AR AR AR AR R AR AR AA AR AR AR ARk hk

switchl : ok=2 changed=0 unreachable=0 failed=0
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Utorn

Tenepb Bbl MOAYYMIN MEPBOE MPEACTaBIeHME, KaK YIPABISITh CETEBBIMU YCTPOM-
CTBaMM, HACTPaMBATh UX U U3BJEKATh GaKThI C MOMOLIbIO Ansible. Moaynu ios_con-
fig 1 los_facts — 0ObIYHBIE MOJY/IN M3 MHOXECTBA APYrUX, aHaTOIMYHbIX UM, [TpeJ-
Ha3HAYEHHbIX AJISI MOAAEPKKU CETEBBIX YCTPOMCTB C pasHbIMU ONepalMOHHbIMMU
cucremaMu (Harpumep, delloslo_config anst Dell EMC Networking OS10 uiu eos_
config ans Arista EOS).

Ho B 3aBMCUMOCTY OT OIepallyOHHOM cucTeMbl M MHTepdelica, moaaepKUBaeMo-
IO CeTeBbIM YCTPOICTBOM, KOIMUECTBO M pa3HOOOPa3ye Moayieit MOryT 3HaUUTeb-
HO OT/IMYaThes. 3a mogpo6HOoM MHbOpMaLelt 0 APYrMX MOAY/ISIX st pEKOMEHAYI0 06-
pauaTbest K JokymeHTtaumu (http://bit.ly/2uvBe2f).
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Ansible Tower:
Ansible pna npeanpuaTum

Ansible Tower — KOMMepyYecKuii MPOrpaMMHbIi1 TPOAYKT, MEPBOHAYAIbHO CO3OaH-
HbIM B Ansible, Inc., a HeiHe mpeasaraemblit komnauuei Red Hat. Ansible Tower pea-
JIM30BaH Kak Kjlaccuyeckas JioKaabHasi Bed-cyxoa, qeiicTBytouras mosepx Ansible.
Sta cryxxb6a noaaepxxuBaeT 60siee TOHKOe yIIpaBaeHUe M01b30BaTeNsIMU, a IOUTHU-
KM JOCTYIT1a Ha OCHOBE poJieif 00beAMHEHbI C [T0JIb30BaTebCKMM BeG-uHTepdeiicom,
npuMep KOTOPOro fokasaH Ha puc. 19.1, u RESTful APIL.

T ]
e TOWER PVEHTORIES TEMPLATES @ admin =3 = & O

JOB STATUS

fons

T

RECENTLY USED jOB TEMPLATES RECENTLY RUK JOBS

i jobs were recartly rur

Puc.19.1 < MNanenb ynpasnexus Ansible Tower
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Moaenm noanuckm

Red Hat mpegjiaraet noanep>kKy B BUIe eXerogHo MOAMUCKU TPEX TUITOB, KaXKIblit

C pa3sHbIMU COr/IaLIEHUSIMM 00 YPOBHE 00CTyKMBaHMs (Service-Level Agreement, SLA):

O camocrosiTenbHas moaaepkka (6e3 obuuManbHON MOJIEPXKKY U KaKUX-T160
006513aTe/IbCTB);

Q craHgapTHas (MogmepkKa ¢ ypoBHeM: 8x5);

Q npeMuyM (Moagep>KKa C ypoBHEM: 24x7).

Bce moanucKku BKIIOYAIOT PACChUIKY PETyIsIpHbIX 0OHOB/IEHMI M HOBBIX BepCuit
Ansible Tower. Mozenb caMOCTOSTeIbHOM MOAAEPKKM orpaHnunBaeTcs 250 xocra-
MM U He BK/IIOYaeT CJIeAYOLMX BO3MOXKHOCTEN:

M3MEeHeHUs] CTAaHJapPTHOrO MPUBETCTBUSI, OTOOPakaeMOro Mpu BXOJIE;
ayrentudukaunu yepe3 SAML, RADIUS u LDAP;

MOAIEeP>KKU HECKOTbKUX OpraHm3aumii;

MOTOKOB JE€MCTBUI U CUCTEM MTPOTOKOIUPOBAHMUSI.

00O

o Mocne Toro kak B 2015 . Red Hat npuobpena Ansible, Inc., Red Hat Bbipa3zuna HaMepeHue
nNpoaoNXuTb pa3paboTky oTkpbIToh Bepcun Ansible Tower. Ho Ha MOMEHT HanucaHus 3TUX
CTPOK HUKaKOM AONONHUTENbHOM MHPOPMaLUM U HUKAKUX rpaduKoB BbinyCka He Bbino 0b-
HapoAaoBaHo.

Mpob6Has Bepcus Ansible Tower

Red Hat mpemgocTaBnseT cBOOOIHYIO MPOOHYIO ML eH3uIo (https://www.ansible.com/

license) ¢ HaBOpPOM BO3MOKHOCTEI M3 MOIENU MOAMMCKM CaMOCTOSITEbHON! MOM-

JIepXKH, 1o 10 yrpaBasieMbIX XOCTOB 6e3 orpaHMUeHUs CpOKa MUCITOAb30BaHMS.
Jl/is1 GBICTPOI OLIEHKU 3TOM BEPCUM MOXKHO BOCIIOIb30BaThCs Vagrant:

$ vagrant init ansible/tower
$ vagrant up --provider virtualbox
$ vagrant ssh

[Tocne Bxoma yepe3 SSH mOSIBUTCS TeKCT C MPUBETCTBMEM, MpenCTaBIeHHBIN
B npumepe 19.1, roe moxkHo yBugetb URL Be6-uHTepdeiica, uMsl monb30BaTess
Y apob.

Mpumep 19.1 <+ TekcT npuseTCTBMA

Welcome to Ansible Tower!

Log into the web interface here:
https://10.42.0.42/

Username: admin
Password: JSKYmEBJATFn

The documentation for Ansible Tower is available here:
http://www.ansible.com/tower/

For help, visit http://support.ansible.com/
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[Tocsie BXoaa B Be6-mHTepdeiic 6yaeT npeaiokeHo 3amoaHUTb Gopmy [J1s mony-
yeHus daitia TUMIeH3UM Mo MeKTPOHHOI MouTe.

O Ecnu mawwuHa Vagrant HepoctynHa no agpecy 10.42.0.42, nonpobyiTe BbINONKUTL Ceayto-
LLyl0 KOMaHAy BHYTPWU Hee, YTObbl 3anycTWTb CeTeBOW UHTEpPGENC, CBA3AHHbIA C 3TUM |P-
aapecoMm;

$ sudo systemctl restart network.service

KAKME 3A0AYM PEWIAET ANSIBLE TOWER

Ansible Tower — He mpocTo Be6-uHTepdeiic K Ansible. Ansible Tower mo6aBnsier
B Ansible HeKoTOpble NOMONHUTENIbHbIE BO3MOXHOCTU. PaCCMOTPUM MX MOOGIMKE
B 3TOM pasjere.

YnpaBneHue nocTynom

B KpymHBIX opraHu3auusix ¢ 60JbLIMM KOIMYecTBOM OTAenoB Ansible Tower mo-
MOTraeT aBTOMAaTU3UPOBATh yIIpaBAeHMe TPyMnaMmm CaykallMx C UCIOAb30BaHUEM
poneit, Hagensst UX MpaBaMM JIJ1s1 yIIpaBIeHUsI XOCTaMMU U YCTPOMCTBAMMU, HACKO/IbKO
3TO HEOOXOOMMO IJ151 BBITTOJTHEHUSI CJTY>KeOHBIX 00513aHHOCTEIA.

Ansible Tower geiicTByeT Kak 3aumTa 4,18 XocToB. [Ipu ucrnonb3oBaHun Ansible
Tower HU ofHa rpymmna u HU OAUH pabOTHUK He JO/KHbl UMETb MPSIMOIO AOCTYIa
K yIPaB/isieMbIM XOCTaM. TO CHMXXAET CJIOKHOCTb U yBeIUMYMBAET 6€30MacHOCTb.
Ha puc. 19.2 nokasaH Beb6-uHTepdeiic Ansible Tower nyiss HACTPOWKM MpaB AOCTYIIA
MoJb30BaTeNeN.

[MonknioueHnue Ansible Tower K cylecTByollel cucteMe ayTeHTUuGUKaLuu, Ta-
Koit Kak LDAP, MoXXeT CHU3UTb 3aTpaThl HA aAMUHUCTPUPOBAHME M10JIb30BaTe/EN.

Service Desk  Add Users

a

EIRSTANAME EALT WARAE §

Tom Meyer 5th

Puc.19.2 « Beb-uHTepdeic ans HaCTpOWKK NpaB A0OCTyNa nonb3osaTenewn
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MpoekTbl

Tpoexmom B TepMuHonoruu Ansible Tower Ha3bIBae€TCS MaKeT JIOTMUYECKU CBSI3aH-
HbIX CLIEHApPUEB U POJIEHA.

B knaccuueckux npoekrax Ansible BMecTe co clieHapusiMyu U POJISIMM YaCTO MOXK-
HO BUAETDb cTaTuyeckue peecTpsl. Ansible Tower ocyuiecTBasieT MHBEHTapU3alMIO
MHaue. Bce, UTO MMeeT OTHOLIEHME K MHBEHTApU3alMu U CBSI3aHHBIM C Hell nmepe-
MEHHBIM, TaKMM KaK [epeMeHHbIe IPYIIT MU XOCTOB, OYAET HEIOCTYITHO.

O Llenb (Hanpumep, hosts: <target>) B 3Tux cueHapuax ocobeHHo BaxHa. CtapaiTecb MCNONb-
30BaTb 06LiMe MMEHA. 3TO NO3BONWUT BaM BbINONHSTb CLLEHAPUU C Pa3HbiMU peecTpamMu, 0 YeM
noapobHee paccka3biBaeTcs ganee B 3ToW rnase.

Cnenyst OGLIENTPUHATBHIM PEKOMEHIAILMSIM, Mbl XPaHUM CBOM MPOEKTHI CO Clie-
HapUsSIMU B CUCTEMeE YMpaBJeHUS BepcusIMU. MexaHM3M yrpaB/eHUsl MPOeKTaMU
B Ansible Tower mogaepxuBaeT Takue cucTeMsl, Kak Git, Mercurial u Subversion,
M MOXET ObITb HACTPOEH Ha 3arpy3Ky MMPOEKTOB U3 HUX.

B kpaitHeM ciayyae, ec/ii HET BOSMOXKHOCTY MUCIOJIb30BaTh CUCTEMY YITPaBI€HUS
BEPCUSIMU, MOSKHO OTPEIe/IUTb CTaTMYECKMIA TYThb B PaitJIOBOM CUCTEME, T € TPOEKT
OyJeT XpaHUThCS JIOKAIbHO, Ha cepBepe Ansible Tower.

Tak KakK MPOEKThl MMEIOT CBOMCTBO pa3BUBAThCS C TEUEHMEM BPEMEHM, UCXOM-
HBbIM KOJ, clieHapueB Ha cepBepe Ansible Tower qo/kKeH CUHXPOHU3MPOBATBCS C CO-
JepXUMBIM CUCTEMBI yripaBjaeHust Bepcusimu. s satoro B Ansible Tower umeeTcs
MHOXEeCTBO peLIeHUIA.

Hanpumep, rapaHTUpPOBaTh UCITOb30BaHME MOCAEIHUX BEPCUII TPOEKTOB B An-
sible Tower MmoxkHO, ycTaHOBUB (p1axkok «Update on Launch» (06HOBIeHMe Ha 3aITyC-
Ke) B mapaMeTpax MpOoeKTa, KaK MoKa3aHo Ha puc. 19.3. Takke MOKHO HaCTPOUTh
3afjaHus1 OOHOBJIEHMS MIPOEKTOB MO pacnucaHuio. HakoHell, MPOeKTbl MOXHO 06-
HOBJISITb BPYUYHYI0, €CJIX Bbl XOTUTE CAMU YIIPaBISATh OGHOBJIEHUEM.

YnpasneHue uHBEHTapHU3aumen

Ansible Tower no3BoisieT ynpas/isiTb peeCTpaMyu Kak CaMOCTOSITEIbHBIMU pecyp-
caMu, BKJIIOYas yrpaBjeHue JOCTYIIOM K 3TUM peecTpaM. TUMMUMUHBIA WA6GI0H —
omnpeaeNuTh pa3Hble PeecTpbl C XOCTAMMU JJ1s IKCIUTyaTallMu, pa3paboTKu U TeCTHU-
poBaHUS.

B kaxkmoM 13 peeCcTpOB MOXXHO OMNpeaessiTh CBOU IMepeMeHHbIe MO0 YMOTYaHUI0
M BPY4HYI0 J06aBISITh IPYIIBLI M XOCTbl. KpoMe TOro, Kkak noka3aHo Ha puc. 19.4, An-
sible Tower mo3BoJigeT 3anpaliuBaTh CIIMCOK XOCTOB AMHAMMUYECKU U3 HEKOTOPOro
pecypca (HanpuMmep, u3 VMware vCenter) u moMmewats Ux B TPyIimy.
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L}

QTOWER i vENTORE TR ATLATES 1088 @ v &

Semo Projest

Dema Project Q4 Defauit

ait

SOURCE TEIRILS

—"

hteps: /4 P Q

sc8

a7: 07w
Ficeans SE3 GRRATE
_ Dejete on Update &
¥ update on Launch O

PROJECTS 8

Puc.19.3 <+ [lapameTpbl HAaCTPOUKKU ODHOBNEHWUSA NPOEKTA
13 CUCTEMbI ynpaBneHus Bepcuamu B Ansible Tower

NVENTORIES TEMDLATES 088

CREATE GROUP

SOURTE

Amazon EC2

L1 Owverwrite &
L. Dvenwrite Variahles v
.| Update on Launch &

aRsELE B @YAML CHSON

Puc. 19.4 < Bbibop uctoyHuka uHdopMaumm o xoctax B Ansible Tower
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C nmoMol1iiblo CrieuanabHOM CbOprI MOHO 106aBJSITh rnepeMeHHbIe I'PYIIIT U XOC-
TOB U riepeorpenensaTb 3HaYeHUs 110 YMOJ/JTYaHUIO.

Tak>xke eCTb BO3MOXHOCTb BpeMEeHHO OTK/II0UaTh XOCThI, 1lIeJIKass Ha KHOITKaxX, KakK
MMOKa3aHO Ha puUcC. 19.5, ¥ TeM caMbIM UCK/TIOUATb UX U3 06pa6OTKM.

O rover Gen & = & O

Grours @B

HosTs &8 + ADQ T

HO

g ACTONS

Puc. 19.5. UcknoueHmne xoctoB 13 0bpabotku B Ansible Tower

3anyck 3aaaHnii U3 wWabnoHos

lIla610HbI 3a8aHMIA, KaK MOKa3aHO Ha puUc. 19.6, CBSA3bIBAIOT IIPOEKTHI C peecTpaMu.
Onu onpenensoT, Kak MMoab30BaTenM CMOIYT 3alyCKaTh CLeHAapUy U3 MpOoeKTa Ha
OIpefie/IEHHBIX XOCTaX U3 BBIOPAHHOTO peecTpa.

Ha ypoBHe cLieHapusi MOXXHO PMMEHSITb TaKue YTOUHeHUs, KaK JOMOJHUTE b-
Hble rapaMeTpbl U Teru. Takke ecTb BO3MOKHOCTb yKa3aTb pexcum 3amnycka CLeHa-
pus (HarpuMep, OOHUM MOJb30BaTeNsIM MOXHO MO3BOAUTH 3aIlyCKaTb CLEHapuu
TOJILKO B peXXuMe MpOBepKU, a pYyrUM — TOJbKO Ha OrpeieleHHOM MOJMHOXeCTBe
XOCTOB, 3aTO B [TOJIHOLIEHHOM peXuMe).

Ha ypoBHe Liefieit eCTb BO3MOXHOCTb BbIGMPATh OMNpeie/IeHHbIe XOCTbI U IPYIIIIbI.

[lnst BeInoHsiemoro wabnoHa 3afaHusl co3faeTcsi HOBasl 3alMUCh, KakK IMOKa3aHo
Ha puc. 19.7.

B meranbHOM 0630pe Kaxaoit 3ammcH, Kak Moka3aHo Ha puc. 19.8, mpuBoaurcs
MH(pOpMalMs He TONBKO 00 ycriexe UaM Heylaue ero BbIMOJTHEHMUS, HO TAKXKe O JaTe
M BpeMeHM 3allycKa 3aJlaHusl, 0 MOMEHTe ero 3aBeplleHus], KTO ero 3amyCTU U € Ka-
KUMMU [1apaMeTpaMu.

ECTb BO3MOXXHOCTb Jake BBIMOMHATh PUIbTPALIMIO MO Onepauusim, YToObl yBU-
JeThb BCe 33[]auM U UX pe3yabTaTbl. Bcst aTa uHbopmanus coxpaHsieTcs B 6a3e gaH-
HBIX, UTO JaeT BO3MOXHOCTb UCC/Iel0BATh ee B JIl000i i MOMEHT.
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TEMPLATES 0BT

Demo job Template

]

Deno job Template

*erogr 8

a pemo

{3 Bevpren

@ Ziv VA% &

CROUR CRECENTIML B

Puen m B O O

*aee 82

Project

Enable Priviiege Escatation &
Aliow Prowisioning Calibacks £
Enable Concurrent jobs &

Puc.19.6 <+ llabnoubl 3aaaHui B Ansible 1uvee,

R §

Playbook Run
%3 Derno Projuct SCA Update
%1 Prsjecy SCM Updawe

IMVENTORSES, TERHLATES 1085

Q 5
FHUSHED < LARELS ACTIONS.
a £ ©
5/14/2017 5:40:57 PM & 3
5/14/2017 5:36:58 PM Q

Copymght

Puc.19.7 <

3anucu 3apnaHui B Ansible Tower
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0 TOWER PROJECTS INVENTORIZS TEMPLATES o8 @ s9rva & = F=4 V)
085 / 2-Deme job Temptate

Catis L2 Demo job Template pravs @ Tasks @B wosTs @R s GEENER X 3
STATUS @ Successful T T 4 T o n 1 8 il e i A = = —_ -

5/14/2017 5:40:58 PM

[0} KEY
5/14/2017 5:41:10 PM
PUAY [#621n World Sample] ©%ieremsenss g e SOOI S
TASK [CakRering GACts] 4% 4=viomrd o2 biafeisecrsnstns s Erasbonsnresisssbnsseiabs

@ Deme Project :

347e44feaB36c34d5f60e544de00

6453ee5c71ad
e ———— TASK [HEL10 Msasage] @orsseriiaseiens T VI L SO b P O O L P S
MACHINE Derno Credanda
CREDEMTIAL
FORKS o

|
VERROSITY 0 (Normal)
SARCUAHABLES. i BUAY HEBAP kA eha e b A whRE A SO Y R RN i O Sishvieviaaraia
(?Y:'{"é["fr'-ﬁ unreachablese failed=e

Puc.19.8 < MoapobHbiit 0630p pe3ynsTaToB 3aaaHus B Ansible Tower

RESTruL API

Cepsep Ansible Tower nognepskuaet REST API (Representational State Transfer —
MporpamMMHbIit UHTepdeiic nepegauu MpeacTaBAeHUs O COCTOSSHUM), MO3BOJISIO-
LM UHTETPUPOBATh €ro ¢ UMEIOIIMMMUCSA KOHBeiepaMu COOPKU U YCTaHOBKU WU
CUCTEMaMU HerpepbIBHOTO pa3BepThIBAHUS.

API MOXHO McC/ieoBaTh C MOMOLLIbIO Opay3epa, OTKpbIBasi B HEM CTPaHMIIbI
c anpecamu Buna http://<tower_server>/api:

$ firefox https://10.42.0.42/api
Ha MOMeHT HamucaHus 3TUX CTPOK MocaengHeit Bepcueir API 6blna Bepcus vi.
1lle/IKHYB Ha COOTBETCTBYIOLIE# cehbliKe uiu rmpocTto gonoauus URL oo http://<tower_

server>/api/vl, MOXXHO MOJYYUTb CIIUCOK BCEX AOCTYITHBbIX PeCYpPCOB, KaK MOKa3aHo
Ha puc. 19.9.
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oTOWER REST AP! 0O O

REST APt version 1

Version 1¢ OPTIONS  GET -~

GET -api vi

HTTP 206 OK

Allow: GET, HEAD, OPTIUNS
content-Type: application/json
vary: accept

X-API-Time: ¢.010s

Puc.19.9 < Ansible Tower APl Bepcumn 1

CaMylo CBeXyl OOKYMeHTaluio ¢ onucaHneM APl MOXHO HaiTM IO ampecy:
http://docs.ansible.com/ansible-tower/.

UHTEP®EAC KOMAHOHOM CTPOKMU ANSIBLE TOWER

Kaxk co3paTbh HOBOTO MOb30BaTeIsl MJIM 3aMYCTUTh 33JaHNe, UCITONb3Ys TONbKO IPO-
rpamMmMHblif uHTepdelic Ansible Tower? KoHeuHO, MOXXHO 6b1710 6bI OrPaHNUUYNTDHCS
JIMIUb MHCTPYMEHTOM cURL 1151 BBIOJTHEHUSI 3ITUX U APYTUX OnepaLnmii U3 KOMaHzI -
HOI cTpoku mo nporokony HTTP, Ho B Ansible umeeTcsi HamHoro 6onee ymoOHbIHA
MHCTPYMEHT: tower-cli.

B otnuuue ot npunoxenus Ansible Tower, KNMEHT KOMaHAHOM CTPOKKM tower-cli sBnsercs
OTKPbITbIM NPOrpamMMHbIM obecneveHnem n poctyneH B penosutopuu GitHub Ha ycnosuax
nuueH3un Apache 2.0.

YcraHoBKa
YToG6BI YCTAHOBUTD tower-cli, BOCMOAb3yemMcsl AMCIIeTYepoOM MakeToB aJis Python,
pip.

KnueHra tower-cli MOKHO YCTAaHOBUTb Ha YPOBHE CUCTEMbI, €CJIM UMEIOTCS IpU-
BUJIermn root, UIN, KaK B 1aHHOM CJ1ydyae, 1Jis JIOKaJIbHOTI'O IT0JIb30BaTeJis Linux:

$ pip install ansible-tower-cli
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Eciu ycTaHOBKA BBIMOTHSIETCS C MPUBUIETMSIMU OOBIUHOTO IMOJIb30BATES, KIU-
eHT OyIeT ycTaHOBJIeH B KaTanor ~/.local/bin/. He 3a6ynbre no6aBuTh nyTh ~/.local/
bin B mepeMeHHYI0 OKpYXeHUsI PATH.

$ echo 'export PATH=$PATH:$HOME/.local/bin' >> $HOME/.profile
$ source $HOME/.profile

[Tpexxoe ueM B3aumMogeicTBoBaTh ¢ API, Hy’)kKHO HACTPOUTb MapaMeTpPbl YY4ETHOM
3anuCHu:

$ tower-cli config host 10.42.0.42
$ tower-cli config username admin
$ tower-cli config password JSKYmEBJATFn

[Tockonbky Ansible Tower ucrnonb3yet camonoanucanHblit ceprudmkar SSI/TLS,
MPOCTO MPOITYCTUM €ro MPOBEPKY:

$ tower-cli config verify_ssl false

BbIBOA, 10 YMOJIUAHUIO COLEPXXUT POBHO CTOJBKO MHPOpMALIUU, CKOJbKO HEO0O-
xonumo. Ho ecu y Bac MOsSIBUTCS JXejlaHue MOAyYUTh 6ojiee Moapo6HbIil BLIBOT, 1O
yMOJI4aHuIo, Bei6epuTe popmat yaml kak popmaT rmo yMmosdaHuio. BripoueM, TOUHO
TaK X MOXHO J00aB/IATh KU --format [human|json|yaml] B KOHELl KOMaHIbl /IS
nepeonpeeaeHus HaCTPOEeK M0 YMOIUYaHUIO:

$ tower-cli config format yaml

[l71s1 TPOBEPKM MPOCTO BBIMOJIHUTE 3Ty KOMaHLy:

$ tower-cli config

Co3paHue nonb3oBarens

[Tonpobyem co3naTb HOBOTO MOJIb30BaTeNs] C MMOMOLIbIO KOMaHIbI tower-cli user,
Kak Mmoka3aHo B mpumepe 19.2. Eciu mpocTo BBECTM 3Ty KOMaHAy 6e3 JOMOIHU-
TeJIbHbIX [IapaMeTpPOB, OHA BbIBeJIeT CIIMCOK JOCTYMHbIX NeCTBUIA.

Mpumep 19.2 < [JoCTynHble AEUCTBUS KNMEHTA KOMaHAHOM CTpoku Ansible Tower CLI

$ tower-cli user
Usage: tower-cli user [OPTIONS] COMMAND [ARGS]...

Manage users within Ansible Tower.

Options:
--help Show this message and exit.

Commands:
create Create a user.
delete Remove the given user.
get Return one and exactly one user.
list Return a list of users.
modify Modify an already existing user.
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RESTful APl mnopmepskuMBaeT TUIIMUHbIE OECTBUS JJjIs1 3TOTO Buaa MpPoOrpaMm-
HOro MHTepdeiica, C HEKOTOPbIMU UCKIIOYEHUAMU. [J1TaBHOE OT/IMUMe — JOCTYITHbIe
napamMeTpbl 1 ¢jaru, KOTOpble MOXHO MCITOJIb30BaTh NP O6pallleHUU K pecypcy.
Ecnu BpimonHUTh KOMaHAay tower-cli user create - -help, OHa BbIBeeT BCE NOCTYIHbIE
rnapamMeTpbl.

s co3maHus Moab30BaTesl TpebyeTcs yKa3aTh HECKOIBKO MapaMeTpoB:

$ tower-cli user create \
--username guy \

--password 's3cr3t$' \
--email 'guy@example.com' \
--first-name Guybrush \
--last-name Threepwood

KnueHr tower-cli o6/1amaeT HEKOTOPOI BHYTPEHHEH! JIOTUKOI, U C HACTPOMKAMMU
10 YMO/TYaHMIO €ro MOXKHO 3aITyCTUTb HECKOJIbKO pa3 Moapsij, He pUCKYS MTOTyYUThb
coob1eHne 06 omnbKe, tower-cli 3aIPOCUT pecypc, ONMMpasich Ha KJIOYeBbIe MOJs,
M BepHeT uMH(OPMaUMI0 O TOJIbKO UTO CO3NAHHOM IOJIb30BaTesie, KaK MMOKAa3aHO
B pumepe 19.3.

Mpumep 19.3 < BbiBoa tower-cli nocne co3naHus unu 06HOBNEHUS YHETHOM 3anucK

nonb3osaTens
changed: true
ilds 2
type: user
url: /api/v1/users/2/
related:

admin_of_organizations: /api/v1/users/2/admin_of_organizations/
organizations: /api/vl/users/2/organizations/
roles: /api/vi/users/2/roles/
access_list: /api/vl/users/2/access_list/
teams: /api/vil/users/2/teams/
credentials: /api/vl/users/2/credentials/
activity_stream: /api/vi/users/2/activity_stream/
projects: /api/vl/users/2/projects/

created: '2017-02-05T11:15:37.275Z'

username: guy

first_name: Guybrush

last_name: Threepwood

email: guy@example.com

is_superuser: false

is_system_auditor: false

ldap_dn: "'

external_account: null

auth: (]

OnHako tower-cli He OGHOBMUT YYETHYIO 3alMCh, €C/IM TMOMbITATbCS U3MEHUTh
KaKuMe-TO ee IOoJisl, HallpuMep aapec 3JeKTPOHHOI MoyThl. YTO6bI BHECTU M3Me-
HEeHMs, HY)XXHO MK 106aBUTh ¢iar - -force-on-exists, MM SABHO yKa3aTb AeNHCTBUE
modify BMecCTO create.
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3anyck 3agaHus

IlepBoe, YTO HaM HaBepHSIKA MOHAJ0OMUTCS aBTOMAaTU3UPOBaTh, — 3TO 3aIyCK 3aga-
HUS U3 1aba0Ha ocje YCIellHoi cO0PKM Ha cepBepe HeMmpepbIBHOM MHTErpaluu.

KnueHT tower-cli CyllecTBEHHO yIpollaeT 3Ty 3agauy. JJocTaTOYHO JMlIb 3HATh
UIeHTUOUKATOP Mau UMS 1abIoHa 3aaHusl, KOTOpoe TpebyeTcst 3armyCTUTh. UTOOBI
y3HaTbh MM WabI0Ha, MOKHO BOCITO/Ib30BaThCs AeiicTBUEM list:

$ tower-cli job_template list --format human

id name inventory project playbook
S Demo Job Template il 4 hello_world.yml
7 Deploy App .. 1 5 app.yml

L

B maHHbBIi MOMEHT Y HaC MUMEIOTCSI TOJIbKO ABa LabaoHa, U Mbl 6e3 Tpyga MoxeM
caenaThb BbIOOD. B 60bLIMX MPOMBILIEHHBIX OKPY)XeHUSIX TOPOii UMEITCSI OTPOM-
Hble KOJ/UTEKLIMY 11ab/IOHOB, U Cle/IaTh MpaBU/IbHbINM BbIOOP HAMHOrO TpyaHee. YTo-
Obl YIIPOCTUTD 3a1a4y, tower_cli moaaepkuBaeT BO3MOXHOCTb QMIbTpaLMM BbIBOA
(HanpuMep, IO MPOEKTY - -project <id> UM 1O peecTpy --inventory).

Bonee cioxuHble nmpaBuia GpuabTpaluy GONbIIMX KO/UIEKLMIA 1IAa6JIOHOB 3aa-
HMUI1 (Harpumep, «BbIBECTU BCe 1abM0HbI, UMEIOLLME OTIpeie/IeHHOE CJIOBO B UMEHU
C yYeTOM perucTpar») MOXHO ONpeaesiTh C MTOMOILBIO TapamMeTpa - -query.

Hanpumep, BoT Kak BbirasiauT URL, creHepypOBaHHbINA KIMEHTOM [Jisl IapameT-
pa --query C IByMsI aprymeHTamu — name__icontains u deploy:

https://10.42.0.42/api/v1/job_templates/?name__icontains=deploy

Q Bce poctynHbie GuUAbTPbl MOXHO HalTW B AOKYMeHTauuu ¢ onucannweM AP (http://docs.an-
sible.com/ansible-tower/latest/html/towerapi/filtering.html).

BbI30B JeiicTBusl list C skenaeMbIMy GUAbTPaMu BEPHET CIEQYIOLIMIA Pe3y/IbTaT:

$ tower-cli job_template list --query name__icontains deploy --format human

id name inventory project playbook

7 Deploy App xy 1 4 hello_world.yml

OTbickaB TpebyeMblit 11a6I0H, €r0 MOXKHO 3aIyCTUTh, KaK MTOKa3aHo B MpuMe-
pe 19.4, yka3aB geiictBue job launch, aprymMeHrT - - job-template ¥ UMS UAU UOEHTU-
¢dukaTop BbIOpaHHOTO 1Ia6/I0OHA.

Mpumep 19.4 < 3anyck 3apaHvs ¢ NOMoOLLbIO tower-cli

$ tower-cli job launch --job-template 'Deploy App xy' --format human
Resource changed.

id job_template created status elapsed
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1 7 2017-02-05T14:08:05.022Z pending

1t MOHUTOpPUHTA BBIMOMHSIOLIETOCS 3alaHMUs KOMaHaa tower-cli job mommep-
JKUBaeT AeiicTBUe monitor C apryMeHTOM — UIeHTMHUKATOPOM 3aaHusl. ITa KOMaH-
[la 3anycTUTCS U OyAeT XaaTh 3aBeplueHus 3afaHus.

tower-cli job monitor 11 --format human
Resource changed.

id job_template created status  elapsed

11 5 2017-02-05T13:57:30.504Z successful  6.486

WUcnonb3ys HEMHOTO Bo/LIe6CTBa KOMaHAHOM CTPOKU M YTUIIUTY jq, MOXKHO 00b-
€IMHUTH 3aIyCK ¥ MOHUTOPUHT 3a[JaHUsI B OJHY KOMaHLY:

tower-cli job monitor $(tower-cli job launch --job-template 5 --format json | jq '.id')

MocnechoBue

C oKOHYaHMEM 3TOJ IVIaBbl MOAXOAUT K KOHIY M Hallle COBMECTHOE IyTellleCTBUE.
Ho Bame nyremectBue ¢ Ansible Toabko HauuHaeTcs. S HagewCh, YTO BaM, Tak
Ke KaK U MHe, IOHpaBUTCS paboTaTh ¢ HUM, U B CJIeAYIOLIMIA pa3, CTOJKHYBIUUCH
C KOJIJIEraMy, Hy>KAaI0MMMCS B MHCTPYMEHTE aBTOMaTU3al MK, Bbl paCCKaXkeTe UM
0 TOM, Kak Ansible MoxeT 06/1eTYUTb XXU3Hb.



MpunoxeHue

SSH

B xayecTBe TpaHCMOPTHOro MexaHu3ma Ansible ucronb3yer nporokon SSH, moato-
My BasKHO 3HaTh 4 MOHUMATh HEKOTOpPble ocobeHHOCTH SSH, YTOGBI yCrelmHo Uc-
MOJIb30BATh 3TOT MTPOTOKON B paboTe ¢ Ansible.

«PogHoin» SSH

[To ymonuanuio Ansible ucrnons3yetr SSH-KIMEHT, yCTaHOBJIEHHBI B OMepalMoH-
HOJ1 cucTeme. ITO 3HAUYMT, UTO Ansible MoskeT Mosb30BaTbC BCEMU OCHOBHBIMU
¢dyukumusmu SSH, Bkmtouas Kerberos u SSH-umro3bl (jump hosts). Eciu y Bac ume-
eTcst cBO# aitn ~/.ssh/config c HacTpoitkamu SSH, Ansible 6ygeT Ucmonb30BaTh UX.

SSH-AreHT

CyuiecTByeT mporpamma ¢ MMeHeM ssh-agent, KOTOpasi TO3BOJISIET YIIPOCTUTDb pabo-
Ty C IpMBaTHbIMU Karoyamu SSH.

Korpa Ha MaumHe 3amyieH ssh-agent, MpMBaTHbIE KIIOUM MOKHO J0OaBISITh KO-
MaHJ0# ssh-add.

$ ssh-add /path/to/keyfile.pem

O [omkHa BbiTb OnpeaeneHa nepeMeHHas OKpyXXeHusa SSH_AUTH_SOCK, nHaye koMaHnaa ssh-add
He CMOXeT B3auMoaeincTBoBaTh € ssh-agent. MoapobHoCTM cMOTpUTE B pasaene «3anyck ssh-
agent» HUXe.

[TonyuuTh CIIMCOK 100aBAEHHBIX K/II0Ye MOXXHO KOMaHI0M ssh_add ¢ Krouyom -L
unu -1, KaK mokasaHo B mpumepe A.1. B jaHHOM ciyyae 6bUM 106aB/IeHbI JBa KITIO-
ya.

Mpumep A.1 < BbiBOAg KNtouyew B areHTe

$ ssh-add -1

2048 SHA256:07H/I9rRZupXHI7InD110RhSzeAKYiRVrLHIL/JFtfA /Users/lorin/.ssh/id_rsa
2048 SHA256:xLTmHgvHHDIdcrHiHdtoOXxq5sm9DOEVi+/jnObkKKM insecure_private_key
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$ ssh-add -L

ssh-rsa AAAAB3NzaC1lyc2EAAAADAQABAAABAQDWAT0g5tz4WIbPVbPDINC8HWMThjTgKOhpSZYI+clc
e3/pz5vigsHDQI jzSImovzIOTVOtOIfE8qMkqEYk71gESccCyOzNIVNDEEFYVKEX1C+xqkCtZTEVUQN
d+4qy0222EAVKHm6bAhgyoAINtIUMIWFO0045yHZL 20092 7KXTS4x0qeGF Svv7SiuKesL JORPcHcYqC
fYdrdUdRD9dFq7zFKmpCPIqNwDQDrXbgaTOe+H6cu2f4Rr JLp88WY8voB3z17avv68e0gah82dovSgw
hcsZpaSyczSTy+WqZQhzLogaifvtdgdzaooxNtsm+qRvQIyHkwdoXR6nJgt /Users/lorin/.ssh/i
d_rsa

ssh-rsa AAAAB3NzaC1yc2EAAAABIWAAAQEA6NF81allvQVp22WDkTkyrtvpIeWW6ABYVr+kz4TjCYe7
gHzIw+niNLtGEFHzD8+v1I2YJ60Xevct1YeSO09HZYN1Q9qgCgzUFtdOKLv6IedplqoPkcmFOaYet2P
kEDO3MLTBCkFXPITAMZzF8dISIFo9D8HTdOVOIAdx407PtixWKn5y2hMNGOzQPyUecp4pzCokivAIhyf
H1lFR61RGL+GPXQ2MWZWFYDbAG]jyiYInAmCP3NOTAO jMZENDkbUvxhMmBYSJETk1rRgm+R4L0OZFUGaHq
HDFIPKcF96hrucXzcWyLbIbEgE9BOHLNVYCZRAK8jlqm8tehUc9cIWhQ== insecure_private_key

[Tpy MOMbITKE MOAK/IIOUUTHCS K YAAJIEHHOMY XOCTY, KOrjaa 3amylueH ssh-agent,
KaMeHT SSH nmonbiTaeTcst UCMONb30BATD /11 ayTeHTUDUKALMU KITIOYU, XpaHsIue-

co B ssh-agent.
Wcnonb3oBanue SSH-areHTa gaet HeCKOAbKO MPEeUMYLLECTB:

O SSH-areHT ynpouiaet paboTy ¢ 3aiiM@poBaHHBIMU NMPUBATHBIMU KIHOUaAMU

SSH. IIpu ucnonb3oBauuu 3amndpoBaHHOro npuBaTHoro SSH-koua daiin,
coAepXXaluiuit 3TOT K/IK0Y, 3aliuuleH naposnem. [Ipy ucnonb30BaHMM KIKOYa
I71s1 ycTaHOBKM SSH-coequHeHUs1 ¢ XOCTOM BaM OyIeT IMpeajioxXeHO BBECTU
naposb. JJaxe ecsiy KTO-1M60 MOAyYUT AOCTYIT K BalleMy npuBaTHOMY SSH-
K/II04Y, ero OyaeT HeBO3MOXHO MCIIO/Ib30BaTh 6e3 maposs. [Ipu ucnonb3o-
BaHMM 3amndpoOBaHHOrO NpuBaTHOro SSH-kmoua 6e3 yyactus SSH-areHTa
KaX[0€e MCIT0/Ib30BaHMe MPUBATHOrO Kiatoya 6yaeT Tpe6oBaTh BBOJIA apoJis
mndpoBanus. IIpu ucnonb3zoBanum SSH-areHTa BBOOUTD MapoJib MPUBATHO-
ro K/II0Ya MoTpedyeTcs TOILKO BO BpeMsl 1o6aB/lIeHUs K/lo4a B areHTa;

ecnu Ansible ucronb3yeTcss Ay yrpaBiaeHUs XocTaMM € pasHbiMu SSH-
KaoyaMu, npumeHenue SSH-areHTa ympouiaeT KoHdurypupoBaHue An-
sible - BaM He mpuaeTcs SABHO ONpenensaTh ansible_ssh_private_key file Ha
XOCTax, KaK Mbl 3TO Aesnanu B npumepe 1.1;

eC/IY NTOHAZ0OUTCS YCTAHOBUTD coeauHeHne SSH Mexay ymaieHHbIM U Apy-
I'MM XOCTaMy (HarpuMmep, IJIsl KTOHMPOBaHUS MpuBaTHOro pero3utopus Git
nocpeactsoM SSH), MOXXHO BOCIIO/1b30BaThCsl TPEUMYILECTBOM hepeHanpas-
neHus azenma (agent forwarding) u u36aBUTHCS OT HEOOXOAMMOCTY KOMTUPO-
BaTh NpMBaTHbIA SSH-K/I10Y Ha yoaneHHbIN XOCT. [lanee s mOsICHIO CYThb nepe-
HarpaBJ/IeHUs areHTa.

3ANYCK SSH-AGENT

Cnoco6 3anycka SSH-areHTa 3aBUCUT OT ONEPaLIMOHHOM CUCTEMBI.

mac0S

macOS yxe HACTpOeHa Ha aBTOMAaTUYeCKMIA 3aMycK ssh-agent, TO3TOMY BaM He HYX-

HO NpeAnpUHUMAaTh KaKUX-11M060 OeifcTBUIA.
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Linux

B Linux Heo6xogymo 3amycTUTh ssh-agent 1 MpOBEPUTH MPaBUJIBHOCTD OIpeese-
HUI1 IepeMeHHbIX OKpyXeHusl. Eciu 3armycTuTb KoMaHay ssh-agent HermocpeaCcTBeH-
HO, OHa BbIBEIET CITUCOK ITepeMeHHbIX OKPY>XeHUs, KOTOpPbIe HEO6XO,U.I/IMO ornpene-
JuTtb. Hanpumep:

$ ssh-agent

SSH_AUTH_SOCK=/tmp/ssh-YI7PBGLkOteo/agent.2547; export SSH_AUTH_SOCK;

SSH_AGENT_PID=2548; export SSH_AGENT _PID;

echo Agent pid 2548;

Bbl MOkeTe aBTOMAaTUMYECKM IKCIIOPTMPOBATh 3TU IEepeMeHHbIe, BbI3BaB ssh-
agent, KaK ITOKa3aHO HUXKeE:

$ eval $(ssh-agent)

BbI Takke gOMKHBI FTapaHTUPOBATh, UTO B KAXKIbI1 KOHKPETHBIII MOMEHT BpeMe-
HU BBIMOJIHSIETCSI TOJILKO OOMH 3K3eMILIsp ssh-agent. B Linux nmeeTcsi MHOXeCTBO
pa3HbIX MUHCTPYMEHTOB, TaKuX Kak Keychain v Gnome Keyring, o6ecreymBamolmx aB-
TOMaTUYeCKuit 3amyck ssh-agent. JI1s1 3TOro Takke MOXKHO OTpefaKTMpOBaTh Qaiin
.profile. TeMa HacTPOVKM MOIAEPKKU ssh-agent B YUETHOI 3aMMCU BBIXOAMT AA/EKO
3a paMKM 3TOI KHUTU, [TO3TOMY 3a IOTIOJTHUTENIbHOM MHbOpMaLMeit s peKOMEHIYIO
06paTUTBCS K JOKYMEHTALMM C ONMCAHMEeM Balllero AUcTpuoyTuBa Linux.

AGENT FORWARDING

Ipu knonupoBanuu penosuropus Git uepe3z SSH Heo6X0AMMO UCITONBL30BATb MPU-
BaTHbII SSH-K104, pacrmo3HaBaeMblit cepBepoM Git. S ctapaiock n3beratb KOMMpo-
BaHUs MpMBaTHbIX SSH-K/I0UEit Ha XOCTbI, YTOOBI MUHMMU3UPOBATD IMOTEHIMA/Tb-
HbIi1 y1Iep6, eciy BAPYT XOCT OyAeT B3JIOMaH.

JlJ1s1 3TOrO Ha JIOKa/JIbHOM MallMHe MOXHO MCII0/b30BaTh MpOrpaMMy ssh-agent
¢ byHKuMelt nmepeHamnpasneHus: areHra (agent forwarding). Eciv BbI ycTaHOBUIU
SSH-coeauHeHMe MeXAy BallMM HOYTOYKOM M XOCTOM A IMpU BK/IIOUEHHOM Iepe-
HaIpaB/JeHUM areHTa, TO CMOXeTe yCTaHOBUTb SSH-coequMHeHMe MeXay XOCTaMu
A v B, ucrionb3ysi MpUBaTHBIN KIIOY, XPaHSIIIMIICS Ha HOYTOYKe.

Ha puc. A.1 noka3aH npumep paboTsl GyHKUMM [TepeHalpaBieHus areHra. Jlo-
MyCTMUM, BaM HY)XHO ITOJIYYMTb MCXOOHBII Kom u3 peno3utopus GitHub uepe3 SSH.
Ha BamreM HoyTOyKe 3amylueHa yTuauTa ssh-agent, M Bbl J0OaBUIM MPUBATHBIN
K/II04 KOMaHA oM ssh-add.

Ecnn SSH-coeguHeHue ¢ ceBepOM MPUIOKEHUI YCTAHOBIEHO BPYUYHYIO, BbI CMO-
JKeTe BbI3BaTb KOMaHAYy ssh C KIOUOM -A, KOTOPBI aKTUBUPYET IlepeHarpaBieHue
areHra:

$ ssh -A myuser@myappserver.example.com
Ha cepBepe BbIMOMHSIETCSI KOMaHAa KIOHUPOBaHus pero3utopus Git:

$ git clone git@github.com:lorin/mezzanine-example.git
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SSH-coenuHenue
° HOyTEyKa C CepBepoM

NPUNOKEHUA

Cepeep BbINOAHSET

0 npoueaypy ayreHTuduka-

e .. UM CKiodOM B ssh-agent

SSH-coeanHenve
MEXAY CepBepoM
NPHNOXEHWA K github

ssh- github nocsinaer 3anpoc
agent CepBepy NPUNOXEHMHA
Ha ayTeHTMMKALMIO
CepBep npunoXeHmi ¢ ———— - ———
nepeHanpaenser 3anpoc
o Ha ayTeHTUPHUKALMIO
arew1y ssh-agent

Hoyrbyk Cepeep npunoxeHui github.com

Puc.A.1 < lMepeHanpaBneHue areHTa B AEWCTBUM

Git ycraHoBut SSH-coeguHenue ¢ GitHub. SSH-cepBep Ha GitHub nomnbiTaetcs
BBIMTOJIHUTD ayTeHTUduKauuio SSH-kIMeHTa Ha cepBepe NpuIoXeHuit. [IpuBaTHbI
KJIIOY OTCYTCTBYET Ha CepBepe NMPUI0KEeHUH, OOHAKO, TaK KaK ObII0 BKIIIOUEHO Iepe-
HamnpasJieHue areHrta, SSH-KIMeHT Ha cepBepe MPUIOXKEHUI MOAKIUYUTCS K areH-
Ty ssh-agent, 3anylieHHOMY Ha HOYTOYKe, 1 NTpou3BeneT ayTeHTUGUKaLMIO.

[Tpu ucnonb3oBaHuy GYHKLUMY IIepeHanpaBaeHus areHTa ¢ Ansible Hy>KHO IoMm-
HUTb O HEKOTOPbIX MpobJiemMax.

Bo-mnepBbIx, Bbl OJIXHbI cO0OIUTL Ansible 0 HEOOXOAMMOCTU BKIIOUUTDb Iepe-
HanpasJeHMe areHTa Ipy YCTaHOBKe COeOMHEHUs C yIaJleHHbIMMY MallMHaMM, I0-
ckosibKy SSH He BK/IIOUAeT ero o ymoysyaHuio. [Ijisi BKJIIOUeHUs NepeHarpaBieHus
areHTa Ha BCeX y3/ax, C KOTOpPbIMU ycTaHaBauBaeTcs SSH-coequHeHue, MOXHO 10-
6aBuTb ciaenyoluye cTpoku B paitn ~/.ssh/config Ha ynpasasioleit MaluHe:

Host *
ForwardAgent yes

Tak)xe MOXXHO BKJIIOUUTb rnepeHarnpaB/ieHue 0Ji1 KOHKPeTHOro cepBepa:

Host appserver.example.com
ForwardAgent yes

Ecnu Hy>kHO BK/IIOYMTH NepeHanpas/ieHMe areHTa Tonbko 4151 Ansible, no6asbTe
B daiin ansible.cfg napamertp ssh_args B pasgen ssh_connection:

[ssh_connection]
ssh_args = -0 ControlMaster=auto -o ControlPersist=60s -o ForwardAgent=yes

3mech s UCITOb30Bas boee IMHHDIN daar -o ForwardAgent=yes BMECTO KOPOTKO-
ro -A, HO 00a OHM OEeMCTBYIOT COBEPILEHHO UAEHTUYHO.

[Tapametpsl ControlMaster 1 ControlPersist HEOOXOAMMBI IJ1s1 OMTUMU3ALUM pa-
60TbI — Myabmunnexcuposarus SSH. T1o yMOIUaHUIO OHM BKJIIOYEHbI, HO KOF/ia Bbl-
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TMOJIHSIETCS [Tepeornpee/eHe MepeMeHHOM ssh_args, MX He06X0auMO yKa3aTh IBHO,
MHaue MOXXHO JMIIUTbCS 3TOi GyHKIMU. MynbTuIiekcupobaHme SSH obcykmaercs
Briaase 11.

Komanga sudo m nepeHanpas/ieHUe areHrta

[Tpy BKJIIOYEHUM MepeHanpaB/eHus areHTa yJajeHHas MallMHa YCTaHAaBIMBAaEeT
IepeMeHHYI0 OKpY)XeHus1 SSH_AUTH_SOCK, KyZma 3ammcbIBaeT IMyTh K COKETY JOMeHa
Unix (Hanpumep, /tmp/ssh-FShDVu5924/agent.5924). OnHaKo, KOrjaa BbITTOJTHSET-
cs KomaHa sudo, mepeMeHHast SSH_AUTH_SOCK He NepeHOCUTCSI B HOBOE OKpYKeHMUe,
€CJIM TONBbKO Bbl HE HACTPOM/IM TAaKOro MoBeAeHMs sudo SIBHO.

YT0o6bI 0b6ECIeunTh MEePEeHOC MepeMeHHOM SSH_AUTH_SOCK B OKpYsKeHME IMOJIb30-
BaTess root, MOXXHO J06aBUTh CeAYIOLLYIO CTPOKY B daitn /etc/sudoers unv B CBOM
daitn /etc/sudoers.d (a1 nucTpubyTUBOB Ha ocHoBe Debian, Takux kak Ubuntu).

Defaults>root env_keep+=SSH_AUTH_SOCK

CoxpaHuTe 3TOT daitn ¢ uMeHeM 99-keep-ssh-auth-sock-env B Karasore files Ha
JIOKaJIbHOM MalluHe.

MNposepka aocroBepHOCTH (arinos

Mogaynu copy v template noanepxxuBatoT BbipaxeHue validate. OHo no3sonseT ykasaTb
nporpaMMmy ans nposepku danna, creHepupoBaHHOro cucteMon Ansible. MUcnonb3yire
%s BMecTo umeHu danna. Hanpumep:

validate: visudo -cf %s

Mpu Hanuuun BbipaxeHus validate Ansible konupyeT dain cHayana BO BpPEMEHHbI
KaTanor, a NOTOM 3anyckaeT yKa3aHHy NporpamMMy nposepku. Ecnu nporpamMma 3a-
sepwwtcs ycnewHo (0), Ansible ckonupyeT dain M3 BpeMeHHOro Katanora B NOCTOSH-
HOoe MecTononoxeHue. Ecnv nporpaMmma BepHeT pe3ynbTaT, OTIMYHbIN OT Hyns, Ansible
BbiBeaeT coobuieHne 06 ownbke:

failed: [myhost] => {"checksum": "ac32f572f0a670c3579ac2864cc3069ee8319588",
"failed": true}
msg: failed to validate: rc:1 error:

FATAL: all hosts have already failed -- aborting

ITockonbky ¢aitn sudoers ¢ olM6KaMy MOKET HAPYLIUTh JOCTYI K IPUBUIIETUSIM
No/b30BaTes root, ero Bcerga Mnose3Ho MpoBepPUTh C MOMOLIbIO MPOrpaMMBbl Visu-
do. [Ins moHMMaHus MpobsieM, KOTopble HecyT daitbl sudoers, MpejJjiaraio BaliemMy
BHMMaHMIO CTaThl0 yyacTHuKa rnpoekra Ansible )KaH-Iluta Mana (Jan-Piet Men)
«Don’t try this at the office: /etc/sudoers» (http://bit.ly/1DfeQY7).

- name: copy the sudoers file so we can do agent forwarding

copy:
src: files/99-keep-ssh-auth-sock-env
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dest: /etc/sudoers.d/99-keep-ssh-auth-sock-env
owner: root group=root mode=0440
validate: visudo -cf %s

K cokanieHu1o, Ha JaHHbI1 MOMEHT HEBO3MOXHO BbI3BaTh sudo C MPUBUIETUIMU
06GBIYHOTO TMO/Ib30BATe/IS U UCMONb30BaTh QYHKIMIO epeHarnpaBieHus areHTa oT
MMEHU APYroro HernpuBUAErMPOBAHHOIO MoJb30oBaTes. Hanpumep, npeacraBbTe,
YTO BaM HYXXHO BbI3BaTh sudo OT MMEHU IMOIb30BaTe/sl ubuntu, YTOOBI BBITTOMHSTD
KOMaH[Ibl OT UMEHMU Mosb3oBaTtens deploy. [Ipo6aeMa B TOM, UTO COKeT moMeHa Unix,
CChIJIKA Ha KOTOPbI XpaHUTCA B SSH_AUTH_SOCK, MpUHAQ/IeXXUT MOJIb30BaTe o ubuntu
M HeIOCTYIEeH /11 YTeHUS UM U3MEeHeHM MMoJib30BaTesio deploy.

Kak BapyaHT MOXHO BbI3BaTh MOMY/b git C MPUBUIETUSMU root U USMEHUTD pa3-
peLleHus ¢ MoMollblo Moays file, Kak MOKa3aHo B puMepe A.2.

Mpumep A.2 < KonupoBaHue Nonb30BaTeNEM roOt U W3IMEHEHUE Pa3peleHNH

- name: verify the config is valid sudoers file
local_action: command visudo -cf files/99-keep-ssh-auth-sock-env
sudo: True

- name: copy the sudoers file so we can do agent forwarding
copy:
src: files/99-keep-ssh-auth-sock-env
dest: /etc/sudoers.d/99-keep-ssh-auth-sock-env
owner: root
group: root
mode: "0440"
validate: 'visudo -cf %s'
sudo: True

- name: check out my private git repository
git:
repo: git@github.com:lorin/mezzanine-example.git
dest: "{{ proj_path }}"
sudo: True

- name: set file ownership
file:
path: "{{ proj_path }}"
state: directory
recurse: yes
owner: "{{ user }}"

group: "{{ user }}"
sudo: True

Knioum xocTa

Kaxnbli1 xocT, rae BoinonHsieTcs: cepeep SSH, uMmeeT cBoit Kitoy xocTa. Koy xocra
urpaet posib MOANUCHU, YHUKAIbHO UaeHTUdULMPYIoLLeit XocT. Kiloun xocTa nomo-
raloT NpegoTBPaTUTb aTaku TUIA «4esloBeK B cepeauHe». [Ipy KI1OHUMPOBAHUU pe-
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no3utopus ¢ GitHub uepe3 SSH Hukorga Hesib3sl 3HaTh HaBEPHSIKA, NeCTBUTENIbHO
71 cepBep, 06baBsSIOWMIi cebs github.com, siBnsieTcs cepepoM GitHub mnu xe 3to
MOLUeHHUYEeCKHUI1 cepBep, MOAIeNbIBalOIIMIT JOMeHHOe UMS. KiIoumM XocTa Mmo3Bo-
JISIOT YOeOUTbCs, UTO cepBep, OObIBAsIOLINI cebs Kak github.com, [eiiCTBUTENbHO
MM SIB/ISIETCSL. DTO 3HAYMT, YTO Bbl JOKHBI MMETD K/TI0U XOCTa (KOMMIO MOAMMUCH) 10
TMOIMbITKM YCTAHOBUTb COEAMHEHME C ITUM XOCTOM.

o ymonuanuio Ansible mpoBepsieT K04 X0CTa, HO 3Ty IMTPOBEPKY MOXXHO OTKJIIO-
yuThb B Gaitne ansible.cfg:

[defaults]
host_key_checking = False

IIpoBepka KJoya XocTa UCIONb3yeTcsl BMecTe ¢ Moaysnem git. BcnoMHuTe, Kak
B IJ1aBe 6 MOAY/b git UCIOAb30Baa NapaMeTp accept_hostkey:

- name: check out the repository on the host
git: repo={{ repo_url }} dest={{ proj_path }} accept_hostkey=yes

Momynb git MOXeT 3aBUCHYTb MpU KIOHMpOBaHuU peno3utopus Git uepes SSH,
eC/IM IMpoBepKa KJIIoua XoCTa OTK/IIoUeHa, a SSH-Kiou xocta cepBepa Git Tekylemy
XOCTY HEM3BECTEH.

CaMoe mpocToe pellleHMe — MUCI0/Ib30BaTh napaMeTp accept_hostkey, uTo6bI CO-
06T Git 0 HEO6XOAMMOCTY aBTOMATUUECKM ITPUHSATH KJIIOY XOCTa, €C/IM OH He-
M3BeCTeH. ITOT MOAXO0 Mbl UCI10/Ib30BAIU B IIpumMepe 6.6.

MHorue nMpocTo NPMHUMAIOT K/IIOU XOCTa M He 3a00TATCS O BEPOSATHOCTU TaKUX
artak. MIMeHHO TaK Mbl ¥ MOCTYNMAM B CLEHapWUM, ONpeneanB apryMeHT accept_
hostkey=yes Mmoayns git. OQHAKO eC/Iu Bbl OTHOCUTECH K 6€30MacHOCTH C Oosbllei
OTBETCTBEHHOCTbIO ¥ HE XOTUTE aBTOMATUYECKM IIPUHMUMATDb KJIH0U XOCTa, MOXeTe
BPYYHYIO M3BJieYb M MTPOBECTU IMPOBEPKY KJIOUa, a 3aTeM A06aBUTh €ro B CUCTEM-
Hblit daitn /etc/ssh/known_hosts nyist Bceit cMCTeMbl MM B MOTb30BaTENbCKUM daitn
~/.ssh/known_hosts 111 KOHKpPETHOTO T0/1Ib30BaTeNsl.

YTo6bl BpyyHYIO MpoBepuTh SSH-KII0OY X0CTa, HEOOXOAMMO MOJYYUTh OTIEeva-
ToK SSH-K/II0Ua XOoCTa anbTepHAaTUBHBIM criocoboM. IIpu ucnons3oBanum GitHub
B KauecTBe cepBepa Git ormeuatok SSH-k/10Ua MOXHO HaiTu Ha caitte GitHub mo
ccpuike http://bit.ly/1DffexK.

Ha moMeHT Hanucauusa KHUry orrneyatok SHA256 RSA cepsepa GitHub B popma-
te base64 (HoBeimit popmar)' Mmen BUI 16:27:ac:a5:76:28:2d:36:63:1b:56:4d:eb:d
f:a6:48, HO 1yylIe He BepUTb MHe Ha CJI0BO ¥ IIPOBEPUTD Ha caiiTe.

Ianee Heo6xoAMMO M3BIeYb MOAHbINA SSH-K04 X0CTa. [17151 3TOT0 MOKHO UCIIO/b-
30BaTh Mporpammy ssh-keyscan, KoTopasi u3BJieUeT KU XOCTa C MMeHeM github.
com. S mpeanmounTalo nomeluats ¢aiabl, ¢ KOTOpbIMK pabotaet Ansible, B katanor
files. [laBaitTe caenaem 3To:

! dopmar no ymonyaHuio uameHuiacs B Bepcuu OpenSSH 6.8 ¢ mpesxkHero MD5 Ha base64
SHA256.
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$ mkdir files
$ ssh-keyscan github.com > files/known_hosts

PGSYHbTaTGYHeTBbHWHﬂeTbTaKI

github.com ssh-rsa
AAAAB3NzaC1yc2EAAAABIWAAAQEAQ2A7hRGmdNmItUDBOIIDSWBK6TbQa+PXYPCPY6rbT rTtw7PHkccK
rppOyVhpSHAEIcKr6pL1VDBFOLX9QUsyCOVOwz fjTINLGEYsdLlLI1zHhbn2mUjvSAHQQZETYP81eFzLQ
NnPHt4EVVUh7VfDESUB4KezmDSQLWpXLmvU31/yMf+5e8xhHTVKSCZIFImWwoG6mbUoWfInzpIloaSjB+
weqqUUmpaaasXVal72J+UX2B+2RPW3RcT0e0zQgqLIL3RKr TIvds JE3JEAVGQ31CHSZXy28G3skua2Sm
V1i/wdyCE6gbODQNTW1g7+wC604ydGXA8VI1S5ap43IX1UFFAaQ==

IToBbICUTb YPOBEHb 6€30MaCHOCTY MTOMOXET KJII0Y -H, MoAiep>XXMBaeMblif KOMaH-
novi ssh-keyscan. Biaromapsi emy MMsi Xocta He MnosiBUTCs B aitine known_hosts. [laxxe
€CJIY KTO-TO MOMbITAeTCs MOTYYUTDb JOCTYI K BalieMy ¢aiiry co CIMCKOM XOCTOB, OH
He CMOXET OINpeaeIUTh UMeHa XOCTOB. IIpM UCIONb30BaHMUM ITOTO KJIOYA pe3ysib-
taT OyeT BbIMJISIAETD TaK:

|1]|BI+Z8H3hzbcmTWna9R4or rwrNrg=|wCxJf50pTQ83IFzyXG4aNLxEmzc= ssh-rsa AAAAB3NzaCly
C2EAAAABIWAAAQEAQ2A7hRGmdnmItUDbOIIDSWBK6TbQa+PXYPCPY6rbTrTtw7PHkccKrppOyVhpSHAET
cKr6pL1VDBFOLX9IQUSyCOVOWzZ Fj IINLGEYsdlLIizHhbn2mUjvSAHQQZETYP81eF zLQNnPHt4EVWWUh7VF
DESU84KezmDSQLWpXLmvU31/yMf+Se8xhHTVKSCZIFImWwoG6mbUoWfInzpIloasjB+weqqUUmpaaasXVa
1723+UX2B+2RPW3RcTOe0zQgqlIL3RKr TIvds JE3JEAVGQ31CHSZXy28G3skua2SmVi/wdyCE6gbODQNT
Wlg7+wC604ydGXA8VI1S53p43IX1UFFAaQ==

Hanee Heo6x0OMMO MPOBEPUTH, COBMAJAET JIM KIIOY XOcTa B daiine files/known_
hosts c oTreyaTkoM, rosydeHHbIM ¢ caiita GitHub. 3To MOXHO caenaTh C TOMOILbIO
NnporpamMmmai ssh-keygen:

$ ssh-keygen -1f files/known_hosts

Ee BbIBOI IO/MKEH COBMNAAATh € OTIIeuaTkoM RSA, mpecraBieHHbIM Ha caiTe:

2048 SHA256:nThbg6kXUpJIWGL7E1IGOCSpRomTxdCARLViIKWEESSY8 github.com (RSA)

Tenepb, Korga Bbl YBepeHbl B JOCTOBEPHOCTH Kitoua cepBepa Git, MOXHO C IO-
MOLLbIO MOMY/ISI Copy CKOITMPOBATD €ro B KaTasior /etc/ssh/known_hosts.

- name: copy system-wide known hosts
copy: src=files/known_hosts dest=/etc/ssh/known_hosts owner=root group=root
mode=0644

Wnu B KaTanor KOHKPeTHOTO IMosib3oBaTenst ~/.ssh/known_hosts. B npumepe A.3
MOKa3aHo, KaK CKOMMPOBaTh Gaii co CIMCKOM XOCTOB C YIIPaBJsoLIei MalllMHbI Ha
yaaaeHHbIe XOCTbI.

Mpumep A.3 < [Jo6aBneHue u3BECTHOrO XocCTa

- name: ensure the ~/.ssh directory exists
file: path=~/.ssh state=directory
- name: copy known hosts file
copy: src=files/known_hosts dest=~/.ssh/known_hosts mode=0600
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HenpaBunbHbIM KNKOY XOCTa MOXET Bbi3BaTb Npob6nemMbl
AaXKe NpPHU OTKNIOYEHHOW NpOBEPKe KNtoUa

Ecnu Bbl OTKNKOYMAKM NPOBEPKY KAtoYa xocTa B Ansible, onpegenus B daiine ansible.
cfg napameTp host_key_checking co 3HauyeHueM false, a KNKOY AN XOCT3, C KOTOPbLIM
Ansible nbiTaeTca ycTaHOBUTL CBA3b, HE COOTBETCTBYET KNtouy B danne ~/.ssh/known_
hosts, dyHKUMS nepeHanpasneHus areHta pabotatb He ByaeT. [MonbiTka KNOHWMPOBATHL
peno3uTtopuit Git B 3TOM Cny4ae 3aBepLUMTCS OWMOKONM:

TASK: [check out the repository on the host] *kkkskakadukibhbhsikhknsnshsi
failed: [web] => {"cmd": "/usr/bin/git ls-remote git@github.com:lorin/
mezzanine- example.git -h refs/heads/HEAD", "failed": true, "rc": 128}
stderr: Permission denied (publickey).

fatal: Could not read from remote repository.

Please make sure you have the correct access rights
and the repository exists.

msg: Permission denied (publickey).
fatal: Could not read from remote repository.

Please make sure you have the correct access rights
and the repository exists.

FATAL: all hosts have already failed -- aborting

IT0 MOXET NPOU30MITH, ECAM Bbl MCNOML30BANMN U YAANUAM MalMHY Vagrant, a 3aTeMm
€034a71 HOBYHO, NOTOMY YTO B 3TOM C/ly4ae KN4 X0CTa M3MeHuTCs. MNposeputsb paboTy
NEpeHanpaB/eHNUs areHTa MOXHO Cneaywmm obpasom:

$ ansible web -3 "ssh-add -1"

Ecnmn dyHKums paboraer, pesynbTat 6yaeT BbIrNSAeTb Tak:

web | success | rc=0 >>
2048 SHA256:5cSt41+eINdOYkVRXW2nGapX6AZ8MP1)1UNg/qalBUs /Users/lorin/.ssh
/id_rsa (RSA)

Ecnu He paboTaerT, pe3ynbTat byaeT Takon:

web | FAILED | rc=2 >>
Could not open a connection to your authentication agent.

Ecnun 370 CAyumnTCa, yaanute COOTBETCTBYIOWMIA IneMeHT U3 daina ~/.ssh/known_hosts.
O6paTtute BHUMaHWe, YTO NPU MCNONb30BAHWUM MynbTUNNeKkcupoBaHus SSH Ansible
NoAAEepPXUBAET COEAMHEHUE C XOCTOM OTKPbITbIM B TeyeHue 60 cekyHa. [o3Tomy Bbl
LOMKHBI A0XAATLCA UCTEYEHUA CPOKA COeAMHEHMUS, MHaye Henb3sa byaeT ysuaeTb 3¢-
deKT BHECEHMA n3MeHeHun B dhann known_hosts.

OueBMOHO, UTO MpOBepKa gocToBepHocTH SSH-KIoua xocTta TpebGyeT ropasmo
6osblle YCUIIMIA, UeM ITPOCTOM ero npuem He msaas. Kak Bcerma, 3To KOMIIPOMMCC
Mex Iy 6e30macHOCTbIO U yI06CTBOM.



MNpunoxeHue

Ucnonb3osaHue poneun |IAM
ANSA YYeTHbIX AaHHbIX EC2

Ecnu Bbl cobupaerech 3amyckatb Ansible BHyTpu VPC, MokeTe BOCIIO/b30BaThCs
MOJIIEPKKOM ponelt cinyx6bl udenmuguxayuu u ynpasaerus docmynom (Identity and
Access Management, IAM) B Amazon, 4To6b! M36aBUTbLCSI OT HEOGXOAUMOCTH OIpe-
JeNsATh [IepeMeHHble OKpYXXeHusl 115 Tepeiayy yyeTHbIX JaHHbIX EC2 B 3k3eMIuisip.
[AM-ponu B Amazon no3BOJSIIOT ONpeaensiTh MoAb30BaTeNeil U IPyMIbl U yIpas-
JI9Th UX paspeweHussmu B EC2 (Hanpumep, noayyaTb UHGOPMAaLIUIO O 3aMyILeHHbIX
3K3eMILIsIpax, Co34aBaTh 3K3eMIUISAPbI, CO3AaBaTh 06pa3sl). IAM-ponu Takke MOX-
HO MPUCBaUBaTh 3aMYILEHHBIM 3K3eMIUIsIpaM, 4TOObI, HAIIpUMep, 3asiBUTh: «ITOMY
3K3eMIUISIpY [M03BOJIEHO 3aIyCKaThb APYyrue 3K3eMIIspbl».

Korpa BbI mochuiaete 3anpoc B EC2 ¢ mOMOILbIO KIMEHTCKOM MporpaMMbl, Mo -
nepxuBawueit IAM-pony, un 3K3eMIUIsIpy NpefoCTaBieHbl COOTBETCTBYIOLLME PO-
JISIM pa3pelleHus, KIMEeHT U3BJeKaeT yyeTHble JaHHble U3 CAyXObl MeTagaHHbIX
ak3emmasipa EC2 (http://amzn.to/1Cu0fTl) u ucrnonb3yeT ux 4151 OTIIPaBKM 3ampoca
KOHeyHoM Touke EC2.

IAM-ponyu MOKHO co3/1aBaTh B KOHCOIM yIipaBiaeHuss Amazon Web Services (AWS)
WM U3 KOMaHJOHOM CTPOKM, C MOMOLIbIO KIMEHTa KOMaHAHOM CcTpoku AWS (AWS
CLI, http://aws.amazon.com/cli/).

KoHconb ynragnenmna AWS

[TocmoTpuM, KaK c MOMOILbIO KOHCOMM yripaBieHust AWS cosgaBatb IAM-ponu, rpe-
JOCTaBJIsIIOLIMe TPUBUIErMpoBaHHbIN goctyn «Power User Access», MO3BOSIIOLI MM
JleJlaTb MPaKTUYeCcKu BCe, UTO YTOAHO, KpOMe U3MeHeHMUsI Mojib30BaTeseil 1 rpyrn
[IAM.

1. 3anaute B KOHCoNb ynipaBiaeHust AWS (https://console.aws.amazon.com).

2. lllenkHure Ha ccbuike Identity & Access Management.

3. Ulenkuure Ha kHomnKe Roles (Ponu) cne.a.

4. WllenxHute Ha kHonKe Create New Role (Co3nath HOBYIO pOJib).
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8.

Havite ponu uMs 1 3aTteM LieakHuTe Ha KHomnke Next ([Janee). 1 npeanoun-
Tal UCMOAb30BaTb UMs ponu ansible gisi sk3eMruisipa, Ha KOTOpoM OyzmeT
3anyuleHa Ansible.

B meHio AWS Service Roles (Ponu AWS Service) BbiOepuTe MyHKT Amazon
EC2.

Bribepute npusuneruu PowerUserAccess. lllenkHute Ha KHomnke Next Step
(Cnenyrowmi war).

IllenkHuTe Ha KHomKe Create Role (Co3gats posb).

Ecnu nocne co3maHusi ponu BelOpaTh ee 1 LeJKHYTh Ha KHomKe Show Policy (ITo-
Ka3aThb pa3pelleHust), Ha IKpaHe JO/IKEH MOABUTHCS JOKYMeHT JSON, Kak MoKa3aHo
B npumMmepe B.1.

Mpumep B.1 < JokymeHT c pa3peweHusmu IAM-ponu «Power User»

{

"Version": "2012-10-17",
"Statement": [

"Effect": "Allow",
"NotAction": ["{am:*", "organizations:*"],
“Resource": Ny

b

"Effect": "Allow",
"Action": "organizations:DescribeOrganization",
"Resource": "*"

}
]
}

[pu co3paHum ponu B Be6-uHTepdeiice AWS Takke aBTOMaTHU4eCKy CO34acT hpo-
duns 3k3emnaapa c UMeHeM POy (Hanpumep, ansible), a ewle cBsXKET posb C UMe-
HeM npoduas 3k3emruisipa. [Ipu co3gaHuM 3K3eMILIsIpa C NMOMOLLbBIO MOAY/S ec2
U nepenavye uMeHu npodus 3k3eMIuisipa B mapameTpe instance_profile_name co3-
JOaHHbI 3K3eMIuIp 6yaer obnanath pa3pelieHUsIMU POJH.

KOMAHOHAS CTPOKA

Posnb ¥ pod b 3K3eMIUIsipa MOKHO TaKke CO34aTh C TOMOILbIO KIMeHTa KOMaHzA -
Ho ctpoku AWS CLI. Ho gns aToro norpebyeTcst uyTh 60/ble YCUINIA:

1.

Co3spatite posb, onipefenuB MOJIUTUKY Oe3onacHocTy. [TonnTrka 6e3omnacHo-
CTU ONMUCHIBAET 0OBEKTHI, KOTOPble MOT'YT MPUHSITb Ha cebsl posib U YCI0BUS
JOCTYTa POJu.

CospaiiTe NOAUTUKY, OMUCHIBAIOLLYIO pa3pelleHus 45 poau. B naHHoM ciy-
yae HaM HY>XHO CO3JaTb 3KBMBAJEHT NPMBMUIETMPOBAHHOTO I0O/b30BaTeNS,
yTOObI 06/1aIaTeNIb POJIM CMOT MPOU3BOAUTD M100ObIE AeicTBUsI ¢ AWS, Kpome
ornepaumit ¢ poiasiMu u rpynnamu IAM.

Cospnaitre npoduab 3K3eMIUISIpa.

CsikuTe posb ¢ mpoduaeM 3K3eMIuispa.
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CHauaa HYXHO co31arth aBa ¢aitna ¢ monutukamu 1AM. OHU JOKHBI UMETb
dopmat JSON. ITonutuka 6e30macHOCTU MpeacTaBjieHa B mpumepe B.2. 3To Ta xe
MOJIMTUKA, KOTOpPasi aBTOMaTuuecku reHepupyeTtcss AWS rpu cosgaHuu poiu uepes
BeO-uHTEepdeiic.

[TonuTuka ponu onpenensieT ee BO3MOXHOCTHU U [TOKa3aHa B mpumepe B.3.

Mpumep B.2 <+ trust-policy.json
{
"Version": "2012-10-17",
"Statement": [
{
"Sid": "",
"Effect": "Allow",
"Principal”: {
"Service": "ec2.amazonaws.com"
)5
"Action": "sts:AssumeRole"
}
]
}

Mpumep B.3 < power-user.json
{
"Version": "2012-10-17",
"Statement": [
{
"Effect": "Allow",
"NotAction": "iam:*",
"Resource”; "*"
}
]
}

B npumepe B.4 mokasaHo, Kak co3[aTh MPoduib 3K3eMIUIIpa M3 KOMaHIHOM
CTPOKMU, Korza daitibl, mpuBeeHHbIe B mpuMepax B.2 u B.3, yxke co3gaHbl.

Mpumep B.4 <+ Co3pnanue npoduns 3k3eMnnspa U3 KOMaHAHOW CTPOKK

# Oaine trust-policy.json u power-user.json JONXHb H3XOAUTHCA
# B Tekywem Kartanore, WHadye u3meHute aprymedto file://,
# yKa3aB B HWUX NOAMHBA NYTb

$ aws 1am create-role --role-name ansible --assume-role-policy-document \
file://trust-policy.json

$ aws iam put-role-policy --role-name ansible --policy-name \
PowerUserAccess-ansible-20170214 --policy-document file://power-user.json

$ aws iam create-instance-profile --instance-profile-name ansible

$ aws iam add-role-to-instance-profile --instance-profile-name ansible \
--role-name ansible

Kak Bugure, paboraTb ¢ Be6-uHTepdeiicoMm ropasio npouie. Ho g5 aBTomatm3sa-
LLIMM TTPOLILE UCTTIOb30BaTh KOMaHAHYIO CTPOKY. 3a JOMOMHUTENbHOM uHbOpMaL et



364 <+ Vicnonb3oBaHue ponest IAM ang yueTHbix AaHHbIx EC2

o IAM o6pauaiiTech K pyKOBOACTBY Mojb3oBaTesst AWS Identity and Access Man-
agement (http://docs.aws.amazon.com/IAM/latest/UserGuide/).

TMocne co3gauust npoduis MOXXHO 3aNyCTUTD 3K3eMIuisip EC2 ¢ atum npodunem,
HanpuMep C NMOMOLLbIO MOIYJIS ec2, UCIIOb30BaB MapaMerp instance_profile_name:
- name: launch an instance with iam role

ec2:

instance_profile_name: ansible
# [lpyrve napameTpbl He MOK33aHbl

Ipu ycraHoBKe SSH-coeaMHeHMs C IK3€MILIIPOM MOXKHO 3alPOCUTh Y CITYXKObI
MeTagaHHbix EC2 moaTBepkaeHue, UTO OH CBsA3aH ¢ npoduneM Ansible. Pesynbrat
JOJDKEH BbIMIAETh NPUGIU3UTENBHO TaK:

$ curl http://169.254.169.254/1atest/meta-data/iam/info

{
"Code" : "Success",
"LastUpdated" : "2014-11-17702:44:032",
"InstanceProfileArn" : "arn:aws:iam::549704298184:1instance-profile/ansible",
"InstanceProfileId" : "AIPAINM7F44YGDNIBHPYC"
}

MOXHO, KOHEeYHO, JeTaJlbHO U3YUUThb yUeTHble JaHHble, HO, BOOOLLE roBop4,
B 3TOM HeT HMKaKOIt HeobxoaumocTu. bubnmoreka Boto aBToMaTnuecku U3BjaeUyeT
UX MIPY BBITTOJITHEHUUM MOIY/S ec2 MU CLieHapusi IMHaMMUUYeCKO MHBeHTapu3auuu:

$ curl http://169.254.169.254/1atest/meta-data/iam/security-credentials/ansible
{

"Code" : "Success",

"LastUpdated" : "2015-02-09T21:45:20Z2",

"Type" : "AWS-HMAC",

"AccessKeyId" : "ASIAIYXCUETIPY42AC2Q",

"SecretAccessKey" : "ORp9gldiymIKH9+rFtWEX8BjCRteNTQSRNLN1mWG",
"Token" : "AQoDYXdzEGcadAMPCSW69pVEENpXjw790HI...",
"Expiration" : "2015-02-10T704:10:362"

™! Y4ye€THbIe JaHHbI€ ABJIAIOTCA BpEMEHHbLIMU. Amazon MOCTOSIHHO U3MeHsIeT
UXx.

Tenepb Bbl MOXeTe UCIOJb30BAaTh 3TOT 3K3eMIUISIp B KauecTBe ynpaBnmoLueﬁ
MammnHbI 6e3 onpeneeHns y4eTHbIX JaHHbIX B [TI€pEeMEHHbIX OKPY>XXeHUS. MO,U,YJIM
ec2 aBTOMaTUYECKU U3BJIEKYT UX U3 CJ'IY)K6bI MeTadaHHbIX.



[noccapum

I'pynna - Hab6op X0CTOB, 061aAA0IMIA HA3BAHUEM.

Onepauus — CONocTapisieT rpyInmny XOCTOB CO CIIUMCKOM 3aJ1a4, Ha3HAaYeHHbIX 1151
BbITIOJIHEHMS] Ha JaHHbIX XOCTaX.

JexnapaTUBHBIN — TUII sI3blKa MPOrpaMMMpPOBaHMS, KOrga MporpaMMUCT ONu-
CbIBaeT XXeJlaeMblif pe3yabTaT, a He mpoluecc ero goctikeHust. CueHapuu Ansible
SIBJISIIOTCS AeKaapaTUBHbIMMU. SI3bIK SQL siBIsieTCs elle O4HUM IPUMepOM JeKiapa-
TUBHOTO s3bIKa. HanmpoTus, Takue sA3bIKK, KaK Java u Python, siBnsitotcs npouyedyp-
HbIMUL.

JvHaMu4yecKkuit peectp (IMHAMUYeCcKasi MHBEeHTapu3alus) — UCTOUHUK, CHAO-
xatomuit Ansible uHpopmanueit 0 xoctax u rpynmnax BoO BpeMsi UCITOIHEHUS Clie-
Hapusl.

3agaua - eguHMIla paboThl B onepauusax Ansible. 3agaua onpenensiet Moay/ib
U ero apryMeHTbl, a TAaKXXe JONOJHUTE/bHbIe UMS U [TapaMeTphl.

3aperucTpupoBaHHasi mepeMeHHasi — NepeMeHHasl, Co3JaHHasi C MTOMOLIbIO
BbIpaXXeHUs register B 3amaye.

VaeMIOTeHTHBIN — 1eliCTBUe SIBJASeTCS UAEeMIIOTEHTHBIM, /I MHOTOKpaTHOe
€ro BbINIOJIHEHMe 1aeT TOT XKe pe3y/bTaT, UTO M OLHOKpPATHOe.

KOHBepreHTHOCTb — CBOMCTBO CUCTEMbI yIIpaBaeHUs KOHQUTYpaLUsIMU, KOTAA
CUCTeMa 3alyCKaeTcsl Ha cepBepe HeCKOJIbKO pa3 [j1s1 IpUBeJeHUs cepBepa B xela-
eMoe COCTOsIHME, C KaXXIbIM pa3oM npubauskas K Hemy. KoHBepreHuust Haubonee
TECHO acCOLMMUPYETCsl C cUcTeMoit ynpasiaenust Kongurypaumsmu CFEngine. An-
sible He o6yaaeT CBOICTBOM KOHBEPreHTHOCTHU, MOCKOJIbKY JKEJIaeMO€e COCTOSIHUE
JOCTUraeTcsi Nociie repBoro 3amnycka.

KoHTeltHep — popma BUpTyanu3auuu, KOTopasi OCyleCTBISIEeTCS HA YPOBHE OIe-
PaLMOHHOM CUCTEMbI, KOra IK3eMIUISIp BUPTYa/IbHOM MallMHbI UCIOAb3YET TO XKe
SIpO, UTO U cucTeMa-HocuTenb. Docker siBnsieTcst Haubosee M3BECTHOM TEXHONIOTU-
elt KOHTelHepOoB.

Moaynpb — cueHapuit Ansible, BoINoHSIIOWMUIA onpeeeHHY0 3agauy. [pume-
POM MOJYJIsI MOXET MOCIY>XXUTb CO34aHUe YUeTHOM 3alucu NoIb30BaTeNsl, yCTAHOB-
Ka MakeTa WiIn 3anmycK cyk6bl. BonbimHcTBO Moayeit Ansible sBasiercst ugemro-
TEHTHBIMU.

MynsTuniaekcupoBanue SSH — oco6eHHocTb SSH-k1nentTa OpenSSH, no3Bosnsi-
I011Ias1 COKPAaTUTh BpeMsl Ha ycTaHOBKe SSH-coennHeHmit, koraa TpebyeTcs ycTaHo-
BUTb HECKOJIbKO SSH-coenHeHM1 ¢ oqHOM MalIMHOM. Ansible ucnonb3yeT MyabTH-
riekcupoBaHue SSH AJis1 TOBbIlI€HUST TPOU3BOAUTEIbHOCTH.

O6paboTuMK — HAalTOMMHAET 3a/auy, HO BBITIOJHSETCSI TOJbKO B OTBET Ha yBe-
JoMmiieHue, rocbllaemMoe 3aJayueit.
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OpKecTpatums (COr1acoBaHue) — BbINOJTHEHUE CEPUM 3a[1au B CTPOTO OIpeaeneH-
HOM ITOpSIAKE Ha rpyre cepBepoB. OpKecTpalusl 4acTo HeobXoauMma Jijisl pa3Bep-
ThIBAHMUSI.

ITogcTaHOBKM — KOJI, BBIMTOJIHSIEMbIIi Ha YITPaBISIOUIEN MallMHe 1Sl TOyYeHUst
KOHOUTYpaLIMOHHBIX JaHHbIX, HEOOXOMUMBIX Ansible Bo BpeMst paboThbI CO ClieHa-
puem.

ITceBmoHuM (Alias) — uMs xocTa B peecTpe, OT/IMYaIOLLIeecs OT e CTBUTEbHOTO.

Pa3sBepThIBaHMeE — MPOLECC YCTAHOBKY IIPOrpaMMHOro obecrieueHus B paboTa-
IOLIYIO CUCTEMY.

PeecTp (MHBeHTapu3auusl) — CIMCOK XOCTOB U TPYIIIL.

Pexxum nipoBepku (Check mode) — 0cobblit pexkum 3amycka clieHapusi. B atom pe-
XXuMe crieHapuu Ansible He MpoM3BOAAT U3MEHEHUI Ha yIaJeHHbIX XocTaX. BMecTo
3TOro GopMMUpYyeTCst OTYET O BO3MOXHbBIX MU3MEHEHUSIX COCTOSIHUS XOCTa IIPU UCITOJ-
HEeHUU Kaxmoi 3amaun. THorma yrmomMmmHaeTcs Kak peskuMm «dry run» (X0J0CTOi XOf).

Poib — MexaHu3M Ansible, cirykaumit ans o6begyHeHUs 3amay, 06paboTYMKOB,
¢aitnoBs, 11a6JIOHOB U MTepeMEHHBIX.

Hanpumep, ponb nginx MOXeT comepkaTb 3afayu MO yCcTaHOBKe makerta Nginx,
co3naHuio KoHburypaunoHHoro daina gas Nginx, konuposauuio $haitnoB ceptu-
¢dukara TLS 1 3anycky cryx6sr Nginx.

CocTaBHBIE apryMeHTBbI — apryMeHTbl MOJy/ei, uMelouMe BUMI CIIUCKa WIU
croBapsl.

Cuenapwmii (Playbook) - onpenensietT ciucok onepaimii M rpymmy XoCcTOB, Ha KO-
TOPBIX BBIMOJHSIOTCSI JaHHbIe Orepaluu.

TpaHcnopt (Transport) — MPOTOKON U MeXaHU3M, UCIONIb3yeMble B Ansible ns
MOAK/ITIOUEHUS K YAAJIEHHOMY XOCTY. [I0 YMO/IUaHMIO pOJib TPAHCIIOPTA BBIMIOHSET
rnpoTtokon SSH.

Vipasiaenne koupurypaumusamu (Configuration management) — nmpotiecc nop-
JepkaHusl cepBepoB B pabouyem coctostHun. Ilon pabouum cocmosHuem noapasyme-
BaeTcs, uTo ¢aitabl KOHOUTrypauuu XpaHST AOMYCTUMbIE HACTPOIKU, UMEIOTCS BCe
HeobxomyMble Gaiibl, 3aMylIeHbl HY)XHbIE CTY)XObI, UMEIOTCSI B HAJIMUMU OXKUIae-
Mble yYeTHbIe 3aMMCH MTOJIb30BATEJIEN, YCTAHOB/IEHbI KOPPEKTHbIE pa3pelleHust U T. 1.

Vrmpasiasiiouasi MaliMHa — KOMITbIOTepP, Ha KOTOPOM yCTaHOBJIeHa cuctema An-
sible, ocyiecTBasoILas yripaBieHue yaaleHHbIMU XOCTaMMU.

YrnpaBasilolMi cCOKeT — cOKeT foMeHa Unix, KOTOpbIi ucronb3dyetcs SSH-knu-
€HTOM /IS COeIUHEeHUSI C YAaJleHHbIM XOCTOM [PU BKIIOUEHHOM MYJIbTUILIEKCUPO-
BaHuu SSH.

®dakrT - nepemMeHHas ¢ uHbopmaliueit 06 ornpeneeHHOM XOCTe.

XocT - ynaneHHbI cepBep, yripasaseMblit Ansible.

IlIa6moH - cuHTakcuc Ansible st ormMcaHusT XOCTOB, HA KOTOPBIX BBIMOTHSETCS
omnepauusi.

AMI (Amazon Machine Image) — 06pa3 BUpTYyanbHOI MallMHbI B 061aKe Amazon
Elastic Compute Cloud, Takxe n3BectHom Kak EC2.

Ansible, Inc. - koMnaHus, ocylIecTBASIOIAss KOHTPOIb Hafl MpoekToM Ansible.
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Ansible Galaxy - perto3utopwmit (https://galaxy.ansible.com/) poneit Ansible, pa3-
paboTaHHBIX COOOLIECTBOM.

Ansible Tower — nnatHas Be6-cucrema u untepdeiic REST ayis ynpasneHus An-
sible, npogaetcs komnaHueit Ansible, Inc.

CIDR (Classless Inter-Domain Routing, 6ecknaccoBast agpecauust) — MpaBuio
onpeneneHusi auanasoHa IP-ampecoB, MCIIONb3yeMbIX B rpynmnax 6e30mnacHOCTU
Amazon EC2.

ControlPersist — cHOHUM MynbTUITTIEKCMpPOBaHUs SSH.

DevOps - )xaproHHbliit mpodeccuoHanbHblil TepMuH B [T, CTaBILMIA TOITYISIPHBIM
B cepennHe 2010-x rr. (https://ru.wikipedia.org/wiki/DevOps).

Dry run - cmotpuTte Pexcum nposepku (Check mode).

DSL (Domain Specific Language) - npeqmMeTHO-OpUEHTUPOBAHHBII A3bIK. B cu-
CcTeMax, MCIOJNb3YIIIMUX IPEeIMETHO-OPUEHTUPOBAHHBIE SI3BIKU, I10JIb30BATENb
B3aMMO/IENCTBYET C CUCTEMOI, CO3AaBasi M BBIMOMHSS Gaityibl HA TaKUX S3bIKaX.
[IpenMeTHO-OpMEHTUPOBAHHBIE SI3bIKM He 00/1afal0T TaKO e IMPOTOI BO3MOX-
HOCTel, KaK YHMBEpPCaJbHbIE SI3bIKM IMPOrpPaMMMPOBaHMUSs, HO (€C/M TMPaBUIbHO
CKOHCTPYMPOBAHbI) OHU TPOLIE YMTAIOTCS M HA HUX Jierue MMUCaTh yIIpaB/soLue
nporpamMmmbl. Ansible mogmepskuBaeT NnpeamMeTHO-OPUEHTUPOBAHHBIN S3BIK, UC-
Moab3yroumit cuHTakcuc YAML.

EBS (Elastic Block Store) — 610uHoe xpaHuauuie. B repmuuax Amazon EC2 non
EBS noapasymeBaeTcst AMCKOBOE MPOCTPAHCTBO, KOTOPOE MOXET ObITh 3aKPEIJIEHO
3a 9K3eMIUISIPAMMU.

Glob - ma60H, ucnonb3yemslit 06omoukamu Unix a1 Bei6opa ¢aitioB Mo ume-
HaMm. Hanpumep, ma6moH *. txt cooTBeTCTByeT BceM GaitiaM ¢ pacliMpeHUEM . txt.

IAM (Identityand Access Management) — ciy>x6a o6s1aka Elastic Compute Cloud kom-
naHumM Amazon, o3BoJIsIoLIas YIIPaBIsSTh pa3peleHnsIMH IT0JIb30BaTesIeit 1 rPyII.

Ohai — uHcTpymeHT, ucrionb3yemslit Chef nis nsBneuenns uHGopmalmn o Xocre.
Ecnu Ohai ycraHosiieH, Ansible 3amyckaeT ero B mpoiecce c6opa GpakToB 0 XOCTe.

TLS - npoToko 3a1uTsl TpaHcopTHOro ypoBHs (Transport Layer Security). Uc-
TMOJIb3YEeTCS /ISl 3alUThl B3aUMOENCTBUI MeXIy BeO-cepBepamMu U Gpaysepamu.
TLS 3ameHwn1 60j1ee paHHUI MTPOTOKOJ 3alIMIIEHHBIX cOKeTOB (Secure Sockets Lay-
er, SSL). MHorue HenpaBuiabHO ynnomuHaloT TLS kak SSL.

Vault - mexaHu3sm, ucronb3dyemsiit B Ansible mis mmndpoBauust KoHpuaeHLn-
aJIbHBIX JAHHBIX Ha Aycke. O6bIYHO MpUMeHsieTcs 17151 6e301acHOTO XpaHEeHUS CeK-
PETHBIX JaHHbIX B CUCTEMAX YIIPaBIEHUS BEPCUSIMMU.

Vagrant - UHCTPYMEHT )1 YIIpaBJeHUs: BUPTYaJTbHbIMM MalIMHaMu. Mcrionb3y-
eTcs pa3paboTumMKaMu Jj1s1 CO3AaHUS TOBTOPSIEMBIX OKPY>KeHUI pa3paboTKu.

Virtualenv - mexaHu3M /151 yCTaHOBKM MMakeToB Python B BUpTya/ibHbIE OKPY-
YKeHUsI, KOTOPbIE MOXXHO BKJIIOUATh U BBIKIOYATh. [I03BOJISIET [TOIb30BATENIO YCTa-
HaB/IMBaTh nakeTsl Python, He o6namas npaBamu nmonb3oBaTess root U He 3acopsis
m106anbHYI0 6MbaMoTeKy naketoB Python Ha mammHe.

VPC (Virtual Private Cloud) — ucnonbs3yetrcs Amazon EC2 gis onucaHus U30au-
POBAHHO CETU, KOTOPYI MOXHO cO34aTh 4151 3K3eMIuisipoB EC2.
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YUHOJ IeSTeIbHOCTBIO — 1Ba rofa paboTasn qo1eHToM Ha Kadeape MHopmMaLmoH-
HbIX TeXHOJI0TMIA B yHUBepcuTeTe Hebpacka-JIMHKOMBH U ellle YeThIpe — HayYHbIM
COTPYAHUKOM B MHCTUTYTE MHGOPMAUMOHHBIX TexHonoruit H0kHo-Kanudopumnii-
CKOro yHMBepcuteTa. ITonyunn creneHb 6akanaBpa B 061actv MHGOPMalMOHHBIX
TEXHOJIOTMi B YHUBepCUTeTe MaKruiia, CTeleHb Marucrpa B 006J1aCTH ITPOEKTUPO-
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KonodoH

Ha o6noxke «YcraHoBka M pabora c Ansible» M3o6pakeHa KOpoBa TOJLITUMHO-
¢$bpu3ckoit mopoasl, KOTOpYIo B CeBepHOM AMepHMKe YacTo Ha3bIBAIOT FOJILUTUHCKOA,
a B EBpore — ¢pusckoit. OHa 6bu1a BhiBefieHa B EBpone, B HumepnaHnax, ¢ 1eblo
MOJIYYUTH KOPOB, MUTAIOILIUXCSI UCKITIOYUTENBHO TPaBOI — caMblii 60oraThblif pecypc
B 3TOM palfioHe, — B pe3y/bTaTe Yero rnojyuyuiach yepHo-6esas MosiouHas nmopoja.
TonwtuHo-ppusckas nopoaa 6vuia 3aBe3eHa B CIIA rae-To mexxay 1621 u 1664 ro-
JIOM, HO OHa He BbI3bIBajia MHTEpeca y aMepUKaHCKMUX celieKUMOHepoB 10 1830-x
rOfiOB.

JKMBOTHBIE 3TOM MOPOABI OTAMYAIOTCS KPYMHBIMU pasMepaMy, YeTKUMU yep-
HbIMM M GesbIMM MSATHAMU M BBICOKOW MPOAYKTMBHOCTbIO MOjoKa. YepHo-6enas
OKpacka sIBJsIeTCsl pe3yabTaTOM MCKYCCTBEHHOro otbopa cenekiuoHepamu. Tensi-
Ta POXAAIOTCSI KPYMHBIMU, BeCOM 40-45 KMJIOrPaMMOB; 3peJible TONLITUHIIBI MOTYT
Jocturath B Bece 580 kunorpamMMoB U B xonke A0 1,5 merpa. ITonoBasi 3pesnioCThb
Y 3TO#1 MOpOAbI HAaCTyMaeT B Bo3pacre 13—15 MecsiLieB; CpOK 6epeMeHHOCTH IJIUTCS
9,5 MmecsLa.

Koposbsl 31011 opoas! aarT B cpegHeM 7600 1MTPOB MOJIOKA B rOA; MPOOYKTUB-
HOCTb IJIEMEHHBIX KMBOTHBIX MOXeT gocturaTb 8100 1UMTPOB B rofi, a B TeueHue
>KM3HM MOTYT Npom3BoauTh A0 26 000 nuTpoB.

B centsiobpe 2000 r. roONLUTHMHIIBI OKa3aaUCh B LIEHTPe KapKUX OUCKYCCUIA, KOTAA
kommaHus Hanoverhill Starbuck k1oHupoBana oqHO XXMBOTHOE U3 3aMOPOXEHHbIX
KJI€TOK COeIMHUTEbHO TKaHM, B3SIThIX Y HETO 3a Mecs1] 10 cMepTu. KnoHMpoBaH-
HbII 9K3eMIIsIp NosIBUIICS yepe3 21 roa 1 5 MecsiLieB 1ocse poxXaeHus OpUrnHana.

MHorue XMBOTHbIe, M306paxkeHHbIe Ha 00/10)KKaxX KHUT m3gaTtenbcTBa O’Reilly,
Haxo[sITCs MOJ1 YTPO30i1 BBIMMPaHUsI; BCE OHM OYeHb BaXKHbI 11 6uocdepsbl. UTOObI
Y3HaTh, YeM Bbl MOXeTe TOMOYb, [TOCeTUTe caitT animals.oreilly.com.

N306paskeHue aJist 06J10)KKM B3SITO U3 BTOPOTO TOMa 3HIMKIoneauu Jnaekkepa
(Lydekker) «Royal Natural History». TekcT Ha o6s0kke HabpaH iwpudramm URW
Typewriter u Guardian Sans. Tekct kHuru HabpaH wpudrom Adobe Minion Pro;
TEKCT 3arosioBkoB — wipudTom Adobe Myriad Condensed; a ¢pparmeHTbI mporpamMmm-
Horo koja — wpudrom Ubuntu Mono, co3nanHbiM JantoHom Marom (Dalton Maag).



Kuuru nsparenscrsa «JMK I1pecc» MOXHO 3aka3aTb
B TOProBO-M3JaTeNbCKOM X0nauHre «[1naHeTa AJbIHC» HUTOXEHHBIM [U1aTeXO0M,
BbIC/IaB OTKPBITKY WM MUCBMO MO NOYTOBOMY afpecy:
115487, r. MockBa, 2-i HaraTMHCKMit p-1, . 6A.
[Mpu odbopmneHnn 3akasa cnenyeT ykasaTbagpec (MOJTHOCTbIO),
M0 KOTOPOMY JOJDKHbI 6bITh BbIC/IaHblI KHUIY;
dhamunuio, UMS M OTUECTBO NOTyyaTes.
XKenaTenbHO Take yKa3aTb CBOIi TenedOH M 3NeKTPOHHBIN aapec.
3TH KHUTM Bbl MOXKETE 3aKa3aTb M B MHTepHeT-mMara3uHe: www.alians-kniga.ru.
OnToBble 3aKynku: Ten. (499) 782-38-89.
AnexTpoHHbIit agpec: books@alians-kniga.ru.
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«4 3anoem npouuman pykonucs nepeozo u30arus KHu2u 3a Heckoavko 4acos. Jlopun cozdan neumo
HeeeposmHoe, npodemoHcmpuposas Ansible co ecex cmopon. 5 ouens obpadosancs, y3nas,

umo oH pewiun 0Gdedurumbs céou ycuaus ¢ Pere dns pabomut Hao émopuim usdaruem. Asmopwl npodeaasu
8vi0arouyIocs pabomy, nokasae Kaxk 3P@HeKmueHo ucnoas306ams HeOOLHAIHO NOAE3HBII UHCIMPYMeRM.
TTo moemy mHeruro, HuKmo Obl He CMO2 Cnpasumecs ¢ 3moil 3a0a4eil Ha cMoab ¥ce 2AY00KOM YpoBHe».

— Xan-ITum Menc (Jan-Piet Mens), koHcyabmanm

Cpeay MHOXECTBA CUCTEM YIpaBJieHUsI KOHOUTypaLusiMU Ansible o61anaeT HeOCTIOpUMBIMHU
npenmMyiuecTBaMid. OH MUHHMAJTMCTHYEH, He TpeOyeT yCTaHOBKH IIPOrpaMMHOTO obecrneye-
HMS Ha y3/1ax, a TakKe JIETOK B OCBOEHUH. BTopoe U3naHue KHUIM HayYuT Bac BLICTPAUBaTh
NMPOAYKTUBHYIO paboTy B KpaT4yaiiue CpoKHU, Oyapb Bbl pa3pabOTUMK, pa3BOPAYMUBAIOILU A KOI
B NPOM3BOACTBEHHOM Cpelie, MJIM CUCTEMHBIN aIMUHUCTPATOP B NMOUCKax 6osee 3apdeKTUB-
HOT'O peLeHHUs UIS] aBTOMAaTU3aLIMH.

ABTOpBI KHUTH pacCKaXyT BaM, KaK HallMcaTb CUEHApU# (CKPUIT yNpaBjieHUs] KOHGUTYpa-
uHAMH Ansible), YcTaHOBUTb KOHTPOJIb Hall yIaJIeHHBIMH CepBEpaMH, a TAKKe 3a1eCTBOBATh
MOILLHBIA (PYHKLIMOHAJT BCTPOEHHBIX AEKJIApaTUBHBIX MOMYJIEH.

Bl noiimeTe, uto Ansible obnagaer BceMr GyHKUMOHAJIbHBIMA BO3MOXHOCTSIMH, KOTOPbIE
BaM HeOOXOOMMBbI, ¥ TOH NMPOCTOTOM, O KOTOPOH Bbl MEUTAETE.

* y3HaiTe, 4eM Ansible OTJIMYAETCS OT APYTUX CUCTEM YIIPaBieHUsI KOHPUTYpALIUSIMH;

+ ucnoias3yitte dopmart daitnoB YAML mist HanucaHusi COOCTBEHHBIX CLIEHAPUEB;

* M3y4HTe TPHUMEP MOJHOTO CLIEHAPHS ISl pPa3BEPTHIBAHMS HETPUBUAIILHOTO MPHIIOXEHMUS;

* aIMUHUCTpUpYHTEe MaIMHBl Windows U aBTOMaTU3UPYyHTE KOHDUTYPALIUIO CETEBBIX
YCTPOWCTB;

* TMPOM3BOIMTE Pa3BePThIBAHNE NMPUIIOKEHUH Ha Amazon EC2 u apyrux o61a4HbIx
rmiatdopMax;

* ucnonab3yite Ansible s co3naHus o6pa3oB Docker ¥ pa3BepThiBaHUsi KOHTEHHEPOB
Docker.

MEbI pEKOMEHIYEM M3yYaTh KHMTY MOC/IEA0BATEIbHO OT Hauaa M 10 KOHL@, MOCKOJIbKY NMOCIeAyI0oLIHe
71aBbl OCHOBaHHbI Ha COMIEPXaHUM NpeabUTyMX. KHUra HanMcaHa B CTHIE y4eOHOro NocoOMs, 4To AaeT
BO3MOXHOCTb BBITIOJIHAATh BCE OMEPALMM Ha BalllEM KOMIBIOTEPE BO BPEMS €€ YTEHHUS. BOoNbIIMHCTBO
NPHUMEPOB OCHOBAHO Ha BEG-TIPUIIOXEHHSIX.

Jlopun Xoxaumeiin (Lorin Hochstein) se1semcs cmapuium UuHMCeHepoM no npocpamMmHomy obecneuenuio (Senior
Software Engineer) komanow Chaos 6 komnanuu Netflix. On makxce paboman cmapuium UHNCEHEPOM Nno
npozpammHomy obecneueruro 6 komnanuu SendGrid Labs, 6bi1 6edyujum apxumekmopom 001auHbix cepeucos
(Lead Architect for Cloud Services) 6 komnanuu Nimbis Services u 3anuman dosxncHocms yuerozo 6 obaacmu

KomnblomepHolX Hayk 6 Hucmumyme ungopmamuxu Yuueepcumema IOxcnou Kasugopruu (University of
Southern California’s Information Sciences Institute).

Pene Mosep (Rene Moser) 3anumaem nosuyuro cuUCmeMHO20 UHNCEHEPA 8 KOMNAaKuu SWiss, Aé1aemcs paspa-

6omuuxom ASF CloudStack, asmopom unmezpayuu CloudStack e Ansible u xarouesoim wnrenom coobwecmea

Ansible ¢ 2016 2o00a.
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