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Chapter 1

Hello Docker

Docker is an open standards platform for developing, packaging and running portable distributed 
applications. Using Docker, developers and sysadmins may build, ship and run applications on any platform 
such as a PC, the cloud, data center or a virtual machine. Getting all the required dependencies for a 
software application including the code, the runtime libraries, and the system tools and libraries is often a 
challenge when developing and running an application. Docker simplifies the application development and 
execution by packaging all the required software for an application including the dependencies into a single 
software unit called a Docker image that may be run on any platform and environment.

What makes Docker images unique and different from virtual appliances, which are also software 
images (virtual machine images), is that while each virtual machine image runs on a separate guest OS, the 
Docker images run within the same OS kernel. Docker software runs in an isolated environment called a 
Docker container that includes its own filesystem and environment variables. Docker containers are isolated 
from each other and from the underlying OS.

A Docker container for a software application includes all that is required to run the software, and files 
may be copied from the host OS to a Docker container if required. As an application could require other 
software to develop a linked application, Docker containers may be linked, which makes the environment 
variables and software from another Docker container available to a Docker container.

Docker makes use of a Dockerfile to build an image. A Dockerfile consists of all the instructions such 
as what software to download, which commands to run, which network ports to expose, which files and 
directories to add to the filesystem, and which environment variables to set. A Docker image may be made 
an executable by providing an entrypoint. A Docker image may be built by providing a Dockerfile, or pre-built 
Docker images may be downloaded from the Docker Hub (https://hub.docker.com/). The complete 
instruction set supported by Dockerfile can be found at http://docs.docker.com/engine/reference/builder/.

In this chapter, we shall install the Docker engine on Linux, download a Hello World Docker image, 
and run a Docker container for a Hello World application. We have used Linux because some of the other 
software we have used, such as Apache Hadoop, is supported (both in development and production) only 
on Linux. We have used two commonly used distributions of Linux, Red Hat 7 and Ubuntu 14, but any of the 
supported installations (https://docs.docker.com/v1.8/installation/) could be used.

Setting the Environment

Installing Docker on Red Hat 7

Uninstalling Docker

Installing a Specific Docker Version

Installing Docker on Ubuntu

Starting the Docker Service

Finding the Docker Service Status
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Running the Docker Hello World Application

Downloading a Docker Image

Running an Application in a Docker Container

Listing Running Docker Containers

Accessing the Application Output on Command Line

Accessing the Application Output in a Browser

Stopping a Docker Container

Removing a Docker Container

Removing a Docker Image

Stopping the Docker Service

Setting the Environment
We shall use Amazon EC2 instances based on Linux for deploying Docker and Docker images. Linux is 
required to support 64 bit software. We have made use of two different 64 bit (required) Amazon Machine 
Images (AMIs):

	 1.	 Ubuntu Server 14.04 LTS (HVM), SSD Volume Type - ami-d05e75b8 64 bit

	 2.	 Red Hat Enterprise Linux version 7.1 (HVM), EBS General Purpose (SSD)  
Volume Type (ami-12663b7a) 64 bit

An Amazon EC2 instance based on the Ubuntu AMI is shown in Figure 1-1.

Figure 1-1.  Amazon EC2 Instance Based on Ubuntu AMI
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To connect to an Amazon EC2 instance, the public IP address is used. The public IP address may be 
obtained from the EC2 Console as shown in Figure 1-2.

Figure 1-2.  Obtaining the Public IP Address

Connect to an Amazon EC2 Ubuntu instance using SSH and the public IP address with the following 
command in which docker.pem is the private key format (.pem) generated by Amazon EC2.

ssh -i "docker.pem" ubuntu@54.86.12.113

The Ubuntu instance gets connected to as shown in Figure 1-3.
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If a Red Hat AMI is used the command to connect to the Amazon EC2 instance is slightly different. 
Instead of the user “ubuntu” use the “ec2-user” user. For example, connect to the Linux instance using the 
following command in which docker.pem is the private key format (.pem) generated by Amazon EC2.

ssh -i "docker.pem" ec2-user@54.175.182.96

The RHEL 7.1 instance gets connected to as shown in Figure 1-4.

Figure 1-3.  Connecting to Ubuntu Instance on Amazon EC2 from Local Host

Figure 1-4.  Connecting to RHEL Instance

Run the following command to find if the Linux architecture supports 64 bit software. 

uname -r

The x86_64 in the output as shown in Figure 1-5 indicates that 64 bit is supported.
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Installing Docker on Red Hat 7
Two different methods for installing Docker on Red Hat are available: install with yum or install with script. 
Installing with yum requires a user to add the yum repo, which could be more involved than the script 
option. We have used the Docker installation script to install Docker.

As a user with sudo or root privileges, update the local repository packages with the following command.

sudo yum update

Run the Docker installation script to install Docker Engine.

curl -sSL https://get.docker.com/  | sh

Docker Engine gets installed as shown in Figure 1-6.

Figure 1-5.  Finding Architecture Support

Figure 1-6.  Installing Docker Engine
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Before starting the Docker service, you should modify the docker.service file to disable the Docker 
start timeout. The docker.service file is in the /usr/lib/systemd/system directory, which has permissions 
set. Either run a sudo command or copy the file to a directory which does not have permissions set. For 
example, copy the docker.service to the root directory with the following command.

cp /usr/lib/systemd/system/docker.service .

Open the docker.service file in vi editor.

vi docker.service

Alternatively open the docker.service file as sudo.

sudo vi /usr/lib/systemd/system/docker.service

Add the following line to docker.service in the [Service] header.

TimeoutStartSec=0

The updated docker.service is shown in Figure 1-7.

Figure 1-7.  Updated docker.service

If the docker.service was copied to another directory copy the file back to the /usr/lib/systemd/
system directory with the following  command.

sudo cp docker.service  /usr/lib/systemd/system/docker.service
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Flush changes to load the new configuration.

sudo systemctl daemon-reload

All the options for installing Docker on Red Hat are discussed at http://docs.docker.com/engine/
installation/rhel/.

Uninstalling Docker
This section may be skipped if Docker is to be made use of in this chapter and later chapters. To uninstall 
Docker, run the following command to list the Docker engines installed.

yum list installed | grep docker

Remove the Docker engine and Docker directory with the following commands.

sudo yum -y remove docker-engine.x86_64
rm -rf /var/lib/docker

Installing a Specific Docker Version
To install a specific version of Docker download and install the rpm for the version. For example, install 
Docker 1.7.0 as follows.

curl -O -sSL https://get.docker.com/rpm/1.7.0/centos-6/RPMS/x86_64/ 
docker-engine-1.7.0-1.el6.x86_64.rpm
sudo yum localinstall --nogpgcheck docker-engine-1.7.0-1.el6.x86_64.rpm

Installing Docker on Ubuntu
Docker is supported on the following versions of Ubuntu: Ubuntu Wily 15.10, Ubuntu Vivid 15.04, Ubuntu 
Trusty 14.04 (LTS) and Ubuntu Precise 12.04 (LTS). Regardless of version, Docker requires a 64 bit OS 
with a minimum Linux kernel version of 3.10. To find the kernel version, run the following command in 
Ubuntu terminal.

uname –r

The kernel version output is 3.13, as shown in Figure 1-8, which is fine to install Docker.

Figure 1-8.  Outputting Kernel Version
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Before installing the Docker engine on Ubuntu, update the apt sources starting with the following 
commands.

sudo apt-key adv --keyserver hkp://pgp.mit.edu:80 --recv-keys 
58118E89F3A912897C070ADBF76221572C52609D

In the “Update your apt sources” (http://docs.docker.com/engine/installation/ubuntulinux/) 
Section 6. requires you to update the /etc/apt/sources.list.d/docker.list based on the Ubuntu version. 
The Ubuntu distribution may be found with the following command.

lsb_release –a

For Ubuntu Trusty, the following line was added to the /etc/apt/sources.list.d/docker.list file.

deb https://apt.dockerproject.org/repo ubuntu-trusty main

Run the following commands after updating the /etc/apt/sources.list.d/docker.list file.

sudo apt-get update
sudo  apt-get purge lxc-docker*
sudo  apt-cache policy docker-engine

Install the pre-requisites for Ubuntu with the following commands.

sudo apt-get update
sudo apt-get install linux-image-generic-lts-trusty

Reboot the system.

sudo reboot

After the host system reboots, install Docker with the following commands.

sudo apt-get update
sudo apt-get install docker-engine

Starting the Docker Service
Regardless of the Linux distribution, start the Docker service with the following command.

sudo service docker start

Docker gets started via systemctl as indicated by the OK message in Figure 1-9.

Figure 1-9.  Starting Docker Service
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Finding the Docker Service Status
To verify the status of the Docker service run the following command.

sudo service docker status

If the Docker service is running, the message Active: active (running) should be output as shown in 
Figure 1-10.

Figure 1-10.  Finding Docker Service Status

Running a Docker Hello World Application
To test Docker, run the Hello World application with the following docker run command.

sudo docker run hello-world

The docker run command is introduced in a later section. If the hello-world application runs fine, the 
output in Figure 1-11, which was generated on Red Hat 7, should be generated.
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On Ubuntu, run the same command for hello-world.

sudo docker run hello-world

The “Hello from Docker” message gets output as shown in Figure 1-12.

Figure 1-11.  Running hello-world Application
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Downloading a Docker Image
When we ran the hello-world application using the docker run command, the Docker image  
hello-world got downloaded and a Docker container for the HelloWorld application started. A Docker 
image may be downloaded automatically when a Docker container for the Docker image is started, or the 
Docker image may be downloaded separately. The docker pull command is used to download a Docker 
image. For example, run the following command to download the Docker image tutum/hello-world, which 
is a different HelloWorld application packaged as a Docker image. 

sudo docker pull tutum/hello-world

The Docker image is pre-built and is not required to be built. Docker image tutum/hello-world:latest 
gets downloaded as shown in Figure 1-13. The suffix :latest is a label for the Docker image specifying the 
image version, and by default the latest version gets downloaded.

Figure 1-12.  Running hello-world on Ubuntu
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List the downloaded Docker images using the following command.

sudo docker images

The tutum/hello-world Docker image gets listed as shown in Figure 1-14 in addition to other images 
that might have been installed previously.

Figure 1-13.  Downloading tutum:hello-world:latest

Figure 1-14.  Listing Docker Images

Running an Application in a Docker Container
The docker run command is used to run a process, which is another term for an application, in a separate 
container. The syntax for the docker run command is as follows.

 docker run [OPTIONS] IMAGE[:TAG|@DIGEST] [COMMAND] [ARG...]

The only required command parameter is a Docker image. A Docker container may be started in a 
detached mode (or background) or foreground mode. In detached mode the process’s stdin, stdout and 
stderr streams are detached from the command line from which the docker run command is run. To start 
a container in detached mode, set –d=true or just –d. The default mode is the foreground mode in which 
the container starts in the foreground, and the stdin, stdout and stderr streams are attached to the host 
command line console.  The –name option may be used to specify a name for the Docker container. The 
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–p option is used to specify a port for the process running in the container. As an example, start a Docker 
container for the tutum/hello-world image in detached mode using the –d parameter, with container name 
as helloapp and port on which the application runs as 80 using the –p parameter.

sudo docker run -d -p 80 --name helloapp tutum/hello-world

The Docker container gets started as shown in Figure 1-15.

Figure 1-16.  Listing only the Docker Containers that are Running

Figure 1-15.  Running an Application in a Docker Container

An interactive shell or terminal (tty) may be started to run commands applied to the process running 
in a container. An interactive terminal is started with the –i and –t command parameters used together or 
combined as –it. For a complete syntax of the docker run command, refer to http://docs.docker.com/
engine/reference/run/.

Listing Running Docker Containers
To list running Docker container run the following command.

sudo docker ps

The helloapp container gets listed as shown in Figure 1-16. A container id is also assigned to the 
container. In all docker commands such as docker stop, docker start either the container name or the 
container id may be used.

In the PORTS column, the external port allocated to the process running on port 80 in the container is 
listed as 32768. When accessing the helloapp application from outside the container, the 32768 port has to 
be used (not port 80). The external port may also be listed using the docker port command.

sudo docker port 82171f7ade46

The port 32768 gets listed as shown in Figure 1-17. The 0.0.0.0 host IP Address implies all IP Addresses 
on the local machine.
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To list all Docker containers, running or exited, run the following command.

sudo docker ps –a

Accessing the Application Output on Command Line
The curl tool may be used to connect to the host and port on which the helloapp is running. Run the 
following command to access the application on external port 32768.

curl http://localhost:32768

The HTML generated by the helloapp gets output in the host as shown in Figure 1-18.

Figure 1-17.  Listing Port

Figure 1-18.  Output from helloapp Application
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Accessing the Application Output in a Browser
However, accessing an application that generates HTML output using a curl tool is not always the best 
method. In this section we shall access the helloapp in a browser. If the browser is on the same machine 
as the host running the Docker container, the url http://localhost:32768 may be used to display the 
application output. But if the browser is on a different host as in the example used in this chapter, the public 
DNS of the Amazon EC2 instance must be used to access the application. The public DNS may be obtained 
from the Amazon EC2 Console as shown in Figure 1-19.

Figure 1-19.  Finding Public DNS

Using the public DNS, access the helloapp in a remote browser, which could be running on Windows 
OS, with the URL http://ec2-54-86-12-113.compute-1.amazonaws.com:32768/. The output generated 
by the application running in the Docker container helloapp gets displayed in the browser as shown in 
Figure 1-20.
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Stopping a Docker Container
A Docker container may be stopped with the docker stop command. For example, stop the helloapp 
container with the following command.

sudo docker stop helloapp

The Docker container gets stopped. Subsequently run the docker ps command to list the running 
containers. The helloapp container does not get listed as shown in Figure 1-21.

Figure 1-20.  Displaying Output from helloapp in a Browser

Figure 1-21.  Stopping a Container
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Removing a Docker Container
A Docker container may be removed with the docker rm command. For example, remove the helloapp 
container with the following command.

sudo docker rm helloapp

A Docker container must be stopped before removing the container.

Removing a Docker Image
To remove a Docker image, run the docker rmi command. For example, run the following command to 
remove the Docker image tutum/hello-world.

sudo docker rmi tutum/hello-world

All containers accessing a Docker image must be stopped and removed before a Docker image can 
be removed. Sometimes some incompletely downloaded Docker images could get listed with the docker 
images command. Such Docker images do not have a name assigned to them and instead are listed as <>. All 
such dangling images may be removed with the following command.

sudo docker rmi $(sudo docker images -f "dangling=true" -q)

As indicated in the output in Figure 1-22, multiple Docker images get removed.

Figure 1-22.  Removing Dangling Docker Images
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Stopping the Docker Service
To stop a Docker service, run the following command.

sudo service docker stop

The Docker service may be started again with the following command.

sudo service docker start

Alternatively, a running Docker service may be restarted with the following command.

sudo service docker restart

Summary
In this chapter we introduced the Docker engine. We installed Docker on two Linux distributions: Red 
Hat 7 and Ubuntu, but Docker may also be installed on other Linux distributions. For supported Docker 
installation operating systems, refer to http://docs.docker.com/v1.8/installation/. We discussed 
downloading a Docker image, running a Docker container using a Docker image, accessing the Docker 
container application from a remote browser, and stopping and removing a Docker container and a Docker 
image. In the next chapter, we shall run Linux in a Docker container.
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Chapter 2

Installing Linux

Installing Linux is a task most developers and all Linux administrators are familiar with. Several Linux 
distributions are available including Red Hat Linux, Ubuntu, openSuse and Oracle Linux. Some of the 
options for installing Linux include using the Amazon Linux AMIs, ISO images and virtual machine images. 
Linux could also be installed using a Docker image. Several Docker images for Linux distributions are 
available from the Docker public repository (https://hub.docker.com/). In this chapter we will install 
Oracle Linux using a Docker image.

Setting the Environment

Downloading the Docker Image

Listing Docker Images

Running a Container in Detached Mode

Running a Container in Foreground

Listing Docker Containers

Finding Oracle Linux Container Information

Listing the Container Processes

Starting an Interactive Shell

Creating a Container

Stopping a Container

Removing a Container

Setting the Environment
The following software is required for this chapter:

-Docker (version 1.8.x used)

-Docker Image for Oracle Linux

-Host Linux OS (Amazon EC2 AMI used)
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For Host OS we have used the Red Hat Enterprise Linux 7.1 (HVM), SSD Volume Type - ami-12663b7a 
on Amazon EC2. Login to the Amazon EC2 instance using the following command; the IP address 
(54.165.251.73) will be different for different users and may be obtained as explained in Appendix A.

ssh -i "docker.pem"  ec2-user@54.165.251.73

Install Docker as explained in Chapter 1. Start Docker with the following command.

sudo service docker start

An OK message indicates that Docker has started. To confirm that Docker has started run the following 
command.

sudo service docker status

If the Active: label has the active (running) value as shown in Figure 2-1, Docker has started and is 
ready to deploy applications in Docker containers.

Figure 2-1.  Finding Docker Status
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Downloading the Docker Image
We have used the Docker image oraclelinux available from the Docker Hub Repository  
(https://hub.docker.com/_/oraclelinux/). Download the latest version of the oraclelinux Docker  
image with the following command.

sudo docker pull oraclelinux

Docker images are tagged to the image name to differentiate the variants (or versions) of the image.  
For example, to download the oraclelinux 6.6 version, run the following command.

sudo docker pull oraclelinux:6.6

To download the oraclelinux 7 version run the following command.

sudo docker pull oraclelinux:7

The Docker images for oraclelinux 6.6 and 7 versions get downloaded as indicated by the output in 
Figure 2-2.

Figure 2-2.  Downloading Docker Images

Listing Docker Images
The Docker images downloaded and available to run applications may be listed with the following 
command.

sudo docker images

The two oraclelinux images; versions 6.6 and 7 are listed as shown in Figure 2-3. The TAG column lists 
the version (or variant) of the image.
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Running a Container in Detached Mode
The docker run command is used to run a process in a container. The docker run command may be run in 
detached mode or attached mode. In detached mode the container is detached from the command line and 
the I/O is done through networking and shared volumes. The following command syntax would run a Docker 
container in a detached mode as indicated by the –d option. The –name option sets the name of the container. 

sudo docker run –d  --name <container-name> <image-name>

The –i –t options if specified with the –d option do not start an interactive terminal or shell. For example 
run the following command to start a container in detached mode with name oraclelinux using the 
oraclelinux Docker image with tag 6.6.

sudo docker run –i –t  –d  --name oraclelinux6 oraclelinux:6.6

Even though the –i and –t options are specified, the container runs in detached mode as shown in 
Figure 2-4.

Figure 2-3.  Listing Docker Images

Figure 2-4.  Starting Docker Container in Detached Mode

In detached mode, the Docker container is detached from the STDIN, STDOUT and STDERR streams. 
The –rm option cannot be used in the detached mode. For docker run command syntax detail, refer to 
https://docs.docker.com/engine/reference/run/.
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Running a Container in Foreground
To run a Docker container in attached mode, omit the –d option.

sudo docker run  <image-name>

In attached mode, a container process is started and attached to all the standard streams (STDIN, 
STDOUT and STDERR). The –name option may also be used in attached mode to specify a container name. 
To start an interactive terminal, use the –i and –t options, which allocates a tty to the container process. 
The –rm option if specified cleans up the container resources including the filesystem allocated the 
container after the container has exited. Run the following command to run a container process using the 
oraclelinux:7.0 Docker image; the –name option specifies a name to the container, the –i –t options start 
an interactive terminal (tty) and the –rm option cleans up the container after the container has exited.

sudo docker run –i –t –rm –name oraclelinux7 oraclelinux:7.0

The Docker container process using the oracleinux image starts and attaches to an interactive shell or 
tty as shown in Figure 2-5.

Figure 2-5.  Starting Docker Container in Attached Mode

Figure 2-6.  Container Name must be Unique

A container name must be unique. If a container with the same name as a running container is started, 
an error is generated as indicated in Figure 2-6.

Listing Docker Containers
Docker containers can be running or not running. Run the following command to list Docker containers that 
are running.

sudo docker ps

The only running containers, oraclelinux:6.6 and oraclelinux:7.0, get listed as shown in Figure 2-7. 
The STATUS column indicates whether the container is “Up” and running or “Exited”. The CONTAINER ID 
column lists the container ID.
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To list all containers running or exited, run the following command.

sudo docker ps –a

The containers that have exited also get listed as shown in Figure 2-8.

Figure 2-7.  Listing Running Docker Containers

Figure 2-8.  Listing All Docker Containers

Finding Oracle Linux Container Information
Information about a container can be listed with the docker inspect command. Run the following 
command to list information about container oraclelinux7.

sudo docker  inspect oraclelinux7

The container detail gets listed in JSON format as shown in Figure 2-9.
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Listing the Container Processes
List the processes that a container is running with the docker top command. The following command lists 
the processes run by the oraclelinux6 container.

sudo docker top oraclelinux6

The UID and PID are among the columns listed for the processes as shown in Figure 2-10.

Figure 2-9.  Output from docker inspect
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Starting an Interactive Shell
The interactive shell or tty may be started when the container process is started with the docker run 
command using the attached mode and the –i –t options to indicate an interactive terminal.

sudo docker run –i –t --rm <image-name>

Run the following command to run a container for the oraclelinux:7.0 image and start a tty terminal.

sudo docker run –i –t --rm –name oraclelinux7 oraclelinux:7.0

An interactive shell gets started and the container process gets attached to the terminal as shown in 
Figure 2-11.

Figure 2-11.  The interactive shell gets started when a Docker container is started in Attached Mode

Figure 2-10.  Listing Container Processes

If a container process has already been started in detached mode using the –d option, the interactive 
terminal may be started with the following command syntax.

docker exec -i -t <container> bash

The –i and –t options could be combined into –it. Run the following command to start a tty for the 
oraclelinux6 container.

sudo docker exec –it oraclelinux6 bash
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An interactive tty gets started as shown in Figure 2-12.

Figure 2-12.  Starting an Interactive Terminal for a Docker Docker Container running in Detached Mode

Figure 2-13.  Outputting Oracle Release

Run some other Linux commands to create a directory, set the permissions on the directory, and list the 
files and directories.

mkdir /orcl
chmod 777 /orcl
ls -l

The /orcl directory gets created and gets listed as shown in Figure 2-14.

Whether the tty is started when a container process is started using the –rm, -it options or subsequently 
using the preceding command, container commands may be run in the interactive shell. Commands run in 
an interactive shell are directed at the software or application that is running in the container. For example, 
if the Docker container is running Oracle Linux, the tty commands are for the Oracle Linux platform. For 
example, output the Oracle release using the following command.

cat /etc/oracle-release

The Oracle Linux Server release 7.0 gets listed as shown in Figure 2-13.
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Run the exit command to exit the interactive shell as shown in Figure 2-15.

Figure 2-15.  Running the exit Command

Figure 2-14.  Listing Files and Directories

Creating a Container
The docker create command is used to create a container. Run the following command to create a 
container called orcl6 for the oraclelinux:6.6 image. Even though the –i –t options are specified, an 
interactive shell does not get started.

docker create -i -t --name orcl6 oraclelinux:6.6 /bin/bash
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To start the Docker container orcl6 and an interactive shell for the orcl6 container, run the docker 
start command. The -a and -i options attach the current shell’s standard input, standard output and 
standard error streams to those of the container. All signals are forwarded to the container.

sudo docker start –a –i orcl6

The Docker container orcl6 and an interactive shell get started as shown in Figure 2-16.

Figure 2-16.  Starting an Interactive Shell with docker start

Figure 2-17.  Stopping a Docker Container

Figure 2-18.  Listing an Exited Container

Stopping a Container
To stop a running container, run the docker stop command. Run the following command to stop the orcl6 
container.

sudo docker stop orcl6

The orcl6 container gets stopped as shown in Figure 2-17.

Subsequently, the docker ps –a command should list the orcl6 container as “Exited” as shown in 
Figure 2-18.

Removing a Container
To remove a container, run the docker rm command. The container first must be stopped before removing, 
or the docker rm command will not remove the container. Run the following command to remove the orcl6 
container.

sudo docker rm orcl6
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The orcl6 container gets removed as shown in Figure 2-19.

Figure 2-19.  Removing A Docker Container

Summary
In this chapter we installed Oracle Linux in a Docker container. We discussed how to download the Docker 
image and run a container process. We also discussed using the different image tags, starting an interactive 
shell, the different modes of running a container, and starting, stopping and removing a container. In the 
next chapter we shall discuss running Oracle database in a Docker container.
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Chapter 3

Using Oracle Database

Oracle Database is the most commonly used relational database. Relational databases are based on a fixed 
schema with the basic unit of storage being a table. Docker Hub has several Docker images for Oracle 
Database in the Public repository. In this chapter we shall use a Docker image for Oracle Database to install 
and use the database on Linux. This chapter has the following sections.

Setting the Environment

Starting Oracle Database

Listing Container Logs

Starting SQL* Plus

Creating a User

Creating a Database Table

Removing Oracle Database

Setting the Environment
The following software is required for this chapter.

-Docker Engine (version 1.8 used)

-Docker Image for Oracle Database

We have used an Amazon EC2 instance with Red Hat Linux 7 as the OS. First, SSH login to the Amazon 
EC2 instance. The IP Address would be different for different users.

ssh -i "docker.pem" ec2-user@54.175.172.33

Find the status of the Docker engine.

sudo service docker status

If the Docker engine is not running, start the Docker service.

sudo service docker start
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Download the sath89/oracle-xe-11g Docker image.

sudo docker pull sath89/oracle-xe-11g

The latest image of sath89/oracle-xe-11g gets downloaded as shown in Figure 3-1.

Figure 3-1.  Downloading Docker Image for Oracle Database

List the Docker images.

sudo docker images

The sath89/oracle-xe-11g image gets listed as shown in Figure 3-2.
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Starting Oracle Database
Next, start an Oracle Database instance in a Docker container with the docker run command. Specify 
the 8080 port for the Oracle Application Express admin console and the 1521 port for the Oracle Database 
listener. Specify the container name with the –name option. 

docker run --name orcldb -d -p 8080:8080 -p 1521:1521 sath89/oracle-xe-11g

Oracle Database gets started in a Docker container as shown in Figure 3-3.

Figure 3-2.  Listing Docker Images

Figure 3-3.  Starting Oracle Database in a Docker Container

List the Docker containers with the following command.

sudo docker ps

The orcldb container gets listed as shown in Figure 3-4.
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The Oracle Database hostname, port, SID, user name and password are as follows.

hostname: localhost
port: 1521
sid: xe
username: system
password: oracle

Listing Container Logs
To list the container logs, run the docker logs command.

sudo docker logs -f c0fa107a43d2

The container logs get listed as shown in Figure 3-5. The Oracle Database logs include the database 
initialization and configuration.

Figure 3-4.  Listing Docker Containers that are Running
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A more detailed Docker container log is as follows.

[ec2-user@ip-172-30-1-192 ~]$ sudo docker logs -f c0fa107a43d2
Database not initialized. Initializing database.
Setting up:
processes=500
sessions=555
transactions=610
If you want to use different parameters set processes, sessions, transactions env variables 
and consider this formula:
processes=x
sessions=x*1.1+5
transactions=sessions*1.1
 

Figure 3-5.  Listing Docker Container Log
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Oracle Database 11g Express Edition Configuration
-------------------------------------------------
This will configure on-boot properties of Oracle Database 11g Express
Edition.  The following questions will determine whether the database should
be starting upon system boot, the ports it will use, and the passwords that
will be used for database accounts.  Press <Enter> to accept the defaults.
Ctrl-C will abort.
 
Specify the HTTP port that will be used for Oracle Application Express [8080]:
Specify a port that will be used for the database listener [1521]:
Specify a password to be used for database accounts.  Note that the same
password will be used for SYS and SYSTEM.  Oracle recommends the use of
different passwords for each database account.  This can be done after
initial configuration:
Confirm the password:
 
Do you want Oracle Database 11g Express Edition to be started on boot (y/n) [y]:
Starting Oracle Net Listener...Done
Configuring database...Done
Starting Oracle Database 11g Express Edition instance...Done
Installation completed successfully.
Database initialized. Please visit http://#containeer:8080/apex to proceed with 
configuration
Oracle Database 11g Express Edition instance is already started
 
Database ready to use. Enjoy! ;)
 
[ec2-user@ip-172-30-1-192 ~]$

Starting SQL* Plus
Start an interactive shell using the following command. The container ID would most likely be different.

sudo docker exec -it c0fa107a43d2 bash

For more detail on bash refer to http://www.gnu.org/software/bash/manual/bash.html#Bash-
Startup-Files. Run the following command in the tty. The terms “tty”, “interactive shell” and “interactive 
terminal” have been used interchangeably.

sqlplus

When prompted for a user-name as shown in Figure 3-6, specify “system”.
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When prompted for a password, specify “oracle”. A connection gets established with Oracle Database 
11g Express. SQL*Plus gets started and the SQL> prompt gets displayed as shown in Figure 3-7.

Figure 3-7.  SQL*Plus Shell Prompt

Figure 3-6.  Starting SQL*Plus

We used the container id to start the interactive tty terminal. Alternatively, the container name may be 
used as follows.

sudo docker exec -it orcldb bash

Creating a User
To create a user called OE with unlimited quota on SYSTEM tablespace and password as “OE”, run the 
following command.

SQL> CREATE USER OE QUOTA UNLIMITED ON SYSTEM IDENTIFIED BY OE;
Grant the CONNECT and RESOURCE roles to the OE user.
GRANT CONNECT, RESOURCE TO OE;

User “OE” gets created and the roles get granted as shown in Figure 3-8.
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Creating a Database Table
Create a database called called “Catalog” in the “OE” schema with the following SQL statement.

SQL> CREATE TABLE OE.Catalog(CatalogId INTEGER PRIMARY KEY,Journal VARCHAR2(25),Publisher 
VARCHAR2(25),Edition VARCHAR2(25),Title VARCHAR2(45),Author VARCHAR2(25));

Table “Catalog” gets created as shown in Figure 3-9.

Figure 3-8.  Creating User OE

Figure 3-10.  Adding Data to OE.Catalog Table

Add data to the Catalog table with the following INSERT SQL statement.

SQL> INSERT INTO OE.Catalog VALUES('1','Oracle Magazine','Oracle Publishing','November 
December 2013','Engineering as a Service','David A. Kelly');

One row of data gets added as shown in Figure 3-10.

Figure 3-9.  Creating Oracle Database Table OE.Catalog
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Run a SQL query with the following SELECT statement.

SQL> SELECT * FROM OE.CATALOG;

The one row of data added gets listed as shown in Figure 3-11.

Figure 3-11.  Running a SQL Query

Figure 3-12.  Exiting SQL*Plus

To exit from SQL*Plus, specify the exit command as shown in Figure 3-12.

Removing Oracle Database
To remove the container running the Oracle Database instance, run the following docker rm command.

sudo docker rm c0fa107a43d2

To remove the Docker image sath89/oracle-xe-11g, run the following command.

sudo docker rmi sath89/oracle-xe-11g

The Docker container and image get removed as shown in Figure 3-13.
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Figure 3-13.  Removing Docker Image

Summary
In this chapter we used a Docker image to install Oracle Database 11g XE on an Amazon EC2 instance.  
We logged into SQL*Plus and created a database table to demonstrate the use of Oracle Database running in 
a Docker container. In the next chapter, we shall run the MySQL Database in a Docker container.
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Chapter 4

Using MySQL Database

MySQL is the most commonly used open source relational database. MySQL is similar to Oracle Database 
in some regards such as users are kept in grant tables by the database. But MySQL is different from Oracle 
Database in some regards too:

	 1.	 MySQL does not have roles and privileges have to be granted individually  
to users.

	 2.	 Database and table names are case-insensitive in Oracle but are case sensitive if 
the underlying OS is case-sensitive.

	 3.	 MySQL provides a default value for columns that do not allow a NULL value and 
a value is not provided explicitly in the INSERT statement, if the strict mode is not 
enabled. Oracle database does not generate a default value for columns with the 
NOT NULL constraint.

	 4.	 MySQL database supports AUTO_INCREMENT for a column while a Sequence is 
used in Oracle Database.

	 5.	 Some of the data types in MySQL are different. For example, MySQL does not 
support the VARCHAR2 data type.

In this chapter we shall run MySQL database in a Docker container. This chapter has the following 
sections.

Setting the Environment

Starting MySQL CLI Shell

Setting the Database to Use

Creating a Database Table

Adding Table Data

Querying a Table

Listing Databases and Tables

Exiting TTY Terminal

Starting Another MySQL Server Instance

Listing Docker Container Log
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Setting the Environment
The following software is required for this chapter.

-Docker Engine (version 1.8 used)

-Docker image for MySQL Database

Login to an Amazon EC2 instance using the public IP address of the instance.

ssh -i "docker.pem" ec2-user@52.91.169.69

Start the Docker service.

sudo service docker start

Verify that the Docker service is running.

sudo service docker status

The output from the docker start command should be OK and the output from the docker status 
command should be active (running) for the Active field as shown in Figure 4-1.

Figure 4-1.  Starting Docker Service and verifying Status
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Docker Hub provides an official Docker image. Download the Docker image with the following 
command.

sudo docker pull mysql

The latest Docker image mysql:latest gets downloaded as shown in Figure 4-2.

Figure 4-2.  Downloading Docker Image for MySQL Database

List the Docker images with the following command.

sudo docker images

The mysql image gets listed as shown in Figure 4-3.
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Starting MySQL Server
In this section we shall run MySQL database in a Docker container. MySQL database uses the /var/lib/mysql 
directory by default for storing data, but another directory may also be used. We shall use the /mysql/data 
directory for storing MySQL data. Create the /mysql/data directory and set its permissions to global (777).

sudo mkdir -p /mysql/data
sudo chmod -R 777 /mysql/data

The /mysql/data directory gets created as shown in Figure 4-4.

Figure 4-3.  Listing Docker Image for MySQL Database

Figure 4-4.  Creating the Data Directory

When the docker run command is run to start MySQL in a Docker container, certain environment 
variables may be specified as discussed in the following table.

Env Variable Description Required

MYSQL_ROOT_PASSWORD Password for the “root” user. Yes

MYSQL_DATABASE Creates a database No

MYSQL_USER, MYSQL_
PASSWORD

Specify the username and password to create a new user.  
The user is granted superuser privileges on the database 
specified in the MYSQL_DATABASE variable. Both the user 
name and password must be set if either is set.

No

MYSQL_ALLOW_EMPTY_
PASSWORD

Specifies whether the “root” user is permitted to have an 
empty password.

No
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Other than the MYSQL_ROOT_PASSWORD environment variable, all the other variables are optional, but 
we shall run a MySQL instance container using all the environment variables. We shall run the docker run 
command using the following command parameters.

Command Parameter Value

MYSQL_ROOT_PASSWORD ‘’

MYSQL_DATABASE mysqldb

MYSQL_USER, MYSQL_PASSWORD mysql, mysql

MYSQL_ALLOW_EMPTY_PASSWORD yes

-v /mysql/data:/var/lib/mysql

--name mysqldb

-d

The environment variables are specified with –e. Run the following docker run command to start a 
MySQL instance in a Docker container.

sudo docker run -v /mysql/data:/var/lib/mysql --name mysqldb -e MYSQL_DATABASE='mysqldb'  
-e MYSQL_USER='mysql' -e MYSQL_PASSWORD='mysql' -e MYSQL_ALLOW_EMPTY_PASSWORD='yes'  
-e MYSQL_ROOT_PASSWORD='' -d mysql

The output from the docker run command is shown in Figure 4-5.

Figure 4-5.  Running MySQL Database in a Docker Container

Run the following command to list the Docker containers that are running.

sudo docker ps

The Docker container mysqldb that is running the MySQL database instance gets listed as shown in 
Figure 4-6.

Figure 4-6.  Listing Docker Containers

www.it-ebooks.info

http://www.it-ebooks.info/


Chapter 4 ■ Using MySQL Database

46

Starting MySQL CLI Shell
Next, we shall log into the MySQL CLI shell. But first we need to start an interactive terminal to run the mysql 
command to start the MySQL CLI. Start the interactive terminal or shell with the following command.

sudo docker exec -it mysqldb bash

In the interactive terminal run the following command.

mysql

The MySQL CLI gets started as shown in Figure 4-7.

Figure 4-7.  Starting MySQL CLI

The interactive terminal may also be started using the container id instead of the container name.

sudo docker exec -it 969088c84a4f bash

Setting the Database to Use
Set the database with the “use” command. The “test” database is not provided by the MySQL database 
started in a Docker container by default. If the “use test” command is run, the following error message is 
output.

mysql> use test
ERROR 1049 (42000): Unknown database 'test'

We created a database called “mysqldb” when we started the Docker container for MySQL database 
with the docker run command. Set the database to “mysqldb” with the following command.

mysql> use mysqldb
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The output from the preceding commands is as follows. The database gets set to “mysqldb” as shown in 
Figure 4-8.

Figure 4-8.  Setting Database to mysqldb

Figure 4-9.  Creating a MySQL Database Table

Creating a Database Table
Next, create a database table called “Catalog” with columns CatalogId, Journal, Publisher, Edition, Title and 
Author. Run the following SQL statement.

mysql> CREATE TABLE Catalog(CatalogId INTEGER PRIMARY KEY,Journal VARCHAR(25),Publisher 
VARCHAR(25),Edition VARCHAR(25),Title VARCHAR(45),Author VARCHAR(25));

The Catalog table gets created as shown in Figure 4-9.

Adding Table Data
Add data to the Catalog table with the following INSERT statement.

mysql> INSERT INTO Catalog VALUES('1','Oracle Magazine','Oracle Publishing','November 
December 2013','Engineering as a Service','David A. Kelly');

A row of data gets added to the Catalog table as shown in Figure 4-10.

Figure 4-10.  Adding a Row of Data to MySQL Table
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Querying a Table
Next, query the Catalog table with a SQL query. The following SELECT statement selects all the data in the 
Catalog table.

mysql> SELECT * FROM Catalog;

The one row of data added gets listed as shown in Figure 4-11.

Figure 4-11.  Running a SQL Query

Figure 4-12.  The table name is Case-sensitive in MySQL

MySQL table name is case sensitive on the OS (RHEL 7.1 OS) used in this chapter. If a variation of the 
table name Catalog is used, an error is generated. For example, use table name CATALOG in the SQL query 
and the following error gets generated as shown in Figure 4-12.

Listing Databases and Tables
The databases in a MySQL server instance may be listed with the following command in MySQL CLI.

mysql> show databases;

The databases get listed, including the newly created database “mysqldb” as shown in Figure 4-13.
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Exiting TTY Terminal
Exit the MySQL CLI with the “exit” command. 

mysql> exit
Bye

Exit the interactive shell or tty with the “exit” command.

root@969088c84a4f:/# exit
exit

The output from the preceding commands is shown in Figure 4-14.

Figure 4-13.  Listing MySQL Databases

Figure 4-14.  Exiting MySQL CLI

Stopping a Docker Container
Stop the Docker container with the docker stop command. 

[ec2-user@ip-172-30-1-192 ~]$ sudo docker stop 969088c84a4f
969088c84a4f
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Subsequently, list the running Docker containers with the docker ps command. The mysqldb container 
does not get listed.

sudo docker ps
[ec2-user@ip-172-30-1-192 ~]$ sudo docker ps
CONTAINER ID      IMAGE      COMMAND      CREATED      STATUS      PORTS      NAMES

In the next section we shall create another MySQL Server instance just as we created the MySQL 
server instance earlier in this chapter. But we cannot use the same container name as an existing container. 
Another Docker container running a MySQL database, or any other software, may be started if the Docker 
container name is different. If we created a Docker container to run another MySQL server with the same 
name “mysqldb”, an error gets generated. For example, run the following docker run command to create 
another container called “mysqldb”.

sudo docker run --name mysqldb -e MYSQL_ROOT_PASSWORD=mysql -d mysql

The following error gets output.

Error response from daemon: Conflict. The name "mysqldb" is already in use by container 
969088c84a4f. You have to delete (or rename) that container to be able to reuse that name.

To create a new Docker container called “mysqldb” first remove the “mysqldb” container already 
created with the docker rm command. Either the container id or the container name may be used in docker 
commands for a container such as stop, start, and rm.

sudo docker rm 969088c84a4f

Starting Another MySQL Server Instance
Having removed the “mysqldb” container, create the container again with the docker run command. We 
shall create the new “mysqldb” container differently. Specify different environment variables for the second 
run of the docker run command. Specify only the required environment variable MYSQL_ROOT_PASSWORD and 
set its value to “mysql”. 

sudo docker run --name mysqldb -e MYSQL_ROOT_PASSWORD=mysql -d mysql

Subsequently, start the interactive shell with the following command.

sudo docker exec -it 113458c31ce5 bash

Login to the MySQL CLI with the following command in the interactive shell.

mysql –u root –p mysql

Specify the password for the “root” user, which is mysql. MySQL CLI gets started as shown in Figure 4-15.
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The mysql command may also be issued as follows.

mysql –u root –p

Specify the password for the “mysql” user. MySQL CLI gets started as shown in Figure 4-16.

Figure 4-15.  Using a Password to Start MySQL CLI
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The following mysql command does not start a MySQL CLI.

root@113458c31ce5:/# mysql -u root

The following error is generated.

ERROR 1045 (28000): Access denied for user 'root'@'localhost' (using password: NO)

List the databases with the show databases command. The default databases include the “mysql” 
database as shown in Figure 4-17. Previously, the “mysqldb” database also got listed with the show databases 
command because the “mysqldb” database was created when the docker run command was run.

Figure 4-16.  Alternative mysql Login command
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Set the database as the “mysql” database with the “use mysql” command as shown in Figure 4-18.

Figure 4-18.  Using the mysql Database

Figure 4-17.  Listing the Default Databases

List the database tables in the mysql database with the show tables command as shown in Figure 4-19.
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Listing Docker Container Logs
Next, list the logs for the mysqldb container with the docker logs command.

sudo docker logs -f mysqldb

The logs for the mysqldb container get listed as shown in Figure 4-20.

Figure 4-19.  Listing Tables
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Figure 4-20.  Listing Docker Container Log

Summary
In this chapter we used a Docker image to run MySQL Server in a Docker container. We ran two different 
variations of the docker run command; one included all the environment variables that may be set for the 
“mysql” image and the other included only the required environment variable/s. In the next chapter we shall 
discuss running MongoDB on Docker.
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Chapter 5

Using MongoDB

MongoDB is the most commonly used NoSQL database. MongoDB is based on the Document store data 
model and stores data as BSON (Binary JSON) documents. MongoDB provides a flexible schema-less 
storage format in which different records could have different fields, implying that no fixed data structure is 
applied. Field values have no data types associated with them and different fields could be of different data 
types. With the JSON format, hierarchies of data structures become feasible, and a field could store multiple 
values using an array. In this chapter we shall use a Docker image to run MongoDB in a Docker container. 
This chapter has the following sections.

Setting the Environment

Starting MongoDB

Starting an Interactive Terminal

Starting a Mongo Shell

Creating a Database

Creating a Collection

Creating a Document

Finding Documents

Adding Another Document

Dropping a Collection

Adding a Batch of Documents

Updating a Document

Querying a Single Document

Querying All the Documents

Making a Backup of the Data

Stopping and Restarting the MongoDB Database

Removing Documents

Exiting Mongo Shell
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Setting the Environment
The following software is required for this chapter:

-Docker Engine (version 1.8)

-Docker image for MongoDB

We have used an Amazon EC2 instance (Amazon Machine Image Red Hat Enterprise Linux 7.1 (HVM), 
SSD Volume Type - ami-12663b7a) to install the Docker image and run MongoDB in a Docker container. 
SSH login to the Amazon EC2 instance.

ssh -i "docker.pem" ec2-user@54.174.254.96

Start the Docker service.

sudo service docker start

Verify the Docker service status.

sudo service docker status

Docker service should be active (running) as shown in Figure 5-1.

Figure 5-1.  Starting Docker Service and verifying Status
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Download the official Docker image for MongoDB database.

sudo docker pull mongo:latest

List the Docker images.

sudo docker images

The Docker image called “mongo” gets listed as shown in Figure 5-2.

Figure 5-2.  Downloading Docker Image mongo

Starting MongoDB
Next, start MongoDB in a Docker container. MongoDB stores data in the /data/db directory in the Docker 
container by default. A directory could be mounted from the underlying host system to the container 
running the MongoDB database. For example, create a directory /data on the host.

sudo mkdir -p /data
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Start the Docker container using the docker run command on the mongo image with the /data 
directory in the container mounted as /data directory on the host. Specify container name as “mongodb”.

sudo docker run -t -i -v /data:/data --name mongodb -d mongo

The Docker container, and the MongoDB server in the container, gets started as shown in Figure 5-3.

Figure 5-4.  Listing Docker Container for MongoDB

Figure 5-3.  Starting Docker Container for MongoDB

List the running Docker containers.

sudo docker ps

The mongodb container gets listed as running on port 27017 as shown in Figure 5-4.

The MongoDB port could also be specified explicitly using the –p option.

docker run -t -i -v /data:/data -p 27017:27017 --name mongodb -d mongo

The container logs may be listed using the docker logs command.

sudo docker logs mongodb

Starting an Interactive Terminal
Start an interactive terminal (tty) using the following command.

sudo docker exec -it mongodb bash

Starting a Mongo Shell
To start the MongoDB shell, run the following command.

mongo
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The MongoDB shell gets started and the > prompt gets displayed as shown in Figure 5-5.

Figure 5-5.  Starting MongoDB Shell from TTY

Figure 5-6.  Starting MongoDB Shell using Host and Port

The MongoDB shell may also be started on a specific host and port as follows.

mongo –host localhost –port 27017

MongoDB shell gets started on host localhost, port 27017 as shown in Figure 5-6. The “test” database 
instance gets connected to.
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Alternatively, only one of the host or the port may be specified to start the MongoDB shell.

mongo –port 27017

MongoDB shell gets started and gets connected to MongoDB server on 127.0.0.1:27071/test as 
shown in Figure 5-7.

Figure 5-7.  Starting MongoDB Shell using only the Port

Figure 5-8.  Starting MongoDB Shell using host:port Format

Another form of specifying the host and port is host:port. For example, start the MongoDB shell and 
connect to localhost:27017 with the following command.

mongo localhost:27017

MongoDB Shell gets connected to localhost:27017/test database as shown in Figure 5-8.
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Creating a Database
List the databases from the MongoDB shell with the following command help method (also called command 
helper).

show dbs

A new database is created implicitly when the database name is set to the database to be created. For 
example, set the database to “mongodb” with the following command.

use mongodb

The show dbs command help method does not list the mongodb database till the database is used. Use 
the db.createCollection() method to create a collection called “catalog”. Subsequently, run the show dbs 
command again.

show dbs
db.createCollection("catalog")
show dbs

The show dbs command does not list the “mongodb” database before the “catalog” collection is 
created, but lists the “mongodb” database after the collection has been created as shown in Figure 5-9.

Figure 5-9.  Creating a Database

List the collections in the mongodb database with the following command.

show collections

The “catalog” collection gets listed in addition to the system collection system.indexes as shown in 
Figure 5-10.
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Creating a Collection
In the previous section we created a collection called “catalog” using the db.createCollection command. 
Next, create a capped collection “catalog_capped” by setting the capped option field to true. A capped 
collection is a fixed size collection that keeps track of the insertion order while adding and getting a 
document, and as a result provides high throughput.

db.createCollection("catalog_capped", {capped: true, autoIndexId: true, size: 64 * 1024, 
max: 1000} )

A capped collection called “catalog_capped” gets created as shown in Figure 5-11.

Figure 5-11.  Creating a Capped Collection

Figure 5-10.  Listing Collections

A collection may also be created using the db.runCommand command. Create another capped collection 
called “catalog_capped_2” using the db.runCommand command.

db.runCommand( { create: "catalog_capped_2", capped: true, size: 64 * 1024, max: 1000 } )

Capped collection catalog_capped_2 gets created as shown in Figure 5-12.
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Creating a Document
Next, we shall add documents to a MongoDB collection. Initially the catalog collection is empty. Run 
the mongo shell method db.<collection>.count() to count the documents in the catalog collection. 
Substitute <collection> with the collection name “catalog”.

db.catalog.count()

The number of documents in the catalog collection gets listed as 0 as shown in Figure 5-13.

Figure 5-12.  Creating a Capped Collection using db.runCommand()

Figure 5-13.  Finding Document Count

Next, we shall add a document to the catalog collection. Create a JSON document structure with fields 
catalogId, journal, publisher, edition, title and author.

doc1 = {"catalogId" : "catalog1", "journal" : 'Oracle Magazine', "publisher" : 
'Oracle Publishing', "edition" : 'November December 2013',"title" : 'Engineering as a 
Service',"author" : 'David A. Kelly'}

Add the document to the catalog collection using the db.<collection>.insert() method.

db.catalog.insert(doc1)

Subsequently output the document count again.

db.catalog.count()

The output from the db.catalog.insert() method, shown in Figure 5-14, is an object of type 
WriteResult with nInserted as 1, which implies that one document got added. The document count is 
listed as 1.
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Figure 5-15.  Running a Query using find() Method

Figure 5-14.  Adding a Document

Finding Documents
The db.collection.find(query, projection) method is used to find document/s. The query parameter 
of type document specifies selection criteria using query operators. The projection parameter also of type 
document specifies the fields to return. Both the parameters are optional. To select all documents do not 
specify any args or specify an empty document {}. For example, find all documents in the catalog collection.

db.catalog.find()

The one document added previously gets listed as a JSON document as shown in Figure 5-15. The _id 
field is added to the documented automatically if not specified explicitly.

Adding Another Document
Similarly, create the JSON structure for another document. The same document may be added again if the 
_id is unique. In the JSON include the _id field as an explicit field/attribute. The _id field value must be an 
object of type ObjectId and not a string literal.

doc2 = {"_id": ObjectId("507f191e810c19729de860ea"), "catalogId" : "catalog1", "journal" 
: 'Oracle Magazine', "publisher" : 'Oracle Publishing', "edition" : 'November December 
2013',"title" : 'Engineering as a Service',"author" : 'David A. Kelly'};
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Add the document using the db.<collection>.insert() method.

db.catalog.insert(doc2)

Another document gets added to the catalog collection as indicated by the nInserted value of 1 shown 
in Figure 5-16.

Figure 5-16.  Adding Another Document

Figure 5-17.  Running the find() Method

Subsequently query the catalog collection using db.<collection>.find() method.

db.catalog.find()

The two documents added to the catalog collection get listed as shown in Figure 5-17. The two 
documents have all the same name/value pairs in the JSON except the _id field, which has a unique value.
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Querying a Single Document
The db.<collection>.findOne() method is used to find a single document. Find a single document from 
the catalog collection.

db.catalog.findOne()

One of the documents gets output by the query as shown in Figure 5-18.

Figure 5-19.  Using a Query Projection

Figure 5-18.  Using the findOne() Method

The db.collection.findOne(query, projection) method also takes two args both of type document 
and both optional. The query parameter specifies the query selection criteria and the projection parameter 
specifies the fields to select. For example, select the edition, title and author fields and specify the query 
document as {}.

db.catalog.findOne(
    {  },
{ edition: 1, title: 1, author: 1 }
)

The edition, title and author fields get listed. The _id field is always output by a query as shown in 
Figure 5-19.

www.it-ebooks.info

http://www.it-ebooks.info/


Chapter 5 ■ Using MongoDB

69

Dropping a Collection
The db.collection.drop() method drops or removes a collection. For example, remove the catalog 
collection.

db.catalog.drop()

Subsequently, the show collections method does not list the catalog collection as shown in Figure 5-20.

Figure 5-20.  Dropping a Collection

Adding a Batch of Documents
Previously, we added a single document at a time. Next, we shall add a batch of documents. Drop the 
catalog collection if not already dropped in the previous section.

db.catalog.drop()

Add an array of documents using the db.catalog.insert() method invocation with the doc1 and doc2 
being the same as earlier. The writeConcern option specifies the guarantee MongoDB provides and a value 
of “majority” implies that the insert() method does not return till the write has been propagated to the 
majority of the nodes. Setting the ordered option to true adds the documents in the order specified.

db.catalog.insert([doc1, doc2],  { writeConcern: { w: "majority", wtimeout: 5000 }, 
ordered:true })

The full syntax of the insert method is made use of in the preceding method invocation and is as 
follows.

db.collection.insert(
   <document or array of documents>,
   {
     writeConcern: <document>,
     ordered: <boolean>
   }
)

The first parameter is a single document or an array of documents. The second parameter is a 
document with fields writeConcern and ordered. The writeConcern specifies the write concern or the 
guarantee that MongoDB provides on the success of an insert. The ordered parameter is set to true, 
which implies that the documents are added in the order specified and if an error occurs with one of the 
documents none of the documents are added. The nInserted in the output is 2 for the two documents 
added as shown in Figure 5-21.

www.it-ebooks.info

http://www.it-ebooks.info/


Chapter 5 ■ Using MongoDB

70

Run the db.catalog.find() method to query the documents in the catalog collection as shown in 
Figure 5-22.

Figure 5-22.  Running the find() Method to list Documents added in a Batch

Figure 5-21.  Adding a Batch of Documents
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Updating a Document
The db.collection.save() method has the following syntax and updates a document if the document 
already exists, and ads a new document if the document does not exist.

db.collection.save(
   <document>,
   {
     writeConcern: <document>
   }
)

A document is identified by the unique _id of type ObjectId. Next, we shall update document with _id 
as ObjectId("507f191e810c19729de860ea"). Create an updated JSON document with some of the field 
values modified.

doc1 = {"_id": ObjectId("507f191e810c19729de860ea"), "catalogId" : 'catalog1', "journal" : 
'Oracle Magazine', "publisher" : 'Oracle Publishing', "edition" : '11-12-2013',"title" : 
'Engineering as a Service',"author" : 'Kelly, David A.'}

Save the document using the db.collection.save() method in the catalog collection.

db.catalog.save(doc1,{ writeConcern: { w: "majority", wtimeout: 5000 } })

The document gets saved by updating an existing document. The nMatched is 1 and nUpserted is 0, and 
nModified is 1 in the WriteResult object returned as shown in Figure 5-23. The nUpserted field refers to the 
number of new documents added in contrast to modifying an existing document.

Figure 5-23.  Using the save() Method to Update a Document

Query the catalog collection using the find() method.

db.catalog.find()

The updated document gets listed as one of the documents as shown in Figure 5-24.
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Outputting Documents as JSON
The db.collection.find(query, projection) method returns a cursor over the documents that are 
selected by the query. Invoke the forEach(printjson) method on the cursor to output the documents as 
formatted JSON.

db.catalog.find().forEach(printjson)

The documents get output as JSON as shown in Figure 5-25.

Figure 5-25.  Outputting JSON

Figure 5-24.  Querying Updated Document
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Making a Backup of the Data
The mongodump utility is used for creating a binary export of the data in a database. The mongorestore utility 
is used in conjunction with mongodump to restore a database from backup. The mongorestore utility either 
creates a new database instance or adds to an existing database. 

Run the following mongodump command to export the test database to the /data/backup directory.

mongodump --db test --out /data/backup

The test database gets exported to the /data/backup directory as shown in Figure 5-26.

Figure 5-27.  Listing the test Database

Figure 5-28.  Restoring a Database

Figure 5-26.  Exporting the test Database

List the directories in the /data/backup directory. The test database directory gets listed as shown in 
Figure 5-27.

Run the following mongorestore command to restore the exported data from /data/backup/test to the 
testrestore database.

mongorestore --db testrestore /data/backup/test

The /data/backup/test directory data gets restored in the testrestore database as shown in Figure 5-28.
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Connect to the MongoDB shell with the following command.

mongo localhost:27017/testrestore

The MongoDB shell gets started as shown in Figure 5-29.

Figure 5-29.  Connecting to the Restored Database

List the databases with the following command.

show dbs

As we restored the backup to the testrestore database the mongodb database, which was previously 
exported, gets listed as shown in Figure 5-30.

Figure 5-30.  Listing the Restored Database
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Set the database name as mongodb.

use mongodb

List the collections.

show collections

Query the documents in the catalog collection.

db.catalog.find()

Output from the preceding commands is shown in Figure 5-31.

Figure 5-31.  Listing and Querying the Restored Collection

Removing Documents
The db.collection.remove method is used to remove document/s and has the following syntax.

db.collection.remove(
   <query>,
   <justOne>
)

For example, remove the document with ObjectId("561ff033380a18f6587b0aa5").

db.catalog.remove({ _id: ObjectId("561ff033380a18f6587b0aa5") })
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The nRemoved in the WriteResult is 1 indicating that one document got removed. Run the db.catalog.
find() method before and after the db.catalog.remove() method invocation. Before the db.catalog.
remove() method is invoked, two documents get listed, and afterward only one document gets listed as 
shown in Figure 5-32.

Figure 5-32.  Removing a Single Document

To remove all documents, provide an empty document {} to the db.catalog.remove() method 
invocation.

db.catalog.remove({})

Multiple documents get removed as indicated by nRemoved value of 2 as shown in Figure 5-33.
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An empty query document must be supplied to the db.catalog.remove() method invocation. If an 
empty document {} is not supplied, an error is generated indicating that a query is needed as shown in 
Figure 5-34.

Figure 5-33.  Removing All Documents

Figure 5-34.  An empty document must be provided to the remove() method to remove all documents
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Stopping and Restarting the MongoDB Database
The Docker container running the MongoDB instance may be stopped with the docker stop command.

sudo docker stop mongo

List the running Docker containers with the following command.

sudo docker ps

Start the Docker container again with the docker start command.

sudo docker start mongo

Run the following command again to list the running containers.

sudo docker ps

The output from the preceding commands is shown in Figure 5-35. The Docker container mongodb is 
again listed as running.

Figure 5-35.  Listing a Docker Container after Restarting the Container

Start the interactive terminal with the following command in which the container ID is used instead of 
the container name.

sudo docker exec -it 68fe88ca79fe bash

Start the MongoDB shell with the mongo command in the interactive shell as shown in Figure 5-36.
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Set the database to local and list the collections with the show collections command. Subsequently 
set the database to mongodb and list the collections. The db.catalog.find() method does not list any 
documents as shown in Figure 5-37.

Figure 5-36.  Starting the MongoDB Shell

Figure 5-37.  Listing Documents in the catalog Collection in local Database
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Summary
In this chapter we used a Docker image for MongoDB to run a MongoDB instance in a Docker container. 
We created a database, added collections to the database, and added documents to the collections. We also 
queried the documents in MongoDB. We demonstrated stopping and starting the Docker container. We also 
made a backup of a MongoDB database and subsequently restored the database from the backup. In the 
next chapter we shall discuss running another NoSQL database, Apache Cassandra, in a Docker container.

Figure 5-38.  Exiting MongoDB Shell and TTY

Exiting the Mongo Shell
To exit the interactive terminal use the “exit” command and exit the MongoDB shell with the “exit” 
command also as shown in Figure 5-38.

www.it-ebooks.info

http://www.it-ebooks.info/


81

Chapter 6

Using Apache Cassandra

Apache Cassandra is a wide-column, open source NoSQL database and the most commonly used NoSQL 
database in its category. The container of data, equivalent to a database schema in a relational database, in 
Apache Cassandra is a Keyspace. The basic unit of storage is a column family (also called table), and each 
record in a table is stored in a row with the data being stored in columns. A column has a name, a value, and 
a timestamp associated with it. A column is not required to store a value and the column could be empty. 
Apache Cassandra is based on a flexible schema (or schema-free or dynamic schema) data model in which 
different rows could have different columns and the columns are not required to be pre-specified in a table 
definition. Apache Cassandra supports data types for column names (called comparators) and column 
values (called validators), but does not require the data types (validators and comparators) to be specified. 
The validators and comparators may be added or modified after a table (column family) has been defined. 
Apache Cassandra provides a Cassandra Query Language (CQL) for CRUD (add, get, update, delete) 
operations on a table. Apache Cassandra installation includes a cqlsh utility, which is an interactive shell, 
from which CQL commands may be run. An official Docker image for Apache Cassandra is available and in 
this chapter we shall run Apache Cassandra in a Docker container.

Setting the Environment

Starting Apache Cassandra

Starting the TTY

Connecting to CQL Shell

Creating a Keyspace

Altering A Keyspace

Using A Keyspace

Creating a Table

Adding Table Data

Querying a Table

Deleting from a Table

Truncating a Table

Dropping A Table

Dropping a Keyspace
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Exiting CQLSh

Stopping Apache Cassandra

Starting Multiple Instances of Apache Cassandra

Setting the Environment
The following software is required for this chapter.

-Docker (version 1.8)

-Docker image for Apache Cassandra

We have used an Amazon EC2 AMI as in other chapters to install Docker and the Docker image. First, 
SSH to the Amazon EC2 instance.

ssh -i "docker.pem" ec2-user@54.86.243.122

Installing Docker is discussed in Chapter 1. Start the Docker service. The following command should 
output an OK message.

sudo service docker start

Verify that the Docker service has been started. The following command should output active (running) 
in the Active field.

sudo service docker status

Output from the preceding commands is shown in Figure 6-1.

Figure 6-1.  Starting Docker Service and verifying Status
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Next, download the latest cassandra Docker image.

sudo docker pull cassandra:latest

List the Docker images downloaded.

sudo docker images

The cassandra image should get listed as shown in Figure 6-2.

Figure 6-2.  Listing Docker Image cassandra

Starting Apache Cassandra
Start the Apache Cassandra server process in a Docker container with the following command in which the 
inter-node Apache Cassandra cluster communication port is specified as 7000 and the directory in which 
Apache Cassandra stores data is /cassandra/data. The container name is specified with the –name option as 
cassandradb. The syntax to start a Cassandra instance in detached mode is as follows.

docker run --name some-cassandra -d cassandra:tag
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The –d parameter starts the container in a detached mode, implying that an interactive shell is not 
connected to with the docker run command even if the –t –i options are specified.

sudo docker run -t -i -v /cassandra/data:/var/lib/cassandra/data --name cassandradb -d -p 
7000:7000  cassandra

A Docker container running an Apache Cassandra server process gets started as shown in Figure 6-3.

Figure 6-3.  Starting Docker Container for Apache Cassandra

Figure 6-4.  Listing Docker Containers that are Running

Figure 6-5.  Starting the TTY

List the running Docker containers with the following command.

sudo docker ps

The cassandradb container, which is running an Apache Cassandra server instance, gets listed. The 
container id is also listed. By default, port 9042 is the client port on which Apache Cassandra listens for client 
connections. Port 9160 is Thrift API as shown in Figure 6-4.

Starting the TTY
Start the interactive terminal (tty) with the following command.

sudo docker exec -it cassandradb bash

The tty gets connected to and the command prompt gets set to user@containerid. If the user is root 
and the container id is dfade56f871, the command prompt becomes root@dfade56f871 as shown in 
Figure 6-5.
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Connecting to CQL Shell
The cqlsh terminal is used to connect to an Apache Cassandra instance and run CQL commands. Start the 
cqlsh terminal with the following command.

cqlsh

A connection gets established to the Test Cluster at 127.0.0.1:9042. The Apache Cassandra version 
gets output as 2.2.2 and the CQL spec version as 3.3.1. The cqlsh> command prompt gets displayed as 
shown in Figure 6-6.

Figure 6-6.  Connecting the CQL Shell

We started the interactive terminal using the container name, but the tty may also be started using the 
container id. The cqlsh shell is started with the cqlsh command regardless of how the tty is started.

sudo docker exec –it dfade56f871 bash
cqlsh

The cqlsh> command prompt gets displayed as before as shown in Figure 6-7.

Figure 6-7.  Connecting to CQL Shell using the Container ID

Creating a Keyspace
A Keyspace is the container of application data and is used to group column families. Replication is set at a 
per-keyspace basis. The DDL command for creating a Keyspace is as follows.

CREATE KEYSPACE (IF NOT EXISTS)? <identifier> WITH <properties>

By default, the keyspace name is case-insensitive and may consist exclusively of alpha-numeric 
characters with a maximum length of 32. To make a keyspace name case-sensitive add quotes. The supported 
properties by the CREATE KEYSPACE statement, which creates a top-level keyspace, are replication for 
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specifying the replication strategy and options and durable_writes for whether a commit log is to be used for 
updates on the keyspace, with the replication property being mandatory. As an example, create a keyspace 
called CatalogKeyspace with replication strategy class as SimpleStrategy and replication factor as 3.

CREATE KEYSPACE CatalogKeyspace
           WITH replication = {'class': 'SimpleStrategy', 'replication_factor' : 3};

The CatalogKeyspace keyspace gets created as shown in Figure 6-8.

Figure 6-8.  Creating a Keyspace

Figure 6-9.  Altering a Keyspace

Altering A Keyspace
The ALTER KEYSPACE statement is used to alter a keyspace and has the following syntax with the supported 
properties being the same as for the CREATE KEYSPACE statement.

ALTER KEYSPACE <identifier> WITH <properties>

As an example, alter the CatalogKeyspace keyspace to make the replication factor 1.

ALTER KEYSPACE CatalogKeyspace
          WITH replication = {'class': 'SimpleStrategy', 'replication_factor' : 1};

The replication factor gets set to 1 as shown in Figure 6-9.

Using A Keyspace
The USE statement is used to set the current keyspace and has the following syntax.

USE <identifier>

All subsequent commands are run in the context of the Keyspace set with the USE statement. As an 
example, set the current Keyspace as CatalogKeyspace.

use CatalogKeyspace;

The cqlsh> command prompt becomes cqlsh:catalogkeyspace> as shown in Figure 6-10.

www.it-ebooks.info

http://www.it-ebooks.info/


Chapter 6 ■ Using Apache Cassandra

87

Creating a Table
A TABLE is also called a COLUMN FAMILY, and the CREATE TABLE or CREATE COLUMN FAMILY statement is used 
to create a table (column family). 

 CREATE ( TABLE | COLUMNFAMILY ) ( IF NOT EXISTS )? <tablename>
                          '(' <column-definition> ( ',' <column-definition> )* ')'
                          ( WITH <option> ( AND <option>)* )?

For the complete syntax of the CREATE TABLE statement refer to https://cassandra.apache.org/doc/
cql3/CQL.html#createTableStmt. As an example create a table called ‘catalog’ with columns catalog_id, 
journal, publisher, edition, title and author all of type text. Specify the primary key as catalog_id and 
set the compaction class as LeveledCompactionStrategy.

CREATE TABLE catalog(catalog_id text,journal text,publisher text,edition text,title 
text,author text,PRIMARY KEY (catalog_id)) WITH  compaction = { 'class' : 
'LeveledCompactionStrategy' };

The catalog table gets created as shown in Figure 6-11.

Figure 6-10.  Using a Keyspace

Figure 6-11.  Creating a Table

Adding Table Data
The INSERT DML statement is used to add data into a table and has the following syntax.

INSERT INTO <tablename>
                            '(' <identifier> ( ',' <identifier> )* ')'
                     VALUES '(' <term-or-literal> ( ',' <term-or-literal> )* ')'
                     ( IF NOT EXISTS )?
                     ( USING <option> ( AND <option> )* )?

For complete syntax for the INSERT statement refer https://cassandra.apache.org/doc/cql3/ 
CQL.html#insertStmt. As an example add two rows of data to the catalog table and include the IF NOT EXISTS 
clause to add a row if a row identified by the primary key does not exist.
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INSERT INTO catalog (catalog_id, journal, publisher, edition,title,author) VALUES 
('catalog1','Oracle Magazine', 'Oracle Publishing', 'November-December 2013', 'Engineering 
as a Service','David A.  Kelly') IF NOT EXISTS;
 
INSERT INTO catalog (catalog_id, journal, publisher, edition,title,author) VALUES 
('catalog2','Oracle Magazine', 'Oracle Publishing', 'November-December 2013', 
'Quintessential and Collaborative','Tom Haunert') IF NOT EXISTS;

As indicated by the [applied] True output, two rows of data get added as shown in Figure 6-12.

Figure 6-12.  Adding Table Data

Querying a Table
The SELECT statement, which has the following syntax, is used to query a table.

SELECT <select-clause>
                  FROM <tablename>
                  ( WHERE <where-clause> )?
                  ( ORDER BY <order-by> )?
                  ( LIMIT <integer> )?
                  ( ALLOW FILTERING )?

For the complete syntax for the SELECT statement refer to https://cassandra.apache.org/doc/cql3/
CQL.html#selectStmt. As an example select all columns from the catalog table.

SELECT * FROM catalog;

The two rows of data added previously get listed as shown in Figure 6-13.
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Deleting from a Table
The DELETE statement is used to delete columns and rows and has the following syntax.

DELETE ( <selection> ( ',' <selection> )* )?
                  FROM <tablename>
                  ( USING TIMESTAMP <integer>)?
                  WHERE <where-clause>
                  ( IF ( EXISTS | ( <condition> ( AND <condition> )*) ) )?

For complete syntax for the DELETE statement refer to https://cassandra.apache.org/doc/cql3/ 
CQL.html#deleteStmt. As an example, delete all columns from the row with catalog_id as catalog1.

DELETE catalog_id, journal, publisher, edition, title, author from catalog WHERE catalog_
id='catalog1';

Subsequently, query the catalog table with the SELECT statement.

SELECT * FROM catalog;

Column values from the row with catalog_id as catalog1 get deleted, but the row itself including the 
primary key column value do not get deleted even though the primary key catalog_id is listed as one of the 
columns to delete. Subsequent query lists the primary key column value but lists the column values for the 
other columns as null as shown in Figure 6-14.

Figure 6-13.  Querying Table
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Truncating a Table
The TRUNCATE statement removes all data from a table and has the following syntax.

TRUNCATE <tablename>

As an example, truncate the catalog table. Subsequently, run a query with the SELECT statement.

TRUNCATE catalog;
SELECT * from catalog;

As the output of the query indicates, no data is listed because the TRUNCATE statement has removed all 
data as shown in Figure 6-15.

Figure 6-15.  Truncating a Table

Figure 6-14.  Deleting Table Data

Dropping A Table
The DROP TABLE or DROP COLUMN FAMILY statement is used to drop a table and has the following syntax.

DROP TABLE ( IF EXISTS )? <tablename>

As an example, drop the catalog table.

DROP TABLE IF EXISTS catalog;
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If the IF EXISTS clause is not specified and the table does not exist, an error is generated. But with the 
IF EXISTS clause, an error is not generated as indicated by two consecutively run DROP TABLE statements 
with the IF EXISTS clause included in Figure 6-16.

Figure 6-16.  Dropping a Table

Figure 6-17.  Dropping a Keyspace

Figure 6-18.  Exiting CQL Shell

Dropping a Keyspace
The DROP KEYSPACE statement, which has the following syntax, removes the specified key space including 
the column families in the key space and the data in the column families, and the keyspace does not have to 
be empty before being dropped.

 DROP KEYSPACE ( IF EXISTS )? <identifier>

As an example, drop the CatalogKeyspace keyspace.

DROP KEYSPACE IF EXISTS CatalogKeyspace;

If the IF EXISTS clause is not specified and the keyspace does not exist, an error is generated. But 
with the IF EXISTS clause, an error is not generated as indicated by two consecutively run DROP KEYSPACE 
statements with the IF EXISTS clause included as shown in Figure 6-17.

Exiting CQL Shell
To exit the cqlsh shell specify the exit command as shown in Figure 6-18. Subsequently exit the tty with the 
exit command also.
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Stopping Apache Cassandra
To stop Apache Cassandra, stop the Docker container running the Apache Cassandra server.

sudo docker stop cassandradb

Subsequently, run the following command to list the running containers.

sudo docker ps

The cassndradb container does not get listed as running as shown in Figure 6-19.

Figure 6-19.  Stopping Cassandra DB Docker Container

Figure 6-20.  Duplicate Docker Container name error

Starting Multiple Instances of Apache Cassandra
Multiple Docker containers running Apache Cassandra instances may be started, but the container name 
has to be unique. As an example, start a new Docker container also called cassandradb to run another 
instance of Apache Cassandra database.

sudo docker run -t -i -v /cassandra/data:/var/lib/cassandra/data --name cassandradb -d -p 
7000:7000  cassandra

Because a Docker container with the same name (cassandradb) was already created earlier, an error 
is generated even though the container has been stopped as shown in Figure 6-20. A container has to be 
removed with the docker rm command to be able to create a new container with the same name.

Another container with a different name, cassandradb2 for example, may be started.

sudo docker run -t -i -v /cassandra/data:/var/lib/cassandra/data --name cassandradb2 -d -p 
7000:7000  cassandra

Start a third container and specify the CASSANDRA_SEEDS environment variable for the IP address/es to 
be used to run multiple nodes in the cluster if required.
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sudo docker run -t -i -v /cassandra/data:/var/lib/cassandra/data --name cassandradb3 -d -p 
7000:7000 -e CASSANDRA_SEEDS=52.91.214.50,54.86.243.122,54.86.205.95 cassandra

Subsequently, run the following command to list the running containers.

sudo docker ps

The cassandradb2 and cassandradb3 containers get listed as running as shown in Figure 6-21.

Figure 6-21.  Running Multiple Docker Containers for Instances of Apache Cassandra

Summary
In this chapter we use the Docker image for Apache Cassandra to run Apache Cassandra in a Docker 
container. We used the different CQL statements in a cqlsh shell to create a Keyspace, create a table in 
the Keyspace and add data to the table. We also ran CQL statements to query a table, delete data from the 
table, truncate a table, drop a table, and drop a keyspace. We also demonstrated creating multiple Docker 
containers to run multiple instances of Apache Cassandra. In the next chapter we shall run Couchbase 
Server in Docker.
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Chapter 7

Using Couchbase Server

Couchbase Server is a distributed NoSQL database. Couchbase is a JSON (JavaScript Object Notation) based 
document store. Couchbase, like other NoSQL datastores, does not have a fixed schema for data storage. 
Couchbase differs from MongoDB in that MongoDB is based on the BSON (binary JSON) document data 
model. Couchbase provides a Web Console for accessing the Couchbase server from a graphical user 
interface (GUI). Couchbase also provides a command-line interface (CLI) including several tools to run in 
the CLI. In this chapter we shall run Couchbase server in a Docker container.

Setting the Environment

Starting Couchbase

Accessing Couchbase Web Console

Configuring Couchbase Server

Adding Documents

Starting Interactive Terminal

Running Couchbase CLI Tools

Stopping Couchbase Server

Setting the Environment
The following software is required for this chapter.

-Docker (version 1.8)

-Docker image for Couchbase (version latest)

We have used the Ubuntu Server AMI shown in Figure 7-1 for running software in this chapter. 
Installing and configuring an Amazon EC2 instance is discussed in Appendix A.
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SSH Login to the Ubuntu Amazon EC2 instance using user as “ubuntu” and the public IP address of 
the Amazon EC2 instance. The public IP address would be different for different users (multiple public IP 
addresses are also used in this chapter based on multiple runs of the sample discussed).

ssh -i "docker.pem" ubuntu@54.152.90.139

We need to modify the IP address setting for localhost in the hosts IP addresses file /etc/hosts. Set 
the IP address to the public IP address of the Amazon EC2 instance. Obtaining the public IP address of an 
Amazon EC2 instance is discussed in Appendix A. Open the /etc/hosts file in a vi editor.

sudo vi /etc/hosts

Replace “127.0.0.1” with the public IP address; replace the following line:

127.0.0.1 localhost

with:

54.152.90.139 localhost

Install Docker on Ubuntu as discussed in Chapter 1. Run the hello-world Docker image to test the 
Docker installation.

sudo docker run hello-world

The output from the hello-world application is shown in Figure 7-2.

Figure 7-1.  Ubuntu Server AMI
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Download the official Couchbase Docker image called “couchbase”.

sudo docker pull couchbase

The latest Docker image gets downloaded as shown in Figure 7-3.

Figure 7-2.  Output from hello-world
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Starting Couchbase
Next, run a Docker container for Docker image “couchbase”, which would start a Couchbase server 
process in the Docker container. Run the following docker command in which the port for the Couchbase 
Web Console to connect to Couchbase Server is specified as 8091. The container name is specified as 
“couchbasedb”.

sudo docker run --name couchbasedb -d -p 8091:8091 couchbase

Couchbase server could require non-default ulimit settings.

Ulimit Setting Value Description

ulimit -n 40960 nofile: max number of open files

ulimit -c 100000000 core: max core file size. The 100000000 setting is equivalent to 
“unlimited”, which is not directly supported.

ulimit -l 100000000 memlock: maximum locked-in-memory address space. The 100000000 
setting is equivalent to “unlimited”, which is not directly supported.

A Docker container stores all persistent data in the /opt/couchbase/var directory, which could be 
mounted from the host using the –v command parameter. The –ulimit command parameter is used to 
set the docker run command. Run the following command to run a Docker container to run a Couchbase 
server as shown in Figure 7-4.

Figure 7-3.  Downloading Docker Image couchbase
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sudo docker run --name couchbasedb -v ~/couchbase/data:/opt/couchbase/var -d --ulimit 
nofile=40960:40960 --ulimit core=100000000:100000000 --ulimit memlock=100000000:100000000 -p 
8091:8091 couchbase

Subsequently, list the running Docker containers.

sudo docker ps

The couchbasedb container gets listed as shown in Figure 7-4.

Figure 7-4.  Running Docker Container for Couchbase

Figure 7-5.  Listing Docker Container Log

Output the logs for the container with the docker logs command.

sudo docker logs couchbasedb

The message shown in Figure 7-5 gets displayed.

Accessing Couchbase Web Console
Next, we shall access the Couchbase Web Console from the URL indicated in the logs: http://<ip>:8091. 
The <ip> address to use would vary from which host system the Web Console is accessed. If on the same 
host as on which the Docker container is running, use the public IP address of the host Amazon EC2 
instance. If on a remote host system as we have accessed, use the public DNS for the Amazon EC2 instance. 
Obtaining the public IP address and the public DNS are discussed in Appendix A. If the public DNS is ec2-
54-152-90-139.compute-1.amazonaws.com, the URL to access the Couchbase WebConsole becomes the 
following.

http://ec2-54-152-90-139.compute-1.amazonaws.com:8091

Open a browser at the preceding URL. The Couchbase Console gets displayed as shown in Figure 7-6.  
In the next section we shall setup a Couchbase server cluster.
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If a Couchbase cluster has already been configured, the Couchbase Console URL would display the 
login page as shown in Figure 7-7.

Figure 7-7.  Login Page

Figure 7-6.  Accessing Couchbase Admin Console

Specify the Username (Administrator) and the Password and click on Sign In as shown in Figure 7-8.
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Configuring Couchbase Server Cluster
In this section we shall configure the Couchbase Server cluster. Access the Couchbase Web Console as 
discussed in previous section and shown in Figure 7-6, with URL http://ec2-54-152-90-139.compute-1.
amazonaws.com:8091. Click on Setup in the Web Console; the “Setup” page is displayed only the first time 
the Web Console is accessed. Subsequently, after a cluster has been configured the Login page is displayed 
as discussed in the previous section.

Use the default settings for the Configure Disk Storage section. In Configure Server Hostname specify 
the Hostname as the Public IP Address of the Amazon EC2 instance, which would be different for different 
users, as shown in Figure 7-9. Short names are not acceptable for the Hostname field and at least one dot is 
required in the host name.

Figure 7-8.  Specifying Username and Password
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Two options are provided in the Join Cluster/ Start new cluster section. As we are configuring a new 
cluster, select Start a new cluster as shown in Figure 7-10. Select the default settings or modify the settings 
keeping in consideration the total RAM configurable per server. Click on Next.

Figure 7-9.  Configuring Server
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Couchbase server stores data in data buckets. In the Sample Buckets section the sample buckets are 
listed. A sample bucket is not required to be selected. Click on Next. In the Create Default Bucket screen the 
Bucket Name is pre-specified as “default”. Select Bucket Type as “Couchbase”. Select the default Memory  
Size & Replicas settings. Also select the default Disk I/O Optimization setting.

Figure 7-10.  Starting a New Cluster
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In Flush select Enable and click on Next as shown in Figure 7-12. To be able to flush (delete) data from a 
bucket, ‘Flush’ must be enabled.

Figure 7-11.  Configuring the Default Cluster
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In Notifications, select the default settings and the “I agree…” checkbox and click on Next as shown in 
Figure 7-13.

Figure 7-12.  Enabling Flush
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In Secure this Server screen specify the Username as Administrator (default setting) as shown in 
Figure 7-14. Specify a password in the Password field and specify the same password in Verify Password field. 
Click on Next.

Figure 7-13.  Configuring Notifications
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Click on the Cluster Overview tab to display the Cluster summary including the RAM allocated and in 
use, and the Disk storage allocated and in use as shown in Figure 7-15.

Figure 7-14.  Specifying Username and Password

Figure 7-15.  Displaying Cluster Summary

www.it-ebooks.info

http://www.it-ebooks.info/


Chapter 7 ■ Using Couchbase Server

108

One bucket is shown as Active and one server is shown as Active in Figure 7-16.

Figure 7-16.  Displaying Servers Summary

Figure 7-17.  Listing Server IP Address

Click on Server Nodes to list the server nodes. The server running at IP address 172.17.0.1 gets listed 
as shown in Figure 7-17.

Click on the Data Buckets tab. The “default” bucket gets listed as shown in Figure 7-18.
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Adding Documents
In this section we shall add documents to the Couchbase server from the Couchbase Console. Click on the 
Documents button for the default bucket as shown in Figure 7-19.

Figure 7-18.  Listing the Default Buckets

Figure 7-19.  Clicking on the Documents button

In the default ➤ Documents no document is listed to start with. Click on Create Document button as 
shown in Figure 7-20.
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In the Create Document dialog specify a Document ID, catalog1 for example and click on Create as 
shown in Figure 7-21.

Figure 7-20.  Clicking on ‘Create Document’

Figure 7-21.  Creating a Document

A JSON document with Id catalog1 gets added to the default bucket as shown in Figure 7-22. The new 
document has some default fields, which would probably be required to be modified.
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Replace the sample JSON document with the following JSON document.

{
  "journal": "Oracle Magazine",
  "publisher": "Oracle Publishing",
  "edition": "November-December 2013",
  "title": "Quintessential and Collaborative",
  "author": "Tom Haunert"
}

Click on Save to save the modified JSON document as shown in Figure 7-23.

Figure 7-22.  New Document with ID as catalog1

Figure 7-23.  Saving a Couchbase Document

The catalog1 JSON document gets saved and also formatted in the Couchbase Console as shown in 
Figure 7-24.
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Figure 7-24.  Formatted JSON Document

Figure 7-25.  Item Count for default Bucket

Figure 7-26.  Listing Documents in the default Bucket

In Couchbase Buckets, the Item Count for the “default” bucket gets listed as 1 as shown in Figure 7-25. 
Click on the Documents button to display the documents in the default bucket.

The catalog1 document gets listed as shown in Figure 7-26. Click on the Edit Document button to 
display the document JSON if required.
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Similarly add another document with document id as catalog2. The JSON for catalog2 document is as 
follows.

{
"journal": "Oracle Magazine",
"publisher": "Oracle Publishing",
"edition": "November December 2013",
"title": "Engineering as a Service",
"author": "David A. Kelly",
}

Add the JSON the sample document for catalog2 as we did for the catalog1 document and click on Save 
as shown in Figure 7-27.

Figure 7-27.  Adding another JSON Document

The two documents catalog1 and catalog2 get listed as shown in Figure 7-28.

Figure 7-28.  Listing the Two Documents Added
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Starting Interactive Terminal
To access the Couchbase server from a command line, start the interactive terminal (tty).

sudo docker exec -it couchbasedb bash

The interactive shell gets started as shown in Figure 7-29.

Figure 7-29.  Starting the Interactive Shell

Figure 7-30.  Running cbtransfer

The interactive terminal may also be started using the container id instead of the container name.

sudo docker exec -it bff916e55a52 bash

Running Couchbase CLI Tools
Couchbase Server provides several command-line interface tools (CLI) to monitor and manage Couchbase 
server buckets, nodes and cluster.

Some of these CLI tools are the couchbase-cli tool for operations on the entire cluster, the cbbackup 
tool to create a backup, the cbdocloader tool to load JSON documents, and the cbtransfer tool to transfer 
data between clusters and data files on the host.

As an example, run the cbtransfer tool to transfer data from the Couchbase server to the stdout with 
the following command run from the tty.

cbtransfer http://ec2-54-152-90-139.compute-1.amazonaws.com:8091/ stdout:

The two JSON documents previously added to the Couchbase cluster from the Couchbase Console get 
output the stdout as shown in Figure 7-30.
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Stopping Couchbase Server and Container
To stop the Couchbase Server and container, exit the interactive terminal with exit command as shown in 
Figure 7-31.

Figure 7-31.  Stopping Couchbase Server

In the host system, run the docker stop command to stop the Docker container.

sudo docker stop couchbasedb

Subsequently, list the running Docker containers.

sudo docker ps

The couchbasedb container does not get listed as shown in Figure 7-32.

Figure 7-32.  The Docker Container for couchbasedb does not get listed

Summary
In this chapter we used the official Docker image for Couchbase Server to run a Couchbase Server instance 
in a Docker container. We accessed the Couchbase Sever from the Couchbase Console and added some 
JSON documents. Subsequently, we used the cbtransfer CLI tool to output the documents stored to the 
stdout. In the next chapter we shall discuss using Apache Hadoop.
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Chapter 8

Using Apache Hadoop

Apache Hadoop is the de facto framework for processing large data sets. Apache Hadoop is a distributed 
software application that runs across several (up to hundreds and thousands) of nodes across a cluster. 
Apache Hadoop comprises of two main components: Hadoop Distributed File System (HDFS) and 
MapReduce. The HDFS is used for storing large data sets and MapReduce is used for processing the large 
data sets. Hadoop is linearly scalable without degradation in performance and makes use of commodity 
hardware rather than any specialized hardware. Hadoop is designed to be fault tolerant and makes use 
of data locality by moving the computation to the data rather than data to the computation. MapReduce 
framework has two versions MapReduce1 (MR1) and MapReduce2 (MR2) (also called YARN). MR1 is the 
default MapReduce framework in earlier versions of Hadoop (Hadoop 1.x) and YARN is the default in latter 
versions of Hadoop (Hadoop 2.x).

Setting the Environment

Starting Hadoop

Starting the Interactive Shell

Creating Input Files for a MapReduce Word Count Application

Running a MapReduce Word Count Application

Stopping the Hadoop Docker Container

Using a CDH Docker Image

Setting the Environment
The following software is used in this chapter.

-Docker (version 1.8)

-Apache Hadoop Docker Image

-Cloudera Hadoop (CDH) Docker Image

As in other chapters we have used an Amazon EC2 instance based on Red Hat Enterprise Linux 7.1 
(HVM), SSD Volume Type - ami-12663b7a for installing the software. SSH login to the Amazon EC2 instance.

ssh -i "docker.pem" ec2-user@52.23.207.240

Install Docker as discussed in Chapter 1. Start the Docker service.

sudo service docker start
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An OK message indicates that the Docker service has been started as shown in Figure 8-1.

Figure 8-1.  Starting the Docker Service

Figure 8-2.  Running the docker pull Command

Add a group called “hadoop” and a user called “hadoop”.

groupadd hadoop
useradd -g hadoop hadoop

Several Docker images are available for Apache Hadoop. We have used the sequenceiq/hadoop-docker 
Docker image available from the Docker Hub. Download the Docker image with label 2.7.0 or the latest tag 
image if different.

sudo docker pull sequenceiq/hadoop-docker:2.7.0
The docker pull command is shown in Figure 8-2.
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The Docker image sequenceiq/hadoop-docker gets downloaded as shown in Figure 8-3.

Figure 8-3.  Downloading Docker Image sequenceiq/hadoop-docker

Starting Hadoop
Next, start the Hadoop components HDFS and MapReduce. The Docker image sequenceiq/hadoop-docker 
is configured by default to start the YARN or MR2 framework. Run the following docker run command, 
which starts a Docker container in detached mode, to start the HDFS (NameNode and DataNode) and YARN 
(ResourceManager and NodeManager).

sudo docker  run -d --name hadoop sequenceiq/hadoop-docker:2.7.0

Subsequently, list the running Docker containers.

sudo docker ps

The output from the preceding two commands is shown in Figure 8-4 including the running Docker 
container for Apache Hadoop based on the sequenceiq/hadoop-docker image. The Docker container name 
is “hadoop” and container id is “27436aa7c645”.
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Starting the Interactive Shell
Start the interactive shell or terminal (tty) with the following command.

sudo docker exec -it hadoop bash

The interactive terminal prompt gets displayed as shown in Figure 8-5.

Figure 8-4.  Running Docker Container for Apache Hadoop

Figure 8-5.  Starting Interactive Terminal

The interactive shell may also be started using the container id instead of the container name.

sudo docker exec -it  27436aa7c645 bash

If the –d command parameter is omitted from the docker run command and the –it parameters 
(which is –i and –t supplied together) are supplied using the following command, the Docker container 
starts in foreground mode.

sudo docker run -it --name hadoop sequenceiq/hadoop-docker:2.7.0 /etc/bootstrap.sh –bash

The Hadoop components start and attach a console to the Hadoop stdin, stdout and stderr streams as 
shown in Figure 8-6. A message gets output to the console for each Hadoop component started. The –it 
parameter starts an interactive terminal (tty).

www.it-ebooks.info

http://www.it-ebooks.info/


Chapter 8 ■ Using Apache Hadoop

121

Creating Input Files for a MapReduce Word Count 
Application
In this section we shall create input files for a MapReduce Word Count application, which is included in the 
examples packaged with the Hadoop distribution. To create the input files, change the directory (cd) to the 
$HADOOP_PREFIX directory.

bash-4.1# cd $HADOOP_PREFIX

The preceding command is to be run from the interactive terminal (tty) as shown in Figure 8-7.

Figure 8-6.  Starting Docker Container in Foreground

Figure 8-7.  Setting Current Directory to $HADOOP_PREFIX Directory

Create a directory called /input in the HDFS for the input files. Subsequently, set the directory 
permissions to global (777).

bash-4.1# bin/hdfs dfs -mkdir  /input
bash-4.1# bin/hdfs dfs -chmod -R 777 /input

The preceding commands are also run from the interactive terminal as shown in Figure 8-8.
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Add two text files (input1.txt and input2.txt) with some sample text to the /input directory. To 
create a text file input1.txt run the following vi editor command in the tty.

vi input1.txt

Add the following two lines of text in the input1.txt.

Hello World Application for Apache Hadoop
Hello World and Hello Apache Hadoop

Save the input1.txt file with the :wq command as shown in Figure 8-9.

Figure 8-8.  Creating Input Directory

Figure 8-9.  The input1.txt File
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Put the input1.txt file in the HDFS directory /input with the following command, also shown in 
Figure 8-10.

bin/hdfs dfs -put input1.txt /input

Figure 8-10.  Putting the input1.txt in the HDFS

Figure 8-11.  The input2.txt File

The input1.txt file gets added to the /input directory in the HDFS.
Similarly, open another new text file input2.txt with the following vi command.

vi input2.txt

Add the following two lines of text in the input2.txt file.

Hello World
Hello Apache Hadoop

Save the input2.txt file with the :wq command as shown in Figure 8-11.
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Put the input2.txt file in the HDFS directory /input.

bin/hdfs dfs -put input2.txt /input

Subsequently, run the following command to run the files in the /input directory.

bin/hdfs –ls /input

The two files added to the HDFS get listed as shown in Figure 8-12.

Figure 8-12.  Listing the Input Files in the HDFS

Figure 8-13.  Starting MapReduce Application with YARN Framework

Running a MapReduce Word Count Application
In this section we shall run a MapReduce application for word count; the application is packaged in the 
hadoop-mapreduce-examples-2.7.0.jar file and may be invoked with the arg “wordcount”. The wordcount 
application requires the input and output directories to be supplied. The input directory is the /input 
directory in the HDFS we created earlier and the output directory is /output, which must not exists before 
running the hadoop command. Run the following hadoop command from the interactive shell.

bin/hadoop jar $HADOOP_PREFIX/share/hadoop/mapreduce/hadoop-mapreduce-examples-2.7.0.jar 
wordcount  /input /output

A MapReduce job gets started using the YARN framework as shown in Figure 8-13.
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The YARN job completes as shown in Figure 8-14, and the word count application gets output to the  
/output directory in the HDFS.

Figure 8-14.  Output from the MapReduce Application

The complete output from the hadoop command is as follows.

<mapreduce/hadoop-mapreduce-examples-2.7.0.jar wordcount  /input /output
15/10/18 15:46:17 INFO client.RMProxy: Connecting to ResourceManager at /0.0.0.0:8032
15/10/18 15:46:19 INFO input.FileInputFormat: Total input paths to process : 2
15/10/18 15:46:19 INFO mapreduce.JobSubmitter: number of splits:2
15/10/18 15:46:20 INFO mapreduce.JobSubmitter: Submitting tokens for job: 
job_1445197241840_0001
15/10/18 15:46:21 INFO impl.YarnClientImpl: Submitted application 
application_1445197241840_0001
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15/10/18 15:46:21 INFO mapreduce.Job: The url to track the job: http://fb25c4cabc55:8088/
proxy/application_1445197241840_0001/
15/10/18 15:46:21 INFO mapreduce.Job: Running job: job_1445197241840_0001
15/10/18 15:46:40 INFO mapreduce.Job: Job job_1445197241840_0001 running in uber mode : 
false
15/10/18 15:46:40 INFO mapreduce.Job:  map 0% reduce 0%
15/10/18 15:47:03 INFO mapreduce.Job:  map 100% reduce 0%
15/10/18 15:47:17 INFO mapreduce.Job:  map 100% reduce 100%
15/10/18 15:47:18 INFO mapreduce.Job: Job job_1445197241840_0001 completed successfully
15/10/18 15:47:18 INFO mapreduce.Job: Counters: 49
        File System Counters
                FILE: Number of bytes read=144
                FILE: Number of bytes written=345668
                FILE: Number of read operations=0
                FILE: Number of large read operations=0
                FILE: Number of write operations=0
                HDFS: Number of bytes read=324
                HDFS: Number of bytes written=60
                HDFS: Number of read operations=9
                HDFS: Number of large read operations=0
                HDFS: Number of write operations=2
        Job Counters
                Launched map tasks=2
                Launched reduce tasks=1
                Data-local map tasks=2
                Total time spent by all maps in occupied slots (ms)=41338
                Total time spent by all reduces in occupied slots (ms)=11578
                Total time spent by all map tasks (ms)=41338
                Total time spent by all reduce tasks (ms)=11578
                Total vcore-seconds taken by all map tasks=41338
                Total vcore-seconds taken by all reduce tasks=11578
                Total megabyte-seconds taken by all map tasks=42330112
                Total megabyte-seconds taken by all reduce tasks=11855872
        Map-Reduce Framework
                Map input records=6
                Map output records=17
                Map output bytes=178
                Map output materialized bytes=150
                Input split bytes=212
                Combine input records=17
                Combine output records=11
                Reduce input groups=7
                Reduce shuffle bytes=150
                Reduce input records=11
                Reduce output records=7
                Spilled Records=22
                Shuffled Maps =2
                Failed Shuffles=0
                Merged Map outputs=2
                GC time elapsed (ms)=834
                CPU time spent (ms)=2760
                Physical memory (bytes) snapshot=540696576
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                Virtual memory (bytes) snapshot=2084392960
                Total committed heap usage (bytes)=372310016
        Shuffle Errors
                BAD_ID=0
                CONNECTION=0
                IO_ERROR=0
                WRONG_LENGTH=0
                WRONG_MAP=0
                WRONG_REDUCE=0
        File Input Format Counters
                Bytes Read=112
        File Output Format Counters
                Bytes Written=60
bash-4.1#

List the output files in the /output directory in HDFS with the following command.

bin/hdfs dfs -ls  /output

Two files get listed: _SUCCESS, which indicates that the YARN job completed successfully, and 
part-r-00000, which is the output from the wordcount application as shown in Figure 8-15.

Figure 8-15.  Files Output by the YARN Application

Figure 8-16.  Listing the Word Count

List the output from the wordcount application using the following command.

hdfs dfs -cat /output/part-r-00000

The word count for each distinct word in the input files input1.txt and input2.txt gets output as 
shown in Figure 8-16.
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Stopping the Hadoop Docker Container
The Docker container running the Hadoop processes may be stopped with the docker stop command.

sudo docker stop hadoop

Subsequently run the docker ps command and no container gets listed as running as shown in 
Figure 8-17.

Figure 8-17.  Listing Running Docker Containers after stopping Apache Hadoop Container

Using a CDH Docker Image
As mentioned before several Docker images are available for Apache Hadoop. Another Docker image, 
which we shall also use in subsequent chapters based on the Apache Hadoop Ecosystem as packaged by the 
Cloudera Hadoop distribution called CDH, is the svds/cdh Docker image. The svds/cdh image includes not 
just Apache Hadoop but several frameworks in the Apache Hadoop ecosystem, some of which are discussed 
in later chapters. Download the svds/cdh image with the following command.

sudo docker pull svds/cdh

Start a Docker container running the CDH frameworks.

sudo docker run  -d --name cdh svds/cdh

Start an interactive terminal to run commands for the CDH frameworks.

sudo docker exec -it cdh bash

In the tty, the Hadoop framework applications may be run without further configuration. For example, 
run the HDFS commands with “hdfs” on the command line. The hdfs commands usage is as listed as follows.

hdfs

The HDFS commands usage gets output as shown in Figure 8-18.
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The configuration files are available in the /etc/hadoop/conf symlink as shown in Figure 8-19.

Figure 8-18.  hdfs Command Usage

Figure 8-19.  Listing the Symlink for the Configuration Directory
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The configuration files in the /etc/alternatives/hadoop-conf directory to which the conf symlink 
points are listed as follows as shown in Figure 8-20.

Figure 8-20.  Listing the Configuration Files

The cdh container may be stopped with the docker stop command.

sudo docker stop cdh

Summary
In this chapter we ran Apache Hadoop components in a Docker container. We created some files and put the 
files in the HDFS. Subsequently, we ran a MapReduce wordcount application packaged with the examples in 
the Hadoop distribution. We also introduced a Cloudera Hadoop distribution (CDH) based Docker image, 
which we shall also use in some of the subsequent chapters based on frameworks in the Apache Hadoop 
ecosystem.
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Chapter 9

Using Apache Hive

Apache Hive is data warehouse framework for storing, managing and querying large data sets. The Hive 
query language HiveQL is a SQL-like language. Hive stores data in HDFS by default, and a Hive table may 
be used to define structure on the data. Hive supports two kinds of tables: managed tables and external 
tables. A managed table is managed by the Hive framework while an external table is not. When a managed 
table is deleted, the metadata and the table data are deleted. When a Hive external table is deleted, only the 
metadata is deleted, and the table data is not since the table data is not managed by the Hive framework. 
Hive makes use of a metastore to store metadata about Hive tables. A Hive metastore database is used for the 
metastore and is the Derby database by default. The metastore database may be run in embedded mode or 
remote mode; the default being embedded mode. In this chapter we shall use a Docker image to run Apache 
Hive in a Docker container.

Setting the Environment

Starting Apache Hive

Connecting to Beeline CLI Shell

Connecting to HiveServer2

Creating a Hive Table

Loading Data into Hive Table

Querying Hive Table

Stopping Apache Hive

Setting the Environment
The following software is required for this chapter.

-Docker (version 1.8 used)

-Docker image for Apache Hive

We have used an Amazon EC2 instance to install the software. Install Docker as discussed in Chapter 1. 
SSH connect to the Amazon EC2 instance.

ssh -i "docker.pem" ec2-user@52.23.241.186
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Start the Docker service and verify status of the Docker service.

sudo service docker start
sudo service docker status

Download the svds/cdh Docker image, which is the same as used in some the other Apache Hadoop 
Ecosystem chapters on Apache HBase, Apache Sqoop and Apache Spark.

sudo docker pull svds/cdh

Starting Apache Hive
To start Apache Hive, start a Docker container running the cdh processes or components. Run the following 
docker run command, which starts a Docker container in detached mode and assigns the name “cdh” to the 
container.

sudo docker run  -d --name cdh svds/cdh

List the running Docker containers; the “cdh” container should be listed.

sudo docker ps

Start an interactive terminal to run Apache Hive shell commands.

sudo docker exec -it cdh bash

Connecting to Beeline CLI Shell
Apache Hive provides the Hive CLI to access HiveServer1 from a command line interface. In latter versions 
of Hive, HiveServer1 has been deprecated and replaced with HiveServer2, and Hive CLI has been deprecated 
and replaced with Beeline CLI. While Hive CLI is an Apache Thrift based client, Beeline is a JDBC client 
based on the SQLLine CLI. With Beeline, the Thrift API is still used but not directly from the client; the Thrift 
API is used by the JDBC driver to communicate with HiveServer2.

Before using the Hive CLI or the Beeline CLI, we need to modify the permissions for the directory in 
HDFS in which Hive stores its data, the /user/hive/warehouse directory. Set global permissions (777) on 
the /user/hive/warehouse directory.

hdfs dfs –chmod –R 777 /user/hive/warehouse

The preceding command is run in the interactive terminal as shown in Figure 9-1.

Figure 9-1.  Setting Permissions on the Hive Warehouse Directory
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If the Hive CLI is to be used, run the following command in the interactive terminal.

hive

The Hive CLI is started. A WARNING message is also output indicating that Hive CLI is deprecated and 
migration to Beeline is recommended as shown in Figure 9-2.

Figure 9-2.  Message about Migration to Beeline

Figure 9-3.  Starting Beeline

We shall use the Beeline CLI in this chapter. Exit from the Hive CLI with the exit or quit command. 
Start the Beeline CLI with the following command.

beeline

Beeline version 1.1.0 CDH 5.4.3 gets started as shown in Figure 9-3.

Connecting to HiveServer2
We started the Beeline CLI in the previous section, but we are not connected to the HiveServer2 yet.  
To demonstrate run the following commands.

use default;
show tables;

A “No current connection” message gets output as shown in Figure 9-4.

Figure 9-4.  Message “No Current Connection”
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To connect to the HiveServer2, we need to run the !connect command. The !connect commanded 
usage may be output with the following command.

!connect

The !connect command usage gets output as shown in Figure 9-5.

Figure 9-5.  Command Usage for !connect

Figure 9-6.  Connecting with Hive2 Server

HiveServer2 may be connected to in one of two modes: embedded or remote. The embedded mode 
may be used if the Beeline CLI is run on the same machine on which Hive is installed. The remote mode 
has to be used if the Beeline CLI is on a remote machine from the Hive. We shall use the embedded mode. 
The syntax for the connection url is the following in which the dbName is the Hive database and <host> and 
<port> are the hostname and port number for the HiveServer2.

jdbc:hive2://<host>:<port>/dbName

Run the following Beeline command !connect in which the connection url to HiveServer2 is specified 
first, followed by the username, password and the Hive JDBC driver. For the default username, password, 
and Hive JDBC driver specify and empty string “”. The default Hive JDBS driver is org.apache.hive.jdbc.
HiveDriver.

!connect jdbc:hive2://localhost:10000/default "" "" ""

A connection to Apache Hive 1.1.0 gets established as shown in Figure 9-6. Apache Hive 1.1.0 version is 
the renamed Hive 0.15.0 version.

The Beeline commands that did not run previously get run after connecting to the HiveServer2. Run the 
following commands again to set the database as “default” and list the Hive tables.

use default
show tables
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The database gets set to default and the Hive tables get listed. The database is already the “default” 
database as specified in the connection url and the use default command is run to demonstrate that the 
command gets run. No tables get listed as none have been created yet as shown in Figure 9-7. We shall create 
a table in the next section.

Figure 9-7.  Listing Tables

Creating a Hive Table
In this section we shall create a Hive table called “wlslog” with columns time_stamp, category, 
type,servername, code and msg, all of type string. Hive makes use of serializers/deserializers also called 
a Serde. A custom Serde may be used or the native Serde may be used. If a ROW FORMAT is not specified, the 
native Serde is used. If the ROW FORMAT DELIMITED is specified for delimited data files, the native Serde is 
used too. To separate fields with a ‘,’ specify FIELDS TERMINATED BY ‘,’ and to terminate a line of data with a 
newline, specify LINES TERMINATED BY '\n'.

Run the following CREATE TABLE command to create a Hive managed table; the command for a Hive 
external table is CREATE EXTERNAL TABLE.

CREATE TABLE wlslog(time_stamp STRING,category STRING,type STRING,servername STRING,code 
STRING,msg STRING) ROW FORMAT DELIMITED FIELDS TERMINATED BY ',' LINES TERMINATED BY '\n';

A Hive table called wlslog gets created as shown in Figure 9-8. We have not used a PRIMARY KEY field in 
the wlslog table.

Figure 9-8.  Creating Hive Table

Run the following command to describe the wlslog table.

desc wlslog;

The table structure consisting of the column names and data types gets listed as shown in Figure 9-9.
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Loading Data into the Hive Table
Next, we shall load data into the Hive table. Run the following INSERT HiveQL statement to add a row of data 
to the wlslog table.

INSERT INTO TABLE wlslog VALUES ('Apr-8-2014-7:06:16-PM-PDT','Notice','WebLogicServer', 
'AdminServer','BEA-000365','Server state changed to STANDBY');

A MapReduce job gets started to load data into the Hive table as shown in Figure 9-10.

Figure 9-9.  Describing Table Structure

Figure 9-10.  Running the INSERT Command

The MapReduce job consists of 1 mapper and 0 reducers. Data gets loaded into the default.wlslog 
table as shown in Figure 9-11.
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Figure 9-11.  Loading Data into Hive Table

The data in a Hive table is not constrained to have unique column values if a PRIMARY KEY is not 
specified, which we did not. A row with the same data may be added without a PRIMARY KEY in the table 
definition. Run the following INSERT statements to add 7 more rows of data including a row of data with 
duplicate column data.

INSERT INTO TABLE wlslog VALUES ('Apr-8-2014-7:06:16-PM-PDT','Notice','WebLogicServer','Admi
nServer,BEA-000365','Server state changed to STANDBY');
 
INSERT INTO TABLE wlslog VALUES ('Apr-8-2014-7:06:17-PM-PDT','Notice','WebLogicServer', 
'AdminServer','BEA-000365','Server state changed to STARTING');
INSERT INTO TABLE wlslog VALUES ('Apr-8-2014-7:06:18-PM-PDT','Notice','WebLogicServer', 
'AdminServer','BEA-000365','Server state changed to ADMIN');
INSERT INTO TABLE wlslog VALUES ('Apr-8-2014-7:06:19-PM-PDT','Notice','WebLogicServer', 
'AdminServer','BEA-000365','Server state changed to RESUMING');
INSERT INTO TABLE wlslog VALUES ('Apr-8-2014-7:06:20-PM-PDT','Notice','WebLogicServer', 
'AdminServer','BEA-000331','Started WebLogic AdminServer');
INSERT INTO TABLE wlslog VALUES ('Apr-8-2014-7:06:21-PM-PDT','Notice','WebLogicServer', 
'AdminServer','BEA-000365','Server state changed to RUNNING');
INSERT INTO TABLE wlslog VALUES ('Apr-8-2014-7:06:22-PM-PDT','Notice','WebLogicServer', 
'AdminServer','BEA-000360','Server started in RUNNING mode');
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Querying Hive Table
Having created a Hive table and loaded data into the table, we shall query the table using a SELECT HiveQL 
statement. Run the following query in the Beeline CLI.

select * from wlslog;

The 8 rows of data get listed as shown in Figure 9-12.

Figure 9-12.  Running a SELECT HiveQL Statement

Stopping Apache Hive
To stop the Apache Hive processes, run the docker stop command to stop the Docker container running 
the cdh frameworks.

sudo docker stop cdh
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Summary
In this chapter we used a Docker image to run CDH frameworks including the Apache Hive framework 
in a Docker container. We started a Beeline CLI, which has replaced the Hive CLI and connected to the 
HiveServer2 from the Beeline CLI. We created a Hive managed table and loaded data into the Hive table. 
Subsequently, we queried the Hive table from the Beeline CLI. In the next chapter we shall use the Apache 
HBase Database in a Docker container.
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Chapter 10

Using Apache HBase

Apache HBase is the Apache Hadoop database. Apache HBase is based on the wide column data store 
model with a table as the unit of storage. A table consists of one or more column families. Apache HBase 
is a schema-free NoSQL database. HBase stores data in the HDFS by default. In this chapter we shall use a 
Docker image to run Apache HBase in a Docker container. We shall use the svds/cdh Docker image, which 
we introduced in the Chapter 8.

Setting the Environment

Starting CDH

Starting Interactive Shell

Starting HBase Shell

Creating an HBase Table

Listing HBase Tables

Getting a Single Table Row

Getting a Single Row Column

Scanning a Table

Stopping CDH

Setting the Environment
The following software is required for this chapter.

-Docker (version 1.8 used)

-Docker Image for CDH

As in other chapters we have installed the software on an Amazon EC2 instance. SSH Login to the 
Amazon EC2 instance.

ssh -i "docker.pem" ec2-user@54.209.254.175

Start the Docker service.

sudo service docker start
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Verify that Docker has started.

sudo service docker status

Download the svds/cdh Docker image if not already downloaded for the previous chapter.

sudo docker pull svds/cdh

The svds/cdh:latest Docker image gets downloaded as shown in Figure 10-1.

Figure 10-1.  Downloading the svds/cdh Docker Image

List the Docker images to verify that the svds/cdh image has been downloaded.

sudo docker images
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Starting CDH
Start a Docker container to run the Apache Hadoop ecosystem frameworks, which include Apache HBase. 
Run the docker run command with the –d option, which starts the container in detached mode. The Docker 
container name is “cdh” as specified with the –name option.

sudo docker run  -d --name cdh svds/cdh

Docker container gets started as shown in Figure 10-2.

Figure 10-2.  Starting Docker Container

Figure 10-3.  Listing the Running Docker Containers

List the running Docker containers.

sudo docker ps

The “cdh” container is listed as running as shown in Figure 10-3. The container id is also listed.

Starting Interactive Shell
Next, start an interactive terminal (tty) to run the HBase shell in.

sudo docker exec -it cdh bash

An interactive terminal gets started and the command prompt becomes root@86f0cf0a5c8d as shown 
in Figure 10-4.

Figure 10-4.  Starting the Interactive Shell
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The interactive shell may also be started using the container id instead of the container name.

sudo docker exec -it 86f0cfoa5c8d bash

Starting HBase Shell
Next, start the HBase shell with the following command run in the interactive terminal.

bin/hbase shell

HBase shell gets started as shown in Figure 10-5.

Figure 10-5.  Starting the HBase Shell

Figure 10-6.  Creating an HBase Table

Creating a HBase Table
Create an HBase table using the “create” command. In addition to the table name, provide the column family 
or column families and a dictionary of specifications for each column family. Optionally, provide a dictionary 
of table configuration. As an example, create a table called 'wlslog' with a column family called ‘log’.

create 'wlslog' , 'log'

HBase table ‘wlslog’ gets created as shown in Figure 10-6.

Add cell values at table/row/column coordinates using the put command. Add 7 rows of data with the 
following put commands. Apache HBase and the other Apache Hadoop ecosystem software are designed for 
large quantities of data, which could be millions of rows of data, but only a sample of data is being added to 
demonstrate the use of Apache HBase.
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put 'wlslog', 'log1', 'log:time_stamp', 'Apr-8-2014-7:06:16-PM-PDT'
put 'wlslog', 'log1', 'log:category', 'Notice'
put 'wlslog', 'log1', 'log:type', 'WeblogicServer'
put 'wlslog', 'log1', 'log:servername', 'AdminServer'
put 'wlslog', 'log1', 'log:code', 'BEA-000365'
put 'wlslog', 'log1', 'log:msg', 'Server state changed to STANDBY'
 
put 'wlslog', 'log2', 'log:time_stamp', 'Apr-8-2014-7:06:17-PM-PDT'
put 'wlslog', 'log2', 'log:category', 'Notice'
put 'wlslog', 'log2', 'log:type', 'WeblogicServer'
put 'wlslog', 'log2', 'log:servername', 'AdminServer'
put 'wlslog', 'log2', 'log:code', 'BEA-000365'
put 'wlslog', 'log2', 'log:msg', 'Server state changed to STARTING'
 
put 'wlslog', 'log3', 'log:time_stamp', 'Apr-8-2014-7:06:18-PM-PDT'
put 'wlslog', 'log3', 'log:category', 'Notice'
put 'wlslog', 'log3', 'log:type', 'WeblogicServer'
put 'wlslog', 'log3', 'log:servername', 'AdminServer'
put 'wlslog', 'log3', 'log:code', 'BEA-000365'
put 'wlslog', 'log3', 'log:msg', 'Server state changed to ADMIN'
  
put 'wlslog', 'log4', 'log:time_stamp', 'Apr-8-2014-7:06:19-PM-PDT'
put 'wlslog', 'log4', 'log:category', 'Notice'
put 'wlslog', 'log4', 'log:type', 'WeblogicServer'
put 'wlslog', 'log4', 'log:servername', 'AdminServer'
put 'wlslog', 'log4', 'log:code', 'BEA-000365'
put 'wlslog', 'log4', 'log:msg', 'Server state changed to RESUMING'
 
put 'wlslog', 'log5', 'log:time_stamp', 'Apr-8-2014-7:06:20-PM-PDT'
put 'wlslog', 'log5', 'log:category', 'Notice'
put 'wlslog', 'log5', 'log:type', 'WeblogicServer'
put 'wlslog', 'log5', 'log:servername', 'AdminServer'
put 'wlslog', 'log5', 'log:code', 'BEA-000331'
put 'wlslog', 'log5', 'log:msg', 'Started Weblogic AdminServer'
 
put 'wlslog', 'log6', 'log:time_stamp', 'Apr-8-2014-7:06:21-PM-PDT'
put 'wlslog', 'log6', 'log:category', 'Notice'
put 'wlslog', 'log6', 'log:type', 'WeblogicServer'
put 'wlslog', 'log6', 'log:servername', 'AdminServer'
put 'wlslog', 'log6', 'log:code', 'BEA-000365'
put 'wlslog', 'log6', 'log:msg', 'Server state changed to RUNNING'
 
put 'wlslog', 'log7', 'log:time_stamp', 'Apr-8-2014-7:06:22-PM-PDT'
put 'wlslog', 'log7', 'log:category', 'Notice'
put 'wlslog', 'log7', 'log:type', 'WeblogicServer'
put 'wlslog', 'log7', 'log:servername', 'AdminServer'
put 'wlslog', 'log7', 'log:code', 'BEA-000360'
put 'wlslog', 'log7', 'log:msg', 'Server started in RUNNING mode'

Data gets added to the ‘wlslog’ table as shown in Figure 10-7.
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Listing HBase Tables
List the tables with the following command run in HBase shell.

list

One table, the ‘wlslog’ table, gets listed as shown in Figure 10-8.

Figure 10-7.  Adding Data to HBase Table
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Getting A Single Table Row
The get command is used to get the data in a row or a column cell. Run the following get command to get 
the data in row 'log7' in table 'wlslog'.

get 'wlslog', 'log7'

A single row of data gets listed as shown in Figure 10-9.

Figure 10-8.  Listing HBase Tables

Figure 10-9.  Getting a Single Table Row

Getting A Single Row Column
Optionally, a dictionary of columns may be supplied to the get command. For example, get the column data 
from the wlslog table from the 'log5' row in the log.msg column.

get  'wlslog', 'log5', {COLUMNS=>['log:msg']}

The log.msg column data from row ‘log5’ from table ‘wlslog’ gets output as shown in Figure 10-10.
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Scanning a Table
The scan command is used to scan a table to get all the data in the table. Optionally a dictionary of scanner 
specifications may be provided, which are omitted from the following command.

scan 'wlslog'

Row ➤ column data for each row gets output as shown in Figure 10-11.

Figure 10-11.  Scanning a HBase Table

Figure 10-10.  Getting a Single Row Column Value
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The 7 rows of data get output as shown in Figure 10-12.

Figure 10-12.  Output from the scan Command

Stopping CDH
To stop the Docker container, run the docker stop command for the “cdh” container.

sudo docker stop cdh

Alternatively, the container id may be specified.

sudo docker stop  86f0cfoa5c8d
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Summary
In this chapter we used a Docker image to run CDH frameworks in a Docker container. We started an 
interactive terminal and started an HBase shell in the tty. In the HBase shell, we used the create command 
to create a table. We used the put command to put data in the table. Subsequently, we used the get 
command to get the data added. We also ran the scan command to scan the complete table and list all the 
data in the table. In the next chapter we shall run Apache Sqoop in a Docker container.

www.it-ebooks.info

http://www.it-ebooks.info/


151

Chapter 11

Using Apache Sqoop

Apache Sqoop is a Hadoop ecosystem framework for transferring bulk data from a relational database 
(RDBMS) to Hadoop Distributed File System (HDFS), Apache HBase, and Apache Hive. Sqoop also supports 
bulk data transfer from HDFS to a RDBMS. The direct data transfer paths supported by Sqoop are shown in 
Figure 11-1. Sqoop supports HSQLDB (version 1.8.0+), MySQL (5.0+), Oracle (10.2.0) and PostgreSQL (8.3+) 
and may also be usable with other relational databases such as IBM DB2 database and versions. Sqoop 
makes use of JDBC for data transfer and requires Java to be installed and the JDBC driver jar to be in the 
runtime classpath.

Figure 11-1.  Direct Transfer Paths supported by Sqoop
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In this chapter we shall use Apache Sqoop to import data into HDFS from MySQL database. We shall 
also export the data from HDFS back to a MySQL database table.

Setting the Environment

Starting Docker Containers

Starting Interactive Terminals

Creating a MySQL Tables

Adding MySQL JDBC Jar to Sqoop Classpath

Configuring Apache Hadoop

Importing MySQL Table Data into HDFS with Sqoop

Listing Data Imported into HDFS

Exporting from HDFS to MySQL with Sqoop

Querying Exported Data

Stopping and Removing Docker Containers

Setting the Environment
The following software is required for this chapter.

-Docker Engine (version 1.8)

-Docker image for MySQL Database

-Docker image for CDH

SSH connect to an Amazon EC2 instance.

ssh -i "docker.pem" ec2-user@54.175.13.99

Install Docker if not already installed as discussed in Chapter 1. Start the Docker service and verify that 
Docker has been started.

sudo service docker start
sudo service docker status

Download jdk-8u65-linux-x64.gz from http://www.oracle.com/technetwork/java/javase/
downloads/jdk8-downloads-2133151.html. As JDK download requires a BSD license to be accepted, 
downloading with wget or similar software for downloading files makes the download command a non-
standard command. Download jdk-8u65-linux-x64.gz using a browser and copy to the EC2 instance using 
a scp command such as the following.

scp -i "docker.pem" /jdk-8u65-linux-x64.gz ec2-user@54.175.13.99:/

We need to download two Docker images for this chapter because the Docker image for CDH, which 
includes Apache Sqoop, does not include MySQL Server. Download the mysql Docker image with the docker 
pull command.

sudo docker pull mysql
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Download the svds/cdh Docker image.

sudo docker pull svds/cdh

List the Docker images with the docker images command.

sudo docker images

Both the mysql and svds/cdh Docker images should get listed as shown in Figure 11-2.

Figure 11-2.  Listing Docker Images Required for Apache Sqoop with MySQL Database

Starting Docker Containers
Both the mysql and svds/cdh Docker images have been discussed in earlier chapters separately and used to 
start Docker containers. But, using the two Docker images is slightly different and requires the two Docker 
containers to be linked. In this section we shall start two separate Docker containers: cdh for the cdh Docker 
image, and mysqldb for the mysql Docker image. For the mysqldb container, create a directory for the data 
stored by MySQL and set its permissions to global (777).

sudo mkdir -p /mysql/data
sudo chmod -R 777 /mysql/data
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The preceding commands are to be run when connected to the Amazon EC2 instance as shown  
in Figure 11-3.

Table 11-1.  Environment Variables for a Docker container based on mysql Docker Image

Environment Variable Description Value

MYSQL_DATABASE MySQL database instance to be created. mysqldb

MYSQL_USER Username for the database created. mysql

MYSQL_PASSWORD Password for the database created. mysql

MYSQL_ALLOW_EMPTY_PASSWORD Is empty password to be allowed. no

MYSQL_ROOT_PASSWORD Password for “root” user. mysql

Figure 11-3.  Creating Directory for MySQL Data

The environment variables used in the docker run command are discussed in the following table, 
Table 11-1.

Run the following docker run command to start a Docker container for MySQL Database. The 
environment variables are only set in the docker run command and not in the bash shell.

sudo docker run -v /mysql/data:/var/lib/mysql --name mysqldb -e MYSQL_DATABASE='mysqldb'  
-e MYSQL_USER='mysql' -e MYSQL_PASSWORD='mysql' -e MYSQL_ALLOW_EMPTY_PASSWORD='no'  
-e MYSQL_ROOT_PASSWORD='mysql' -d mysql

Run the following docker run command to start a Docker container for svds/cdh image software, which 
includes Apache Sqoop, and link the container with the mysqldb container running the MySQL database 
using the --link command parameter.

sudo docker run  -d --name cdh --link mysqldb svds/cdh

List the running Docker containers.

sudo docker ps

The output from the preceding commands is shown in Figure 11-4. Both the cdh and mysqldb 
containers are listed as started.
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Starting Interactive Terminals
Having started the Docker containers, start the interactive terminals (tty) for the each of the Docker 
containers. Start the interactive shell for the mysqldb container with the following command.

sudo docker exec -it mysqldb bash

Start the interactive shell for the cdh container with the following command.

sudo docker exec -it cdh bash

Creating a MySQL Tables
In this section we shall login to the MySQL CLI and create a database table, which shall be imported into 
HDFS with Apache Sqoop. Run the following command to login into MySQL CLI.

mysql –u mysql –p

The mysql> prompt gets displayed as shown in Figure 11-5.

Figure 11-4.  Starting Docker Containers for CDH and MySQL
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Set the database to use as “mysqldb”.

use mysqldb

Grant all privileges on the mysqldb database to the mysql user with the GRANT option.

GRANT ALL PRIVILEGES ON mysqldb.* TO 'mysql'@'%' IDENTIFIED BY 'mysql' WITH GRANT OPTION;

Privileges get set on the mysqldb database as shown in Figure 11-6.

Figure 11-6.  Setting Privileges on mysqldb Database

Figure 11-5.  Starting the MySQL CLI Shell

Next, create a database table called wlslog with columns time_stamp, category, type, servername, 
code and msg. The PRIMARY KEY column is required to be included for sqoop import tool to import data into 
HDFS. Run the following SQL command in MySQL CLI.

CREATE TABLE wlslog(time_stamp VARCHAR(255) PRIMARY KEY,category VARCHAR(255),type 
VARCHAR(255),servername VARCHAR(255), code VARCHAR(255),msg VARCHAR(255));

A database table called wlslog gets created as shown in Figure 11-7.
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Add data to the wlslog table. Run the following INSERT SQL statements to add data to the wlslog table.

INSERT INTO wlslog(time_stamp,category,type,servername,code,msg) VALUES('Apr-8-2014-7:06: 
16-PM-PDT','Notice','WebLogicServer','AdminServer','BEA-000365','Server state changed to 
STANDBY');
INSERT INTO wlslog(time_stamp,category,type,servername,code,msg) VALUES('Apr-8-2014-7:06: 
17-PM-PDT','Notice','WebLogicServer','AdminServer','BEA-000365','Server state changed to 
STARTING');
INSERT INTO wlslog(time_stamp,category,type,servername,code,msg) VALUES('Apr-8-2014-7:06: 
18-PM-PDT','Notice','WebLogicServer','AdminServer','BEA-000365','Server state changed to 
ADMIN');
INSERT INTO wlslog(time_stamp,category,type,servername,code,msg) VALUES('Apr-8-2014-7:06: 
19-PM-PDT','Notice','WebLogicServer','AdminServer','BEA-000365','Server state changed to 
RESUMING');
INSERT INTO wlslog(time_stamp,category,type,servername,code,msg) VALUES('Apr-8-2014-
7:06:20-PM-PDT','Notice','WebLogicServer','AdminServer','BEA-000361','Started WebLogic 
AdminServer');
INSERT INTO wlslog(time_stamp,category,type,servername,code,msg) VALUES('Apr-8-2014-7:06: 
21-PM-PDT','Notice','WebLogicServer','AdminServer','BEA-000365','Server state changed to 
RUNNING');

Output from the preceding SQL statements is shown in Figure 11-8.

Figure 11-7.  Creating a MySQL Database Table
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Figure 11-8.  Running INSERT SQL Statements

Run the following SQL query to list the data added.

SELECT * FROM wlslog;

The 6 rows of data get listed as shown in Figure 11-9.
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We need to create another database table for the sqoop export tool to export data from HDFS into 
MySQL database. Because the wlslog table already has data create another table called WLSLOG_COPY, which 
has the same table definition as the wlslog table. Run the following SQL script in MySQL CLI.

CREATE TABLE WLSLOG_COPY(time_stamp VARCHAR(255) PRIMARY KEY,category VARCHAR(255),type 
VARCHAR(255),servername VARCHAR(255), code VARCHAR(255),msg VARCHAR(255));

The WLSLOG_COPY table gets created as shown in Figure 11-10.

Figure 11-9.  Running a SQL Query

Figure 11-10.  Creating MySQL Table WLSLOG_COPY

www.it-ebooks.info

http://www.it-ebooks.info/


Chapter 11 ■ Using Apache Sqoop

160

Adding MySQL JDBC Jar to Sqoop Classpath
We need to add the MySQL JDBC jar to the Apache Sqoop classpath. Start the interactive terminal for the 
cdh container if not already started.

sudo docker exec -it cdh bash

In the interactive shell, download the mysql-connector-java-5.1.37.jar and copy the jar to the /usr/lib/
sqoop/lib directory.

wget http://central.maven.org/maven2/mysql/mysql-connector-java/5.1.37/ 
mysql-connector-java-5.1.37.jar
cp mysql-connector-java-5.1.37.jar /usr/lib/sqoop/lib

The output from the preceding commands is shown in Figure 11-11.

Figure 11-11.  Adding MySQL JDBC Jar to Sqoop Classpath

Setting the JAVA_HOME Environment Variable
For the Apache Sqoop to run we need to set the JAVA_HOME environment variable. But, first we need to copy 
the jdk-8u65-linux-x64.gz file to the Docker container running the CDH frameworks including Apache 
Sqoop. We downloaded the jdk-8u65-linux-x64.gz earlier. Copy the jdk-8u65-linux-x64.gz file to the Docker 
container using the following command in which the container id is obtained from the output of the docker 
ps command in Figure 11-12.

sudo docker cp jdk-8u65-linux-x64.gz 49d774f8f1fe:/jdk-8u65-linux-x64.gz
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Figure 11-12.  Copying the JDK gz File to Docker Container

The jdk-8u65-linux-x64.gz file gets copied to the Docker container “cdh” as shown in Figure 11-12.
The preceding command is to be run from the Amazon EC2 instance. Start the interactive shell for the 

cdh container.

sudo docker exec -it cdh bash

List the files in the Docker container’s root directory with the following command.

ls –l

The jdk-8u65-linux-x64.gz file gets listed as shown in Figure 11-13.

Figure 11-13.  Listing the files in Docker Container’s root Directory

www.it-ebooks.info

http://www.it-ebooks.info/


Chapter 11 ■ Using Apache Sqoop

162

We need to set the JAVA_HOME environment variable in the hadoop-env.sh file. To find the directory for 
the hadoop-env.sh file run the following command.

find –name hadoop-env.sh

The different directories containing the hadoop-env.sh file get listed as shown in Figure 11-15.

Extract the jdk-8u65-linux-x64.gz file.

tar -xv jdk-8u65-linux-x64.gz

The .gz file gets extracted as shown in Figure 11-14.

Figure 11-14.  Extracting the JDK .gz File

Figure 11-15.  Finding the hadoop-env.sh File
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Configuring Apache Hadoop
Apache Hadoop MapReduce framework may be started in one of the three modes: local, classic and 
yarn. In the “local” mode, MapReduce runs in a Java process. In the classic mode, MapReduce runs using 
the MapReduce1 framework. With the yarn mode, MapReduce runs using the MapReduce2 framework 
(also called YARN). The MapReduce framework to use is set in the mapreduce.framework.name setting in 
the mapred-site.xml configuration file, which is in the same directory as the hadoop-env.sh, the ./etc/
hadoop/conf.psuedo directory. As yarn and classic frameworks require more RAM than the local, set the 
mapreduce.framework.name to local.

Open the ./etc/hadoop/conf.psuedo/hadoop-env.sh file in a vi editor and add the following export 
statement.

export JAVA_HOME=./jdk1.8.0_65

The preceding statement in the hadoop-env.sh file is shown in Figure 11-16. Save the file with the :wq 
command.

Figure 11-16.  Setting the JAVA_HOME Environment Variable
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<property>
        <name>mapreduce.framework.name</name>
        <value>local</value>
    </property>

The mapreduce.framework.name setting is shown in Figure 11.17.

Table 11-2.  Configuration Properties for hdfs-site.xml

Configuration Property Description Value

dfs.permissions.superusergroup Sets the super user group hadoop

dfs.namenode.name.dir Sets the NameNode storage directory file:///data/1/dfs/nn

dfs.replication Sets the replication level 1

dfs.permissions Whether permissions are to be checked false

Also set the following (Table 11-2) configuration properties in the hdfs-site.xml configuration file.

Figure 11-17.  Setting the MapReduce Framework to local
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Figure 11-18.  The hdfs-site.xml Configuration File

The hdfs-site.xml configuration settings are listed below.

<configuration>
 <property>
   <name>dfs.permissions.superusergroup</name>
   <value>hadoop</value>
  </property>
  <property>
    <name>dfs.namenode.name.dir</name>
    <value>file:///data/1/dfs/nn</value>
  </property>
  <property>
    <name>dfs.replication</name>
    <value>1</value>
   </property>
   <property>
     <name>dfs.permissions</name>
     <value>false</value>
   </property>
</configuration>

The hdfs-site.xml configuration file is shown in Figure 11-18.
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We need to create the NameNode storage directory set in the dfs.namenode.name.dir property. Create 
the /data/1/dfs/nn directory and set its permissions to global (777).

sudo mkdir -p /data/1/dfs/nn
sudo chmod -R 777 /data/1/dfs/nn

Create the user group hadoop and a user hadoop.

groupadd hadoop
useradd hadoop

We need to set the following (Table 11-3) configuration properties in the core-site.xml file.

Table 11-3.  Configuration Properties for core-site.xml

Configuration Property Description Value

fs.defaultFS The NameNode URI hdfs://localhost:8020

hadoop.tmp.dir The Hadoop temporary directory file:///var/lib/hadoop-0.20/cache

The core-site.xml configuration settings are listed:

<configuration>
<property>
  <name>fs.defaultFS</name>
    <value>hdfs://10.0.2.15:8020</value>
    </property>
 <property>
     <name>hadoop.tmp.dir</name>
     <value>file:///var/lib/hadoop-0.20/cache</value>
  </property>
</configuration>

The core-site.xml file is shown in Figure 11-19. Save the file with :wq.
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Create the directory set in the hadoop.tmp.dir directory and set its permissions to global (777).

mkdir -p /var/lib/hadoop-0.20/cache
chmod -R 777  /var/lib/hadoop-0.20/cache

We also need to set the permissions of the / directory in HDFS to global (777) with the following 
command.

sudo -u hdfs hdfs dfs -chmod 777 /

Importing MySQL Table Data into HDFS with Sqoop
In this section we shall use the sqoop import command to import  MySQL database table data to the HDFS. 
The different commands supported by the sqoop tool may be listed by running the sqoop help command 
from the interactive shell for the cdh container as shown in Figure 11-20. The import command is used to 
import a table from a relational database to HDFS.

Figure 11-19.  The core-site.xml Configuration File
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Running the sqoop import command requires the code to be generated for accessing the relational 
database. The code may be generated directly while the sqoop import command is run or before the sqoop 
import command is run using the sqoop codegen command. Run the following sqoop codegen command to 
generate the code to interact with the database records.

sudo -u hdfs sqoop codegen --connect "jdbc:mysql://e414f8c41d0b:3306/mysqldb"   --password 
"mysql" --username "mysql" --table "wlslog"

The –u hdfs specifies the user as hdfs. The command parameters are discussed in Table 11-4.

Figure 11-20.  Running the sqoop help Command
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The code required to interact with the database gets generated in the wlslog.jar file as shown in 
Figure 11-21.

Table 11-4.  Command Parameters for the hdfs Command

Parameter Description Value

--connect The connection url to connect to MySQL 
database. The hostname is the container  
id in which MySQL is run.

"jdbc:mysql://e414f8c41d0b:3306/mysqldb"

--password Password to connect to MySQL. It is 
recommended to use a non-root user.

"mysql"

--username Username to connect to MySQL. "mysql"

--table MySQL table from which to import from "wlslog"

Figure 11-21.  Output from the codegen Command

Next, run the sqoop import command as user hdfs. Add the wlslog.jar file in the classpath with the 
–libjars option.

sudo -u hdfs sqoop import -libjars /tmp/sqoop-hdfs/compile/6348ef9539c8ad2bee9ba1875a6
2c923/wlslog.jar  --connect "jdbc:mysql://e414f8c41d0b:3306/mysqldb"   --password "mysql" 
--username "mysql" --table "wlslog" --columns "time_stamp,category,type,servername,code,msg" 
--target-dir "/mysql/import" –verbose

The other command parameters are discussed in Table 11-5.
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The output from the sqoop import command is shown in Figure 11-22.

Figure 11-22.  Output from sqoop import

Table 11-5.  Command Parameters for sqoop import

Parameter Description Value

--connect The connection url to connect to MySQL 
database. The hostname is the container id in 
which MySQL is run.

"jdbc:mysql://e414f8c41d0b:3306/
mysqldb"

--password Password to connect to MySQL. It is 
recommended to use a non-root user.

"mysql"

--username Username to connect to MySQL. "mysql"

--columns Columns to be imported "time_stamp,category,type,servername, 
code,msg"

--table MySQL table from which to import from "wlslog"

--target-dir The HDFS directory in which to import "/mysql/import"

www.it-ebooks.info

http://www.it-ebooks.info/


Chapter 11 ■ Using Apache Sqoop

171

The detailed output from the sqoop import command is listed:

root@08b338cb2a90:/# sudo -u hdfs sqoop import -libjars /tmp/sqoop-hdfs/compile/6348ef95
39c8ad2bee9ba1875a62c923/wlslog.jar  --connect "jdbc:mysql://e414f8c41d0b:3306/mysqldb"   
--password "mysql" --username "mysql" --table "wlslog" --columns "time_stamp,category,type,s
ervername,code,msg" --target-dir "/mysql/import" -verbose
15/10/22 00:07:07 INFO sqoop.Sqoop: Running Sqoop version: 1.4.5-cdh5.4.3
ConnManager
15/10/22 00:07:10 INFO tool.CodeGenTool: Beginning code generation
15/10/22 00:07:10 DEBUG manager.SqlManager: Execute getColumnInfoRawQuery : SELECT t.* FROM 
`wlslog` AS t LIMIT 1
15/10/22 00:07:10 DEBUG manager.SqlManager: No connection paramenters specified. Using 
regular API for making connection.
15/10/22 00:07:11 DEBUG manager.SqlManager: Using fetchSize for next query: -2147483648
15/10/22 00:07:11 INFO manager.SqlManager: Executing SQL statement: SELECT t.* FROM `wlslog` 
AS t LIMIT 1
15/10/22 00:07:11 DEBUG manager.SqlManager: Found column time_stamp of type [12, 255, 0]
15/10/22 00:07:11 DEBUG manager.SqlManager: Found column category of type [12, 255, 0]
15/10/22 00:07:11 DEBUG manager.SqlManager: Found column type of type [12, 255, 0]
15/10/22 00:07:11 DEBUG manager.SqlManager: Found column servername of type [12, 255, 0]
15/10/22 00:07:11 DEBUG manager.SqlManager: Found column code of type [12, 255, 0]
15/10/22 00:07:11 DEBUG manager.SqlManager: Found column msg of type [12, 255, 0]
15/10/22 00:07:11 DEBUG orm.ClassWriter: selected columns:
15/10/22 00:07:11 DEBUG orm.ClassWriter:   time_stamp
15/10/22 00:07:11 DEBUG orm.ClassWriter:   category
15/10/22 00:07:11 DEBUG orm.ClassWriter:   type
15/10/22 00:07:11 DEBUG orm.ClassWriter:   servername
15/10/22 00:07:11 DEBUG orm.ClassWriter:   code
15/10/22 00:07:11 DEBUG orm.ClassWriter:   msg
15/10/22 00:07:11 DEBUG manager.SqlManager: Using fetchSize for next query: -2147483648
15/10/22 00:07:11 INFO manager.SqlManager: Executing SQL statement: SELECT t.* FROM `wlslog` 
AS t LIMIT 1
15/10/22 00:07:11 DEBUG manager.SqlManager: Found column time_stamp of type VARCHAR
15/10/22 00:07:11 DEBUG manager.SqlManager: Found column category of type VARCHAR
15/10/22 00:07:11 DEBUG manager.SqlManager: Found column type of type VARCHAR
15/10/22 00:07:11 DEBUG manager.SqlManager: Found column servername of type VARCHAR
15/10/22 00:07:11 DEBUG manager.SqlManager: Found column code of type VARCHAR
15/10/22 00:07:11 DEBUG manager.SqlManager: Found column msg of type VARCHAR
15/10/22 00:07:11 DEBUG orm.ClassWriter: Writing source file: /tmp/sqoop-hdfs/compile/3c3425
a2eecf819af8fe8f4eabd40468/wlslog.java
15/10/22 00:07:11 DEBUG orm.ClassWriter: Table name: wlslog
15/10/22 00:07:11 DEBUG orm.ClassWriter: Columns: time_stamp:12, category:12, type:12, 
servername:12, code:12, msg:12,
15/10/22 00:07:11 DEBUG orm.ClassWriter: sourceFilename is wlslog.java
15/10/22 00:07:11 DEBUG orm.CompilationManager: Found existing /tmp/sqoop-hdfs/compile/3c342
5a2eecf819af8fe8f4eabd40468/
15/10/22 00:07:11 INFO orm.CompilationManager: HADOOP_MAPRED_HOME is /usr/lib/hadoop-mapreduce
15/10/22 00:07:11 DEBUG orm.CompilationManager: Returning jar file path /usr/lib/hadoop-
mapreduce/hadoop-mapreduce-client-core.jar:/usr/lib/hadoop-mapreduce/hadoop-mapreduce-
client-core-2.6.0-cdh5.4.3.jar
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15/10/22 00:07:17 DEBUG orm.CompilationManager: Could not rename /tmp/sqoop-hdfs/compile/3c3
425a2eecf819af8fe8f4eabd40468/wlslog.java to /./wlslog.java
15/10/22 00:07:17 INFO orm.CompilationManager: Writing jar file: /tmp/sqoop-hdfs/compile/3c3
425a2eecf819af8fe8f4eabd40468/wlslog.jar
15/10/22 00:07:17 DEBUG orm.CompilationManager: Scanning for .class files in directory:  
/tmp/sqoop-hdfs/compile/3c3425a2eecf819af8fe8f4eabd40468
15/10/22 00:07:17 DEBUG orm.CompilationManager: Got classfile: /tmp/sqoop-hdfs/compile/3c342
5a2eecf819af8fe8f4eabd40468/wlslog.class -> wlslog.class
15/10/22 00:07:17 DEBUG orm.CompilationManager: Finished writing jar file /tmp/sqoop-hdfs/co
mpile/3c3425a2eecf819af8fe8f4eabd40468/wlslog.jar
15/10/22 00:07:17 WARN manager.MySQLManager: It looks like you are importing from mysql.
15/10/22 00:07:17 WARN manager.MySQLManager: This transfer can be faster! Use the --direct
15/10/22 00:07:17 WARN manager.MySQLManager: option to exercise a MySQL-specific fast path.
15/10/22 00:07:17 INFO manager.MySQLManager: Setting zero DATETIME behavior to convertToNull 
(mysql)
15/10/22 00:07:17 DEBUG manager.MySQLManager: Rewriting connect string to jdbc:mysql: 
//e414f8c41d0b:3306/mysqldb?zeroDateTimeBehavior=convertToNull
15/10/22 00:07:17 DEBUG manager.CatalogQueryManager: Retrieving primary key for table 
'wlslog' with query SELECT column_name FROM INFORMATION_SCHEMA.COLUMNS WHERE TABLE_SCHEMA = 
(SELECT SCHEMA()) AND TABLE_NAME = 'wlslog' AND COLUMN_KEY = 'PRI'
15/10/22 00:07:17 DEBUG manager.CatalogQueryManager: Retrieving primary key for table 
'wlslog' with query SELECT column_name FROM INFORMATION_SCHEMA.COLUMNS WHERE TABLE_SCHEMA = 
(SELECT SCHEMA()) AND TABLE_NAME = 'wlslog' AND COLUMN_KEY = 'PRI'
15/10/22 00:07:17 INFO mapreduce.ImportJobBase: Beginning import of wlslog
15/10/22 00:07:17 INFO Configuration.deprecation: mapred.job.tracker is deprecated. Instead, 
use mapreduce.jobtracker.address
15/10/22 00:07:17 INFO Configuration.deprecation: mapred.jar is deprecated. Instead, use 
mapreduce.job.jar
15/10/22 00:07:17 DEBUG db.DBConfiguration: Securing password into job credentials store
15/10/22 00:07:17 DEBUG mapreduce.DataDrivenImportJob: Using table class: wlslog
15/10/22 00:07:17 DEBUG mapreduce.DataDrivenImportJob: Using InputFormat: class com.
cloudera.sqoop.mapreduce.db.DataDrivenDBInputFormat
15/10/22 00:07:18 INFO Configuration.deprecation: mapred.map.tasks is deprecated. Instead, 
use mapreduce.job.maps
15/10/22 00:07:19 INFO jvm.JvmMetrics: Initializing JVM Metrics with processName=JobTracker, 
sessionId=
15/10/22 00:07:20 DEBUG db.DBConfiguration: Fetching password from job credentials store
15/10/22 00:07:20 INFO db.DBInputFormat: Using read commited transaction isolation
15/10/22 00:07:20 DEBUG db.DataDrivenDBInputFormat: Creating input split with lower bound 
'1=1' and upper bound '1=1'
15/10/22 00:07:20 INFO mapreduce.JobSubmitter: number of splits:1
15/10/22 00:07:21 INFO mapreduce.JobSubmitter: Submitting tokens for job:  
job_local2065078437_0001
15/10/22 00:07:25 INFO mapreduce.Job: The url to track the job: http://localhost:8080/
15/10/22 00:07:25 INFO mapreduce.Job: Running job: job_local2065078437_0001
15/10/22 00:07:25 INFO mapred.LocalJobRunner: OutputCommitter set in config null
15/10/22 00:07:25 INFO output.FileOutputCommitter: File Output Committer Algorithm version is 1
15/10/22 00:07:25 INFO mapred.LocalJobRunner: OutputCommitter is org.apache.hadoop.
mapreduce.lib.output.FileOutputCommitter
15/10/22 00:07:26 INFO mapred.LocalJobRunner: Waiting for map tasks
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15/10/22 00:07:26 INFO mapred.LocalJobRunner: Starting task: attempt_local2065078437_0001
_m_000000_0
15/10/22 00:07:26 INFO output.FileOutputCommitter: File Output Committer Algorithm version is 1
15/10/22 00:07:26 INFO mapred.Task:  Using ResourceCalculatorProcessTree : [ ]
15/10/22 00:07:26 DEBUG db.DBConfiguration: Fetching password from job credentials store
15/10/22 00:07:26 INFO db.DBInputFormat: Using read commited transaction isolation
15/10/22 00:07:26 INFO mapred.MapTask: Processing split: 1=1 AND 1=1
15/10/22 00:07:26 DEBUG db.DataDrivenDBInputFormat: Creating db record reader for db product: MYSQL
15/10/22 00:07:26 INFO mapreduce.Job: Job job_local2065078437_0001 running in uber mode : false
15/10/22 00:07:26 INFO mapreduce.Job:  map 0% reduce 0%
15/10/22 00:07:27 INFO db.DBRecordReader: Working on split: 1=1 AND 1=1
15/10/22 00:07:27 DEBUG db.DataDrivenDBRecordReader: Using query: SELECT `time_stamp`, 
`category`, `type`, `servername`, `code`, `msg` FROM `wlslog` AS `wlslog` WHERE ( 1=1 ) AND ( 1=1 )
15/10/22 00:07:27 DEBUG db.DBRecordReader: Using fetchSize for next query: -2147483648
15/10/22 00:07:27 INFO db.DBRecordReader: Executing query: SELECT `time_stamp`, `category`, 
`type`, `servername`, `code`, `msg` FROM `wlslog` AS `wlslog` WHERE ( 1=1 ) AND ( 1=1 )
15/10/22 00:07:27 DEBUG mapreduce.AutoProgressMapper: Instructing auto-progress thread to quit.
15/10/22 00:07:27 DEBUG mapreduce.AutoProgressMapper: Waiting for progress thread shutdown…
15/10/22 00:07:27 INFO mapreduce.AutoProgressMapper: Auto-progress thread is finished. 
keepGoing=false
15/10/22 00:07:27 DEBUG mapreduce.AutoProgressMapper: Progress thread shutdown detected.
15/10/22 00:07:27 INFO mapred.LocalJobRunner:
15/10/22 00:07:27 INFO mapred.Task: Task:attempt_local2065078437_0001_m_000000_0 is done. 
And is in the process of committing
15/10/22 00:07:27 INFO mapred.LocalJobRunner:
15/10/22 00:07:27 INFO mapred.Task: Task attempt_local2065078437_0001_m_000000_0 is allowed 
to commit now
15/10/22 00:07:27 INFO output.FileOutputCommitter: Saved output of task 'attempt_loca
l2065078437_0001_m_000000_0' to hdfs://localhost:8020/mysql/import/_temporary/0/task_
local2065078437_0001_m_000000
15/10/22 00:07:27 INFO mapred.LocalJobRunner: map
15/10/22 00:07:27 INFO mapred.Task: Task 'attempt_local2065078437_0001_m_000000_0' done.
15/10/22 00:07:27 INFO mapred.LocalJobRunner: Finishing task: attempt_local2065078437_0001
_m_000000_0
15/10/22 00:07:27 INFO mapred.LocalJobRunner: map task executor complete.
15/10/22 00:07:28 INFO mapreduce.Job:  map 100% reduce 0%
15/10/22 00:07:28 INFO mapreduce.Job: Job job_local2065078437_0001 completed successfully
15/10/22 00:07:28 INFO mapreduce.Job: Counters: 23
        File System Counters
                FILE: Number of bytes read=17796154
                FILE: Number of bytes written=18238016
                FILE: Number of read operations=0
                FILE: Number of large read operations=0
                FILE: Number of write operations=0
                HDFS: Number of bytes read=0
                HDFS: Number of bytes written=615
                HDFS: Number of read operations=4
                HDFS: Number of large read operations=0
                HDFS: Number of write operations=3
        Map-Reduce Framework
                Map input records=6
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                Map output records=6
                Input split bytes=87
                Spilled Records=0
                Failed Shuffles=0
                Merged Map outputs=0
                GC time elapsed (ms)=306
                CPU time spent (ms)=0
                Physical memory (bytes) snapshot=0
                Virtual memory (bytes) snapshot=0
                Total committed heap usage (bytes)=138571776
        File Input Format Counters
                Bytes Read=0
        File Output Format Counters
                Bytes Written=615
15/10/22 00:07:28 INFO mapreduce.ImportJobBase: Transferred 615 bytes in 9.6688 seconds 
(63.6064 bytes/sec)
15/10/22 00:07:28 INFO mapreduce.ImportJobBase: Retrieved 6 records.
root@08b338cb2a90:/#

Listing Data Imported into HDFS
To list the files generated with the sqoop import tool in the /mysql/import directory, run the following 
command.

sudo -u hdfs hdfs dfs -ls /mysql/import

Two files get listed: _SUCCESS, which indicates that the sqoop import command completed successfully, 
and part-m-00000, which has the data imported as shown in Figure 11-23.

Figure 11-23.  Listing Files Generated by sqoop import

List the data in the data file part-m-00000 with the following command.

sudo -u hdfs hdfs dfs -cat /mysql/import/part-m-00000

The data imported with the sqoop import tool gets listed as shown in Figure 11-24.
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Exporting from HDFS to MySQL with Sqoop
Next, we shall export the data imported into HDFS back to MySQL database. In general the sqoop export 
tool exports a set of files from HDFS back to an RDBMS where the target table exists already in the database 
and the input files will be read and parsed into a set of records according to the delimiters specified in the 
"user-specified" values.

The code required to interact with the database may be generated during the sqoop export command 
or before the sqoop export command. We shall generate the code before running the sqoop export 
command using the sqoop codegen command as follows.

sudo -u hdfs sqoop codegen --connect "jdbc:mysql://e414f8c41d0b:3306/mysqldb"   --password 
"mysql" --username "mysql" --table "WLSLOG_COPY"

The command parameters are the same as for the sqoop codegen command run before the sqoop 
import command except the table name is WLSLOG_COPY instead of wlslog. The code required by the sqoop 
export command gets generated in the WLSLOG_COPY.jar file as shown in Figure 11-25.

Figure 11-24.  Listing Data imported by Sqoop
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Next, run the sqoop export command adding the WLSLOG_COPY.jar in the classpath with the –libjars 
option. The other command parameters are the same as the sqoop import command except the –table 
being “WLSLOG_COPY” and the --export-dir option replacing the --target-dir. The directory in the 
--export-dir option should be the same as the directory in the --data-dir option for the sqoop import 
command.

sudo -u hdfs sqoop export  -libjars /tmp/sqoop-hdfs/compile/047d0687acbb2298370a7b461cdfdd
2e/WLSLOG_COPY.jar --connect "jdbc:mysql://e414f8c41d0b:3306/mysqldb"   --password "mysql" 
--username "mysql"  --export-dir "/mysql/import" --table "WLSLOG_COPY"   --verbose

The output from the sqoop export command is shown in Figure 11-26.

Figure 11-25.  Running the sqoop codegen Command
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The detailed output from the sqoop export command is listed:

root@08b338cb2a90:/# sudo -u hdfs sqoop export  -libjars /tmp/sqoop-hdfs/compile/047d0687a
cbb2298370a7b461cdfdd2e/WLSLOG_COPY.jar --connect "jdbc:mysql://e414f8c41d0b:3306/mysqldb"   
--password "mysql" --username "mysql"  --export-dir "/mysql/import" --table "WLSLOG_COPY"   
--verbose
15/10/22 00:13:52 INFO sqoop.Sqoop: Running Sqoop version: 1.4.5-cdh5.4.3
15/10/22 00:13:54 INFO tool.CodeGenTool: Beginning code generation
15/10/22 00:13:54 DEBUG manager.SqlManager: Execute getColumnInfoRawQuery : SELECT t.* FROM 
`WLSLOG_COPY` AS t LIMIT 1
15/10/22 00:13:54 DEBUG manager.SqlManager: No connection paramenters specified. Using 
regular API for making connection.

Figure 11-26.  Output from the sqoop export command
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15/10/22 00:13:55 DEBUG manager.SqlManager: Using fetchSize for next query: -2147483648
15/10/22 00:13:55 INFO manager.SqlManager: Executing SQL statement: SELECT t.* FROM  
`WLSLOG_COPY` AS t LIMIT 1
15/10/22 00:13:55 DEBUG manager.SqlManager: Found column time_stamp of type [12, 255, 0]
15/10/22 00:13:55 DEBUG manager.SqlManager: Found column category of type [12, 255, 0]
15/10/22 00:13:55 DEBUG manager.SqlManager: Found column type of type [12, 255, 0]
15/10/22 00:13:55 DEBUG manager.SqlManager: Found column servername of type [12, 255, 0]
15/10/22 00:13:55 DEBUG manager.SqlManager: Found column code of type [12, 255, 0]
15/10/22 00:13:55 DEBUG manager.SqlManager: Found column msg of type [12, 255, 0]
15/10/22 00:13:55 DEBUG orm.ClassWriter: selected columns:
15/10/22 00:13:55 DEBUG orm.ClassWriter:   time_stamp
15/10/22 00:13:55 DEBUG orm.ClassWriter:   category
15/10/22 00:13:55 DEBUG orm.ClassWriter:   type
15/10/22 00:13:55 DEBUG orm.ClassWriter:   servername
15/10/22 00:13:55 DEBUG orm.ClassWriter:   code
15/10/22 00:13:55 DEBUG orm.ClassWriter:   msg
15/10/22 00:13:55 DEBUG manager.SqlManager: Using fetchSize for next query: -2147483648
15/10/22 00:13:55 INFO manager.SqlManager: Executing SQL statement: SELECT t.* FROM  
`WLSLOG_COPY` AS t LIMIT 1
15/10/22 00:13:55 DEBUG manager.SqlManager: Found column time_stamp of type VARCHAR
15/10/22 00:13:55 DEBUG manager.SqlManager: Found column category of type VARCHAR
15/10/22 00:13:55 DEBUG manager.SqlManager: Found column type of type VARCHAR
15/10/22 00:13:55 DEBUG manager.SqlManager: Found column servername of type VARCHAR
15/10/22 00:13:55 DEBUG manager.SqlManager: Found column code of type VARCHAR
15/10/22 00:13:55 DEBUG manager.SqlManager: Found column msg of type VARCHAR
15/10/22 00:13:55 DEBUG orm.ClassWriter: Writing source file: /tmp/sqoop-hdfs/compile/715ce1
218221b63dfffd800222f863f0/WLSLOG_COPY.java
15/10/22 00:13:55 DEBUG orm.ClassWriter: Table name: WLSLOG_COPY
15/10/22 00:13:55 DEBUG orm.ClassWriter: Columns: time_stamp:12, category:12, type:12, 
servername:12, code:12, msg:12,
15/10/22 00:13:55 DEBUG orm.ClassWriter: sourceFilename is WLSLOG_COPY.java
15/10/22 00:13:55 DEBUG orm.CompilationManager: Found existing /tmp/sqoop-hdfs/compile/715ce
1218221b63dfffd800222f863f0/
15/10/22 00:13:55 INFO orm.CompilationManager: HADOOP_MAPRED_HOME is /usr/lib/hadoop-mapreduce
15/10/22 00:13:55 DEBUG orm.CompilationManager: Returning jar file path /usr/lib/hadoop-
mapreduce/hadoop-mapreduce-client-core.jar:/usr/lib/hadoop-mapreduce/hadoop-mapreduce-
client-core-2.6.0-cdh5.4.3.jar
15/10/22 00:14:02 INFO mapreduce.ExportJobBase: Beginning export of WLSLOG_COPY
15/10/22 00:14:02 INFO Configuration.deprecation: mapred.job.tracker is deprecated. Instead, 
use mapreduce.jobtracker.address
15/10/22 00:14:02 INFO Configuration.deprecation: mapred.jar is deprecated. Instead, use 
mapreduce.job.jar
15/10/22 00:14:04 DEBUG mapreduce.JobBase: Using InputFormat: class org.apache.sqoop.
mapreduce.ExportInputFormat
15/10/22 00:14:04 DEBUG db.DBConfiguration: Securing password into job credentials store
15/10/22 00:14:04 INFO jvm.JvmMetrics: Initializing JVM Metrics with processName=JobTracker, 
sessionId=
15/10/22 00:14:06 INFO input.FileInputFormat: Total input paths to process : 1
15/10/22 00:14:06 DEBUG mapreduce.ExportInputFormat: Target numMapTasks=4
15/10/22 00:14:06 DEBUG mapreduce.ExportInputFormat: Total input bytes=615
15/10/22 00:14:06 DEBUG mapreduce.ExportInputFormat: maxSplitSize=153
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15/10/22 00:14:06 INFO input.FileInputFormat: Total input paths to process : 1
15/10/22 00:14:06 DEBUG mapreduce.ExportInputFormat: Generated splits:
15/10/22 00:14:06 DEBUG mapreduce.ExportInputFormat:   Paths:/mysql/import/
part-m-00000:0+153 Locations:08b338cb2a90:;
15/10/22 00:14:06 DEBUG mapreduce.ExportInputFormat:   Paths:/mysql/import/
part-m-00000:153+153 Locations:08b338cb2a90:;
15/10/22 00:14:06 DEBUG mapreduce.ExportInputFormat:   Paths:/mysql/import/
part-m-00000:306+153 Locations:08b338cb2a90:;
15/10/22 00:14:06 DEBUG mapreduce.ExportInputFormat:   Paths:/mysql/import/
part-m-00000:459+78,/mysql/import/part-m-00000:537+78 Locations:08b338cb2a90:;
15/10/22 00:14:06 INFO mapreduce.JobSubmitter: number of splits:4
15/10/22 00:14:06 INFO Configuration.deprecation: mapred.map.tasks.speculative.execution is 
deprecated. Instead, use mapreduce.map.speculative
15/10/22 00:14:06 INFO mapreduce.JobSubmitter: Submitting tokens for job:  
job_local1198888838_0001
15/10/22 00:14:11 INFO mapreduce.Job: The url to track the job: http://localhost:8080/
15/10/22 00:14:11 INFO mapreduce.Job: Running job: job_local1198888838_0001
15/10/22 00:14:11 INFO mapred.LocalJobRunner: OutputCommitter set in config null
15/10/22 00:14:11 INFO mapred.LocalJobRunner: OutputCommitter is org.apache.sqoop.mapreduce.
NullOutputCommitter
15/10/22 00:14:11 INFO mapred.LocalJobRunner: Waiting for map tasks
15/10/22 00:14:11 INFO mapred.LocalJobRunner: Starting task: attempt_local1198888838_0001
_m_000000_0
15/10/22 00:14:11 DEBUG mapreduce.CombineShimRecordReader: ChildSplit operates on:  
hdfs://localhost:8020/mysql/import/part-m-00000
15/10/22 00:14:11 DEBUG db.DBConfiguration: Fetching password from job credentials store
15/10/22 00:14:12 DEBUG mapreduce.CombineShimRecordReader: ChildSplit operates on:  
hdfs://localhost:8020/mysql/import/part-m-00000
15/10/22 00:14:12 DEBUG mapreduce.AutoProgressMapper: Instructing auto-progress thread to quit.
15/10/22 00:14:12 DEBUG mapreduce.AutoProgressMapper: Waiting for progress thread shutdown...
15/10/22 00:14:12 INFO mapreduce.AutoProgressMapper: Auto-progress thread is finished. 
keepGoing=false
15/10/22 00:14:12 DEBUG mapreduce.AutoProgressMapper: Progress thread shutdown detected.
15/10/22 00:14:12 INFO mapred.LocalJobRunner:
15/10/22 00:14:12 DEBUG mapreduce.AsyncSqlOutputFormat: Committing transaction of 1 statements
15/10/22 00:14:12 INFO mapred.Task: Task:attempt_local1198888838_0001_m_000000_0 is done. 
And is in the process of committing
15/10/22 00:14:12 INFO mapred.LocalJobRunner: map
15/10/22 00:14:12 INFO mapred.Task: Task 'attempt_local1198888838_0001_m_000000_0' done.
15/10/22 00:14:12 INFO mapred.LocalJobRunner: Finishing task: attempt_local1198888838_0001
_m_000000_0
15/10/22 00:14:12 INFO mapred.LocalJobRunner: Starting task: attempt_local1198888838_0001
_m_000001_0
15/10/22 00:14:12 INFO mapred.Task:  Using ResourceCalculatorProcessTree : [ ]
15/10/22 00:14:12 INFO mapred.MapTask: Processing split: Paths:/mysql/import/
part-m-00000:0+153
15/10/22 00:14:12 DEBUG mapreduce.CombineShimRecordReader: ChildSplit operates on:  
hdfs://localhost:8020/mysql/import/part-m-00000
15/10/22 00:14:12 DEBUG db.DBConfiguration: Fetching password from job credentials store
15/10/22 00:14:12 DEBUG mapreduce.AutoProgressMapper: Instructing auto-progress thread to quit.
15/10/22 00:14:12 DEBUG mapreduce.AutoProgressMapper: Waiting for progress thread shutdown...
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15/10/22 00:14:12 INFO mapreduce.AutoProgressMapper: Auto-progress thread is finished. 
keepGoing=false
15/10/22 00:14:12 DEBUG mapreduce.AutoProgressMapper: Progress thread shutdown detected.
15/10/22 00:14:12 INFO mapred.LocalJobRunner:
15/10/22 00:14:12 DEBUG mapreduce.AsyncSqlOutputFormat: Committing transaction of 1 
statements
15/10/22 00:14:12 INFO mapred.Task: Task:attempt_local1198888838_0001_m_000001_0 is done. 
And is in the process of committing
15/10/22 00:14:12 INFO mapred.LocalJobRunner: map
15/10/22 00:14:12 INFO mapred.Task: Task 'attempt_local1198888838_0001_m_000001_0' done.
15/10/22 00:14:12 INFO mapred.LocalJobRunner: Finishing task: attempt_local1198888838_0001
_m_000001_0
15/10/22 00:14:12 INFO mapred.LocalJobRunner: Starting task: attempt_local1198888838_0001
_m_000002_0
15/10/22 00:14:12 INFO mapreduce.Job: Job job_local1198888838_0001 running in uber mode : false
15/10/22 00:14:12 INFO mapred.Task:  Using ResourceCalculatorProcessTree : [ ]
15/10/22 00:14:12 INFO mapred.MapTask: Processing split: Paths:/mysql/import/
part-m-00000:153+153
15/10/22 00:14:12 DEBUG mapreduce.CombineShimRecordReader: ChildSplit operates on:  
hdfs://localhost:8020/mysql/import/part-m-00000
15/10/22 00:14:12 INFO mapreduce.Job:  map 100% reduce 0%
15/10/22 00:14:12 DEBUG db.DBConfiguration: Fetching password from job credentials store
15/10/22 00:14:12 DEBUG mapreduce.AutoProgressMapper: Instructing auto-progress thread to quit.
15/10/22 00:14:12 DEBUG mapreduce.AutoProgressMapper: Waiting for progress thread shutdown...
15/10/22 00:14:12 INFO mapreduce.AutoProgressMapper: Auto-progress thread is finished. 
keepGoing=false
15/10/22 00:14:12 DEBUG mapreduce.AutoProgressMapper: Progress thread shutdown detected.
15/10/22 00:14:12 INFO mapred.LocalJobRunner:
15/10/22 00:14:12 DEBUG mapreduce.AsyncSqlOutputFormat: Committing transaction of 1 
statements
15/10/22 00:14:12 INFO mapred.Task: Task:attempt_local1198888838_0001_m_000002_0 is done. 
And is in the process of committing
15/10/22 00:14:12 INFO mapred.LocalJobRunner: map
15/10/22 00:14:12 INFO mapred.Task: Task 'attempt_local1198888838_0001_m_000002_0' done.
15/10/22 00:14:12 INFO mapred.LocalJobRunner: Finishing task: attempt_local1198888838_0001
_m_000002_0
15/10/22 00:14:12 INFO mapred.LocalJobRunner: Starting task: attempt_local1198888838_0001
_m_000003_0
15/10/22 00:14:12 INFO mapred.Task:  Using ResourceCalculatorProcessTree : [ ]
15/10/22 00:14:12 INFO mapred.MapTask: Processing split: Paths:/mysql/import/
part-m-00000:306+153
15/10/22 00:14:12 DEBUG mapreduce.CombineShimRecordReader: ChildSplit operates on:  
hdfs://localhost:8020/mysql/import/part-m-00000
15/10/22 00:14:12 DEBUG db.DBConfiguration: Fetching password from job credentials store
15/10/22 00:14:12 DEBUG mapreduce.AutoProgressMapper: Instructing auto-progress thread to quit.
15/10/22 00:14:12 DEBUG mapreduce.AutoProgressMapper: Waiting for progress thread shutdown...
15/10/22 00:14:12 INFO mapreduce.AutoProgressMapper: Auto-progress thread is finished. 
keepGoing=false
15/10/22 00:14:12 DEBUG mapreduce.AutoProgressMapper: Progress thread shutdown detected.
15/10/22 00:14:12 INFO mapred.LocalJobRunner:
15/10/22 00:14:12 DEBUG mapreduce.AsyncSqlOutputFormat: Committing transaction of 1 statements
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15/10/22 00:14:12 INFO mapred.Task: Task:attempt_local1198888838_0001_m_000003_0 is done. 
And is in the process of committing
15/10/22 00:14:12 INFO mapred.LocalJobRunner: map
15/10/22 00:14:12 INFO mapred.Task: Task 'attempt_local1198888838_0001_m_000003_0' done.
15/10/22 00:14:12 INFO mapred.LocalJobRunner: Finishing task: attempt_local1198888838_0001
_m_000003_0
15/10/22 00:14:12 INFO mapred.LocalJobRunner: map task executor complete.
15/10/22 00:14:13 INFO mapreduce.Job: Job job_local1198888838_0001 completed successfully
15/10/22 00:14:13 INFO mapreduce.Job: Counters: 23
        File System Counters
                FILE: Number of bytes read=71190614
                FILE: Number of bytes written=72948608
                FILE: Number of read operations=0
                FILE: Number of large read operations=0
                FILE: Number of write operations=0
                HDFS: Number of bytes read=4068
                HDFS: Number of bytes written=0
                HDFS: Number of read operations=86
                HDFS: Number of large read operations=0
                HDFS: Number of write operations=0
        Map-Reduce Framework
                Map input records=6
                Map output records=6
                Input split bytes=576
                Spilled Records=0
                Failed Shuffles=0
                Merged Map outputs=0
                GC time elapsed (ms)=0
                CPU time spent (ms)=0
                Physical memory (bytes) snapshot=0
                Virtual memory (bytes) snapshot=0
                Total committed heap usage (bytes)=576782336
        File Input Format Counters
                Bytes Read=0
        File Output Format Counters
                Bytes Written=0
15/10/22 00:14:13 INFO mapreduce.ExportJobBase: Transferred 3.9727 KB in 8.722 seconds 
(466.4067 bytes/sec)
15/10/22 00:14:13 INFO mapreduce.ExportJobBase: Exported 6 records.
root@08b338cb2a90:/#

Querying Exported Data
Having exported from HDFS to MySQL, use the following SELECT statement in MySQL CLI to query the data 
exported.

select * from WLSLOG_COPY;

The six rows of data exported get listed as shown in Figure 11-27.
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Figure 11-27.  Querying Exported Data in WLSLOG_COPY

Stopping and Removing Docker Containers
To remove the mysqldb and cdh containers the containers have to be first stopped. Stop the mysqldb 
container with the docker stop command.

sudo docker stop mysqldb

Remove the mysqldb container with the docker rm command.

sudo docker rm mysqldb

The mysqldb container gets stopped and removed as shown in Figure 11-28.
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Figure 11-28.  Stopping and Removing Docker Container for MySQL Database

Figure 11-29.  Stopping and Removing Docker Container for CDH

Similarly stop and remove the cdh container.

sudo docker stop cdh
sudo docker rm cdh

The cdh container gets stopped and removed as shown in Figure 11-29.

Summary
In this chapter we used Docker images for CDH and MySQL database to run two separate, but linked, 
Docker containers. We created a MySQL database in the Docker container and ran the sqoop import tool 
in the CDH container to import data from MySQL to HDFS. Subsequently we ran the sqoop export tool to 
export from HDFS to MySQL database. In the next chapter we shall discuss Apache Kafka.
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Chapter 12

Using Apache Kafka

Apache Kafka is a messaging system based on the publish-subscribe model. A Kafka cluster consists of one 
or more servers called brokers. Kafka keeps messages categorized by “topics”. Producers produce messages 
and publish the messages to topics. Consumers subscribe to specific topic/s and consume feeds of messages 
published to the topic/s. The messages published to a topic do not have to be consumed as produced 
and are stored in the topic for a configurable duration. A consumer may choose to consume the messages 
in a topic from the beginning. Apache ZooKeeper server is used to coordinate a Kafka cluster. The Kafka 
architecture is illustrated in Figure 12-1.

Figure 12-1.  Apache Kafka Architecture

Apache Kafka is not directly based on Apache Hadoop nor does it make use of Apache Hadoop. But 
Kafka could be used as an Apache Flume source, channel, or sink. In this chapter we shall make use of a 
Docker image to run Apache Kafka in a Docker container. This chapter has the following sections.

Setting the Environment

Starting Docker Containers for Apache Kafka

Finding IP Addresses

Listing the Kafka Logs

Creating a Kafka Topic

Starting the Kafka Producer
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Starting the Kafka Consumer

Producing and Consuming Messages

Stopping and Removing the Docker Containers

Setting the Environment
The following software is required for this chapter.

-Docker (version 1.8)

-Docker image for Apache ZooKeeper (version latest)

-Docker image for Apache Kafka (version latest)

Connect to an Amazon EC2 instance on which the software is to be installed; the Public IP Address 
would be different for different users.

ssh -i "docker.pem" ec2-user@52.91.168.33

Install Docker and start the Docker service.

sudo service docker start

An OK message indicates that Docker has been started as shown in Figure 12-2.

Figure 12-2.  Starting Docker Service

Download the Docker image dockerkafka/zookeeper for Apache ZooKeeper.

sudo docker pull dockerkafka/zookeeper

The Docker image gets downloaded as shown in Figure 12-3.
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The dockerkafka/zookeeper image has been selected for download because a corresponding 
dockerkafka/kafka image is also available. Download the Docker image dockerkafka/kafka also.

sudo  docker pull dockerkafka/kafka

Docker image dockerkafka/kafka gets downloaded as shown in Figure 12-4.

Figure 12-3.  Downloading dockerkafka/zookeeper Docker Image
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Starting Docker Containers for Apache Kafka
We need to start both Apache ZooKeeper and Apache Kafka containers as both are required for a Kafka cluster. 
First, start a Docker container for Apache ZooKeeper using the following docker run command in which the 
port for ZooKeeper is set to 2181. The Docker container is started in detached mode with the –d option.

sudo docker run -d --name zookeeper -p 2181:2181  dockerkafka/zookeeper

Next, start the Docker container for the Kafka server using the dockerkafka/kafka image. Specify the 
port for the Kafka server as 9092 and link the Kafka container with the container running the ZooKeeper 
using –link parameter.

sudo docker run --name kafka  -p 9092:9092 --link zookeeper:zookeeper  dockerkafka/kafka

List the running containers with the docker ps command.

sudo docker ps

The two containers, one for Apache ZooKeeper and the other for Apache Kafka get listed as shown in 
Figure 12-5.

Figure 12-4.  Downloading the dockerkafka/kafka Docker Image
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Finding IP Addresses
To run the Kakfa Producer and Consumer, we need to find the IP address of the Docker container running 
the ZooKeeper and IP address of the Docker container running the Kafka server. Run the following two 
commands to export the ZK_IP and KAFKA_IP environment variables.

export ZK_IP=$(sudo docker inspect --format '{{ .NetworkSettings.IPAddress }}' zookeeper)
export KAFKA_IP=$(sudo docker inspect --format '{{ .NetworkSettings.IPAddress }}' kafka)

Subsequently, echo the ZK_IP and KAFKA_IP variables. The ZK_IP is output as 172.17.0.1 and the 
KAFKA_IP is output as 172.17.0.2 as shown in Figure 12-6. We shall use these IP addresses in subsequent 
sections.

Figure 12-5.  Listing Running Docker Containers

Figure 12-6.  Finding IP Addresses for Zookeeper and Kafka Servers
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Listing the Kafka Logs
Output the logs for the Docker container “kafka” with the docker logs command.

sudo docker logs -f kafka

The output indicates that the Kafka server got started as shown in Figure 12-7.

Figure 12-7.  Listing Kafka Logs

In subsequent sections we shall create a Kafka topic, start a Kafka producer, start a Kafka consumer and 
produce messages at the Kafka Producer to be published at a Kafka topic, and consume the messages at the 
Kafka Consumer.

Creating a Kafka Topic
First, we need to create a Kafka topic to publish messages to. Start the interactive terminal with the following 
command.

sudo docker exec -it kafka bash
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Create a Kafka topic in the interactive terminal with the kafka-topics.sh –create command. Specify 
the topic to create with the –topic option as “test”. Specify the ZooKeeper address as the IP address for the 
ZooKeeper obtained earlier and set in the environment variable ZK_IP. Specify the ZooKeeper port as 2181. 
The number of partitions is set to 1 with the --partitions option, and the replication factor is set to 1 with 
the --replication-factor option.

kafka-topics.sh --create --topic test --zookeeper 172.17.0.1:2181 --replication-factor 1 
--partitions 1

The output from the command is Created topic “test” as shown in Figure 12-8.

Figure 12-8.  Creating a Kafka topic

Figure 12-9.  Starting the Kafka Producer

Starting the Kafka Producer
Next, start the Kafka producer with the following command from an interactive terminal for the “kafka” 
container running the Kafka server. The broker list is specified as 172.17.0.2:9092 in which the IP address 
is the environment variable KAFKA_IP exported earlier. The port Kafka server listens on is 9092. The topic to 
which the messages are to be published is set with the –topic option as “test”.

kafka-console-producer.sh --topic test --broker-list 172.17.0.2:9092

Kafka producer console gets started as shown in Figure 12-9.

Starting the Kafka Consumer
For the Kafka Consumer console we need to start another interactive terminal for the “kafka” container.

sudo docker exec -it kafka bash

Run the following command to start the Kafka consumer console to consume messages published to 
the “test” topic as specified with the –topic option. The ZooKeeper host:port is set with the –zookeeper 
option to 172.17.0.1:2181 in which the IP Address is the environment variable ZK_IP and the port is 2181. 
The --from-beginning option implies that messages are to be consumed from the beginning.

kafka-console-consumer.sh --topic test --from-beginning --zookeeper 172.17.0.1:2181

The Kafka consumer console gets started as shown in Figure 12-10.
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Producing and Consuming Messages
In this section we shall publish messages from the Kafka Producer to the Kafka topic “test” configured 
when we started the Producer, and consume the messages at the Kafka consumer also subscribed to the 
“test” topic.

Publish a message “Hello Kafka from Docker” at the Producer console as shown in Figure 12-11. Click 
on Enter to navigate to the next line in the console.

Figure 12-11.  Producing a Message at the Kafka Producer

Figure 12-12.  Consuming Messages at the Consumer

The message published to the “test” topic gets consumed at the Kafka Consumer and gets output in the 
Consumer console as shown in Figure 12-12.

Figure 12-10.  Starting the Kafka Consumer
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Stopping and Removing the Docker Containers
To stop the Docker containers, run the docker stop command. Stop the “kafka” container as follows.

sudo docker stop kafka

The “kafka” container may be removed with the docker rm command.

sudo docker rm kafka

Similarly, stop and remove the Docker container “zookeeper”.

sudo docker stop zookeeper
sudo docker rm zookeeper

Figure 12-13.  Producing More Messages at the Producer

Figure 12-14.  Consumming Messages

Similarly, publish more messages to the “test” topic from the Kafka Producer as shown in Figure 12-13.

The messages get output at the Kafka Consumer console as shown in Figure 12-14.
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Summary
In this chapter we used Docker containers for Apache ZooKeeper and Apache Kafka to run a Kafka server 
process linked to an Apache ZooKeeper process. We created a Kafka Topic, started a Kafka producer, started 
a Kafka Consumer, published messages to the topic from the Kafka producer and consumed the messages at 
the Consumer. In the next chapter we shall discuss using Apache Solr with Docker.
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Chapter 13

Using Apache Solr

Apache Solr is an open source search platform built on Apache Lucene, a text search engine library. Apache 
Solr is scalable and reliable and provides indexing and querying service. Cloudera Search is based on 
Apache Solr. In this chapter we shall use the official Docker image for Apache Solr to run Apache Solr in a 
Docker container. This chapter has the following sections.

Setting the Environment

Starting Docker Container for Apache Solr Server

Starting Interactive Shell

Logging in to the Solr Admin Console

Creating a Core Admin Index

Loading Sample Data

Querying Apache Solr in Solr Admin Console

Querying Apache Solr using REST API Client

Deleting Data

Listing Logs

Stopping Apache Solr Server

Setting the Environment
The following software is required for this chapter.

-Docker Engine (version 1.8)

-Docker image for Apache Solr

We will use an Amazon EC2 instance based on the Ubuntu Server 14.04 LTS (HVM), SSD Volume  
Type - ami-d05e75b8. Login to the Amazon EC2 instance with the user name “ubuntu” and the public IP 
address of the Amazon EC2 instance.

ssh -i "docker.pem" ubuntu@54.208.53.110

Ubuntu instance on Amazon EC2 gets logged in to as shown in Figure 13-1.
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Install Docker on Ubuntu as discussed in Chapter 1. Start the Docker service. If Docker is already 
started, a message “start: Job is already running: docker” gets output.

sudo service docker start

Docker service status may be output with the following command.

sudo service docker status

A message indicating that a docker process is running gets output as shown in Figure 13-2.

Figure 13-1.  Logging in to Ubuntu on AmazonEC2

Figure 13-2.  Starting and Finding Docker Service Status
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Next, download the official Docker image for Apache Solr with the docker pull command.

sudo docker pull solr

The Docker image gets downloaded as shown in Figure 13-3.

Figure 13-3.  Downloading Docker Image solr

Starting Docker Container for Apache Solr Server
To start Apache Solr server run the docker run command with port specified with –p as 8983. Specify the 
container name with –name option as “solr_on_docker,“ which is arbitrary. The –d command parameter 
makes the Docker container run in a detached mode.

sudo docker run -p 8983:8983  -d --name  solr_on_docker  solr
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List the running Docker containers with the docker ps command.

sudo docker ps

The Docker container running Apache Solr get listed including the container id assigned to the 
container as shown in Figure 13-4.

Figure 13-4.  Starting Docker Container for Apache Solr

Run the docker logs command to output the logs for the Docker container. Either the container name 
or container id may be used in docker commands.

sudo docker logs -f 8061f79d1f16

The container logs indicate that the Apache Solr server has started as shown in Figure 13-5.
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Figure 13-5.  Listing Docker Container Log

Starting the Interactive Shell
Start the interactive shell for the Docker container as user “solr.”

sudo docker exec -it –user=solr solr_on_docker bash

The interactive shell (or tty) gets started as shown in Figure 13-6.

Figure 13-6.  Starting TTY

Apache Solr commands may be run in the interactive terminal.
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Logging in to the Solr Admin Console
If the Docker container running the Apache Solr server is running on a different host than the Admin 
Console, use the public DNS name of the Amazon EC2 instance running the Docker engine and the Docker 
container. Obtain the public DNS from the Amazon EC2 Management Console. The public DNS is ec2-54-
208-53-110.compute-1.amazonaws.com as shown in Figure 13-7.

Figure 13-7.  Finding the Public DNS

Use the URL http://ec2-54-208-53-110.compute-1.amazonaws.com:8983/ to access the Apache Solr 
Admin Console. The Dashboard is shown in Figure 13-8.
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Creating a Core Index
Next, create a core, an index for the data to be stored in Apache Solr. From the tty run the bin/solr create_
core command to create a core called gettingstarted.

bin/solr create_core -c gettingstarted

A new core called “gettingstarted” gets created as shown in Figure 13-9.

Figure 13-8.  Logging in to Solr Admin Console
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In the Solr Admin Console, select Core Admin as shown in Figure 13-10.

Figure 13-10.  Selecting Core Admin

Figure 13-9.  Creating a Core called “gettingstarted”
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In the Core Selector, select the gettingstarted core as shown in Figure 13-11.

Figure 13-11.  Selecting the gettingstarted Core

Select Overview tab in the margin as shown in Figure 13-12. The index stats get listed such as the 
version, Num Docs, Max Doc, and Deleted.
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Loading Sample Data
Apache Solr supports indexing of documents in XML, JSON and CSV formats. We shall index using the 
XML format. The root element is required to be <add/> and each document must be enclosed in the <doc/> 
element. The id field is required. We shall index the following XML format document. Store the document as 
solr.xml.

<add>
<doc>
  <field name="id">SOLR1000</field>
  <field name="name">Solr, the Enterprise Search Server</field>
  <field name="manu">Apache Software Foundation</field>
  <field name="cat">software</field>
  <field name="cat">search</field>
  <field name="features">Advanced Full-Text Search Capabilities using Lucene</field>
  <field name="features">Optimized for High Volume Web Traffic</field>
  <field name="features">Standards Based Open Interfaces - XML and HTTP</field>
  <field name="features">Comprehensive HTML Administration Interfaces</field>
  <field name="features">Scalability - Efficient Replication to other Solr Search Servers</field>
  <field name="features">Flexible and Adaptable with XML configuration and Schema</field>
  <field name="features">Good unicode support: h&#xE9;llo (hello with an accent over the e)</field>
  <field name="price">0</field>

Figure 13-12.  Displaying the Overview of the gettingstarted Core
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Figure 13-13.  Copying solr.xml to DockerContainer

  <field name="popularity">10</field>
  <field name="inStock">true</field>
  <field name="incubationdate_dt">2006-01-17T00:00:00.000Z</field>
</doc>
</add>

Copy the solr.xml to the /opt/solr directory in the Docker container. Run the following docker cp 
command from the Ubuntu host, not the Docker container, to copy the solr.xml document to the Docker 
container with id 8061f79d1f16, which is running the Apache Solr server. The container id may be obtained 
from the output of the docker ps command.

sudo docker cp solr.xml 8061f79d1f16:/opt/solr/solr.xml

The solr.xml document gets copied to the /opt/solr directory in the Docker container as shown in 
Figure 13-13.

Figure 13-14.  Listing the solr.xml File in Docker Container

Start the interactive terminal (tty) with the following command.

sudo docker exec -it –user=solr solr_on_docker bash

From the /opt/solr directory run the following command to list the files and directories in the 
directory. The solr.xml should get listed as shown in Figure 13-14.
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Run the following command to post the solr.xml to the gettingstarted index.

bin/post -c gettingstarted ./solr.xml

The solr.xml file gets indexed as shown in Figure 13-15.

Figure 13-16.  Selecting the Query tab

Figure 13-15.  indexing solr.xml

Querying Apache Solr in Solr Admin Console
The indexed document may be queried from the Solr Admin console. Select the Query tab as shown in Figure 13-16.
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The Request-Handler (qt) should be set to /select and the query should be set to *.* to select all 
documents in the index as shown in Figure 13-17. The start index is set to 0 and the number of rows to select 
is set to 10. The wt (response writer) is set to json to return the queried documents in JSON format. Other 
supported formats are XML and CSV.

Figure 13-17.  The /select Request Handler
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Figure 13-18.  Clicking on Execute Query

Click on Execute Query as shown in Figure 13-18.
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The query result gets returned as JSON as shown in Figure 13-19.

Figure 13-19.  JSON Response from Query
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Querying Apache Solr using REST API Client
The Apache Solr indexed documents may also be accessed using the REST client such as curl. For example, 
query all the documents in the gettingstarted index using the following curl command run from the 
interactive terminal for the “solr” container.

curl http://ec2-54-208-53-110.compute-1.amazonaws.com:8983/solr/gettingstarted/select?q=*%3A
*&wt=json&indent=true

All the documents indexed in the gettingstarted index get output as shown in Figure 13-21.

Figure 13-20.  The _version_ field added automatically

The version field gets added to the JSON document returned as shown in Figure 13-20.
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As another example, query all documents with “Lucene” in the document.

curl "http://ec2-54-208-53-110.compute-1.amazonaws.com:8983/solr/gettingstarted/select?wt=js
on&indent=true&q=Lucene"

As the single document indexed has “Lucene” in it the document gets returned as shown in Figure 13-22.

Figure 13-21.  Running a REST Client Query
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To query for a document with text in a specific field use the field=text format in the q parameter. For 
example, search for all documents with “Lucene” in the “name” field.

curl "http://ec2-54-208-53-110.compute-1.amazonaws.com:8983/solr/gettingstarted/select?wt=js
on&indent=true&q=name:Lucene"

As the name field of the single document in the index does not include “Lucene” no document gets 
returned as shown in Figure 13-23.

Figure 13-22.  Running a REST Client Query using term ‘Lucene’
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Figure 13-23.  Running a REST Client Query with “Lucene” in “name” Field

A phrase search may also be performed using the REST client. For example search for the phrase 
“Enterprise Search”.

curl "http://ec2-54-208-53-110.compute-1.amazonaws.com:8983/solr/gettingstarted/select?wt=js
on&indent=true&q=\"Enterprise+Search\""

As the single document has ‘Enterprise Search’ in it, the document gets returned as shown in 
Figure 13-24.
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Deleting Data
To delete a document run the same tool, the post tool, as used to post a document. Specify the document 
id to delete using the XML <delete><id></id></delete>. The index to delete from is specified with 
the –c option.

bin/post -c gettingstarted -d "<delete><id>SOLR1000</id></delete>"

The single document indexed, which has the id SOLR1000, gets deleted as shown in Figure 13-25.

Figure 13-24.  Running a REST Query using a Phrase
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Figure 13-26.  REST Query does not list any Document after deleting the only document

Subsequently, run the same curl command as run before to search for all documents.

curl http://ec2-54-208-53-110.compute-1.amazonaws.com:8983/solr/gettingstarted/select?q=*%3A
*&wt=json&indent=true

No document gets found as shown in Figure 13-26 as the only document indexed has been deleted.

Figure 13-25.  Deleting a Single Document
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Run a query in the Solr Admin Console after deleting the only indexed document and no document gets 
returned as indicated by numFound field value of 0 in the JSON document returned as shown in Figure 13-27.

Figure 13-27.  Query in Sole Admin Console does not list any document after Deleting the only Document

Listing Logs
The Docker container logs for all commands run on the Apache Solr server may be output using the docker 
logs command.

sudo docker logs -f solr_on_docker

The Docker container logs get output as shown in Figure 13-28.
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Stopping Apache Solr Server
The running Docker containers may be listed with the docker ps command. The solr_on_docker container 
is listed as running as shown in Figure 13-29.

Figure 13-28.  Listing Docker Container Logs

Figure 13-29.  Listing Running Docker Containers
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To stop the solr_on_docker container run the docker stop command as shown in Figure 13-30.

sudo docker stop solr_on_docker

Figure 13-30.  Stopping Docker Container for Apache Solr

Run the docker ps command to list the running Docker containers again. The solr_on_docker 
container does not get listed.

The Docker image still gets listed with the docker images command as shown in Figure 13-31.

If the Docker image is to be removed, first the Docker container solr_on_docker has to be removed 
after being stopped.

sudo docker rm solr_on_docker
sudo docker rm solr

Summary
In this chapter we used the official Docker image for Apache Solr to run the Apache Solr server in a Docker 
container. We created a core index and posted a document to the index. Subsequently, we queried the 
document from the Solr Admin Console and also the REST client tool curl. In the next chapter we shall 
discuss Apache Spark with Docker.

Figure 13-31.  Listing Docker Image for a stopped Docker Container
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Chapter 14

Using Apache Spark

Apache Spark is a data processing engine for large data sets. Apache Spark is much faster (up to 100 
times faster in memory) than Apache Hadoop MapReduce. In cluster mode, Spark applications run as 
independent processes coordinated by the SparkContext object in the driver program, which is the main 
program. The SparkContext may connect to several types of cluster managers to allocate resources to Spark 
applications. The supported cluster managers include the Standalone cluster manager, Mesos and YARN. 
Apache Spark is designed to access data from varied data sources including the HDFS, Apache HBase and 
NoSQL databases such as Apache Cassandra and MongoDB. In this chapter we shall use the same CDH 
Docker image that we used for several of the Apache Hadoop frameworks including Apache Hive and 
Apache HBase. We shall run an Apache Spark Master in cluster mode using the YARN cluster manager in a 
Docker container.

Setting the Environment

Running the Docker Container for CDH

Running Apache Spark Job in yarn-cluster Mode

Running Apache Spark Job in yarn-client Mode

Running the Apache Spark Shell

Setting the Environment
The following software is required for this chapter.

-Docker Engine (version 1.8)

-Docker image for Apache Spark

Connect to an Amazon EC2 instance using the public IP address for the instance. The public IP address 
may be found from the Amazon EC2 Console as explained in Appendix A.

ssh -i "docker.pem" ec2-user@54.208.146.254

Start the Docker service and verify status as started.

sudo service docker start
sudo service docker status
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Download the Docker image for CDH, the svds/cdh image if not already downloaded for an earlier 
chapter.

sudo docker pull svds/cdh

Docker image svds/cdh gets downloaded as shown in Figure 14-1.

Figure 14-1.  Downloading svds/cdh Docker Image

Running the Docker Container for CDH
Start a Docker container for the CDH frameworks using the Apache Spark Master port as 8088.

sudo docker run  -p 8088 -d --name cdh svds/cdh

List the running Docker containers.

sudo docker ps

CDH processes including Apache Spark get started and the container cdh gets listed as running as 
shown in Figure 14-2.
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Start an interactive terminal for the cdh container.

sudo docker exec -it cdh bash

The interactive terminal gets started as shown in Figure 14-3.

Figure 14-2.  Starting Docker Container for CDH including Apache Spark

Figure 14-3.  Starting the TTY

In YARN mode, a Spark application may be submitted to a cluster in yarn-cluster mode or yarn-client 
mode. In the yarn-cluster mode, the Apache Spark driver runs inside an Application Master, which is 
managed by the YARN. In yarn-client mode. The Spark driver runs in the client process outside of YARN and 
the Application Master is used only for requesting resources from YARN. The --master parameter is yarn-
cluster or yarn-client based on the mode of application submission. In yarn-client mode the Spark driver 
logs to the console.

We shall run a Spark application using each of the application submission modes. We shall use the 
example application org.apache.spark.examples.SparkPi.

Running Apache Spark Job in yarn-cluster Mode
To submit the Spark application SparkPi in yarn-cluster mode using 1000 iterations, run the following 
spark-submit command with the --master parameter as yarn-cluster.

spark-submit --master yarn-cluster --class org.apache.spark.examples.SparkPi /usr/lib/spark/
examples/lib/spark-examples-1.3.0-cdh5.4.7-hadoop2.6.0-cdh5.4.7.jar 1000

The preceding command is run from the interactive terminal as shown in Figure 14-4.
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The output from the Spark application is shown in Figure 14-5.

Figure 14-4.  Submitting the Spark Application in yarn-cluster Mode

Figure 14-5.  Output from Spark Job in yarn-cluster Mode

A more detailed output from the spark-submit command is listed:

spark-submit --master yarn-cluster --class org.apache.spark.examples.SparkPi /usr/lib/spark/
examples/lib/spark-examples-1.3.0-cdh5.4.7-hadoop2.6.0-cdh5.4.7.jar 1000
15/10/23 19:12:52 WARN util.NativeCodeLoader: Unable to load native-hadoop library for your 
platform... using builtin-java classes where applicable
15/10/23 19:12:54 INFO client.RMProxy: Connecting to ResourceManager at /0.0.0.0:8032
15/10/23 19:12:56 INFO yarn.Client: Requesting a new application from cluster with 1 
NodeManagers
15/10/23 19:12:56 INFO yarn.Client: Verifying our application has not requested more than 
the maximum memory capability of the cluster (8192 MB per container)
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15/10/23 19:12:56 INFO yarn.Client: Will allocate AM container, with 896 MB memory including 
384 MB overhead
15/10/23 19:12:56 INFO yarn.Client: Setting up container launch context for our AM
15/10/23 19:12:56 INFO yarn.Client: Preparing resources for our AM container
15/10/23 19:12:59 WARN shortcircuit.DomainSocketFactory: The short-circuit local reads 
feature cannot be used because libhadoop cannot be loaded.
15/10/23 19:12:59 INFO yarn.Client: Uploading resource file:/usr/lib/spark/lib/spark-
assembly-1.3.0-cdh5.4.7-hadoop2.6.0-cdh5.4.7.jar -> hdfs://localhost:8020/user/root/.
sparkStaging/application_1445627521793_0001/spark-assembly-1.3.0-cdh5.4.7-hadoop2.6.0-
cdh5.4.7.jar
15/10/23 19:13:05 INFO yarn.Client: Uploading resource file:/usr/lib/spark/examples/lib/
spark-examples-1.3.0-cdh5.4.7-hadoop2.6.0-cdh5.4.7.jar -> hdfs://localhost:8020/user/root/.
sparkStaging/application_1445627521793_0001/spark-examples-1.3.0-cdh5.4.7-hadoop2.6.0-
cdh5.4.7.jar
15/10/23 19:13:06 INFO yarn.Client: Setting up the launch environment for our AM container
15/10/23 19:13:07 INFO spark.SecurityManager: Changing view acls to: root
15/10/23 19:13:07 INFO spark.SecurityManager: Changing modify acls to: root
15/10/23 19:13:07 INFO spark.SecurityManager: SecurityManager: authentication disabled; 
ui acls disabled; users with view permissions: Set(root); users with modify permissions: 
Set(root)
15/10/23 19:13:07 INFO yarn.Client: Submitting application 1 to ResourceManager
15/10/23 19:13:08 INFO impl.YarnClientImpl: Submitted application 
application_1445627521793_0001
15/10/23 19:13:09 INFO yarn.Client: Application report for application_1445627521793_0001 
(state: ACCEPTED)
15/10/23 19:13:09 INFO yarn.Client:
         client token: N/A
         diagnostics: N/A
         ApplicationMaster host: N/A
         ApplicationMaster RPC port: -1
         queue: root.root
         start time: 1445627587658
         final status: UNDEFINED
         tracking URL: http://4b4780802318:8088/proxy/application_1445627521793_0001/
         user: root
15/10/23 19:13:10 INFO yarn.Client: Application report for application_1445627521793_0001 
(state: ACCEPTED)
15/10/23 19:13:11 INFO yarn.Client: Application report for application_1445627521793_0001 
(state: ACCEPTED)
15/10/23 19:13:24 INFO yarn.Client: Application report for application_1445627521793_0001 
(state: RUNNING)
15/10/23 19:13:24 INFO yarn.Client:
         client token: N/A
         diagnostics: N/A
         ApplicationMaster host: 4b4780802318
         ApplicationMaster RPC port: 0
         queue: root.root
         start time: 1445627587658
         final status: UNDEFINED
         tracking URL: http://4b4780802318:8088/proxy/application_1445627521793_0001/
         user: root

www.it-ebooks.info

http://4b4780802318:8088/proxy/application_1445627521793_0001/
http://4b4780802318:8088/proxy/application_1445627521793_0001/
http://www.it-ebooks.info/


Chapter 14 ■ Using Apache Spark

224

15/10/23 19:13:25 INFO yarn.Client: Application report for application_1445627521793_0001 
(state: RUNNING)
15/10/23 19:13:26 INFO yarn.Client: Application report for
15/10/23 19:13:51 INFO yarn.Client: Application report for application_1445627521793_0001 
(state: FINISHED)
15/10/23 19:13:51 INFO yarn.Client:
         client token: N/A
         diagnostics: N/A
         ApplicationMaster host: 4b4780802318
         ApplicationMaster RPC port: 0
         queue: root.root
         start time: 1445627587658
         final status: SUCCEEDED
         tracking URL: http://4b4780802318:8088/proxy/application_1445627521793_0001/A
         user: root

In yarn-cluster mode, the Spark application result is not output to the console and has to be 
accessed from the YARN container logs accessible from the ResourceManager using the tracking URL 
http://4b4780802318:8088/proxy/application_1445627521793_0001/A in a browser if the final status is 
SUCCEEDED.

Running Apache Spark Job in yarn-client Mode
To submit the Spark application SparkPi in yarn-client mode using 1000 iterations, run the following spark-
submit command with the --master parameter as yarn-client.

spark-submit
     --master yarn-client
     --class org.apache.spark.examples.SparkPi
      /usr/lib/spark/examples/lib/spark-examples-1.3.0-cdh5.4.7-hadoop2.6.0-cdh5.4.7.jar
      1000

The output from the spark-submit command is shown in Figure 14-6.
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A more detailed output from the Apache Spark application is as follows and includes the value of Pi 
calculated approximately.

spark-submit --master yarn-client --class org.apache.spark.examples.SparkPi  
/usr/lib/spark/examples/lib/spark-examples-1.3.0-cdh5.4.7-hadoop2.6.0-cdh5.4.7.jar 1000
15/10/23 19:15:19 INFO spark.SparkContext: Running Spark version 1.3.0
15/10/23 19:15:43 INFO cluster.YarnScheduler: Adding task set 0.0 with 1000 tasks
15/10/23 19:15:43 INFO scheduler.TaskSetManager: Starting task 0.0 in stage 0.0  
(TID 0, 4b4780802318, PROCESS_LOCAL, 1353 bytes)
15/10/23 19:15:43 INFO scheduler.TaskSetManager: Starting task 1.0 in stage 0.0  
(TID 1, 4b4780802318, PROCESS_LOCAL, 1353 bytes)
15/10/23 19:15:57 INFO scheduler.TaskSetManager: Finished task 999.0 in stage 0.0 (TID 999) 
in 22 ms on 4b4780802318 (999/1000)
15/10/23 19:15:57 INFO scheduler.TaskSetManager: Finished task 998.0 in stage 0.0 (TID 998) 
in 28 ms on 4b4780802318 (1000/1000)
15/10/23 19:15:57 INFO cluster.YarnScheduler: Removed TaskSet 0.0, whose tasks have all 
completed, from pool
15/10/23 19:15:57 INFO scheduler.DAGScheduler: Stage 0 (reduce at SparkPi.scala:35)  
finished in 14.758 s
15/10/23 19:15:57 INFO scheduler.DAGScheduler: Job 0 finished: reduce at SparkPi.scala:35, 
took 15.221643 s
 
Pi is roughly 3.14152984

Figure 14-6.  Submitting Spark Application in yarn-client Mode
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Running the Apache Spark Shell
The Apache Spark shell is started in yarn-client mode as follows.

spark-shell --master yarn-client

The scala> command prompt gets displayed as shown in Figure 14-7. A Spark context gets created and 
becomes available as ‘sc’. A SQL context also becomes available as 'sqlContext'.

Figure 14-7.  The scala> Command Prompt

A more detailed output from the spark-shell command is as follows.

root@4b4780802318:/# spark-shell --master yarn-client
15/10/23 19:17:16 WARN util.NativeCodeLoader: Unable to load native-hadoop library for your 
platform... using builtin-java classes where applicable
15/10/23 19:17:16 INFO spark.SecurityManager: Changing view acls to: root
15/10/23 19:17:16 INFO spark.SecurityManager: Changing modify acls to: root
15/10/23 19:17:16 INFO spark.SecurityManager: SecurityManager: authentication disabled; 
ui acls disabled; users with view permissions: Set(root); users with modify permissions: 
Set(root)
15/10/23 19:17:16 INFO spark.HttpServer: Starting HTTP Server
15/10/23 19:17:16 INFO server.Server: jetty-8.y.z-SNAPSHOT
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15/10/23 19:17:16 INFO server.AbstractConnector: Started SocketConnector@0.0.0.0:56899
15/10/23 19:17:16 INFO util.Utils: Successfully started service 'HTTP class server' on port 
56899.
Welcome to
      ____              __
     / __/__  ___ _____/ /__
    _\ \/ _ \/ _ `/ __/  '_/
   /___/ .__/\_,_/_/ /_/\_\   version 1.3.0
      /_/
 
Using Scala version 2.10.4 (OpenJDK 64-Bit Server VM, Java 1.7.0_79)
Type in expressions to have them evaluated.
Type :help for more information.
15/10/23 19:17:22 INFO spark.SparkContext: Running Spark version 1.3.0
15/10/23 19:17:45 INFO repl.SparkILoop: Created spark context..
Spark context available as sc.
15/10/23 19:17:45 INFO repl.SparkILoop: Created sql context (with Hive support)..
SQL context available as sqlContext.
15/10/23 19:17:45 INFO storage.BlockManagerMasterActor: Registering block manager 
4b4780802318:48279 with 530.3 MB RAM, BlockManagerId(2, 4b4780802318, 48279)
scala>

Run the following Scala script consisting of a HelloWorld module in the Spark shell for a Hello World 
program.

object HelloWorld {
    def main(args: Array[String]) {
      println("Hello, world!")
    }
  }
HelloWorld.main(null)

The output from the Scala script is shown in Figure 14-8.

Figure 14-8.  Output from Scala Script
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Summary
In this chapter, we ran Apache Spark applications on a YARN cluster in a Docker container using the spark-
submit command. We submitted the example application in yarn-cluster and yarn-client modes. We also 
ran a HelloWorld Scala script in a Spark shell.

This chapter concludes the book on Docker. In addition to running some of the commonly used 
software on Docker, we discussed the main Docker administrative tasks such as installing Docker, 
downloading a Docker image, creating and running a Docker container, starting an interactive shell, running 
commands in an interactive shell, listing Docker containers, listing Docker container logs, stopping a Docker 
container, and removing a Docker container and a Docker image. Only a few of the software applications 
could be discussed in the scope of this book. Several more Docker images are available on the Docker hub at 
https://hub.docker.com/.
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Appendix A

Using the Amazon EC2

Amazon Web Services (AWS) provides various services and Amazon Elastic Compute Cloud (Amazon EC2) 
is one of the services. Amazon EC2 may be used to create a virtual host server. Amazon EC2 provides a 
wide selection of instance AMIs (Amazon Machine Images) to choose from when creating a virtual server. 
In this Appendix we shall discuss creating and configuring Amazon EC2 instance/s for installing Docker 
and Docker images. Amazon EC2 instance is not a requirement to run Docker software and an alternative 
platform, local or remote, may be used instead.

Creating an Amazon EC2 Instance

Create a Key Pair

Starting an Amazon EC2 Instance

Connecting to an Amazon EC2 Instance

Finding the Public IP Address

Finding the Public DNS

Adding the default Security Group

Stopping an Amazon EC2 Instance

Changing the Instance Type

Creating an Amazon EC2 Instance
We have used Amazon EC2 instances based on Linux for deploying Docker and Docker images. Amazon EC2 
is not a requirement and an alternative such as a local Linux installation may be used instead. The Linux 
platform is required to support 64 bit software. We have made use of two different 64 bit (required) AMIs:

	 1.	 Ubuntu Server 14.04 LTS (HVM), SSD Volume Type - ami-d05e75b8 64 bit

	 2.	 Red Hat Enterprise Linux version 7.1 (HVM), EBS General Purpose (SSD) Volume 
Type (ami-12663b7a) 64 bit

To create an Amazon EC2 Instance, an Amazon Web Services Account is required, which may be 
created at https://aws.amazon.com/getting-started/?nc2=h_l2_cc. To create an Amazon EC2 instance, 
navigate to https://aws.amazon.com/ec2/ and click on Sign In to the Console. Select EC2 from the listed 
Amazon Web Services. Click on INSTANCES ➤ Instances to list the Amazon EC2 instances already created 
in the account. Click on Launch Instance to create a new Amazon EC2 instance as shown in Figure A-1.
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Select an AMI to create a virtual server from. Some of the AMIs are eligible for the Free tier. For example, 
select the Ubuntu AMI as shown in Figure A-2.

Figure A-1.  Launching an Amazon EC2 Instance

Figure A-2.  Selecting an AMI
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In Choose an Instance Type different types are available differing by features such as supported capacity 
and virtual CPUs (vCPUs). Select one of the Instance Types, for example the General Purpose ➤ t2.micro 
and click on Review and Launch as shown in Figure A-3.

Figure A-3.  Review and Launch

Figure A-4.  Launch

Click on Launch in Review Instance Launch as shown in Figure A-4.
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A dialog gets displayed to create or select an existing key pair. A key pair is required for authorization. To 
create a new key pair, select the “Create a new key pair” option as shown in Figure A-5.

Figure A-5.  Selecting “Create a new key pair”

Figure A-6.  Download Key Pair

Specify a Key pair name and click on Download Key Pair as shown in Figure A-6. The Key pair gets 
created and downloaded. The key pair selected for an Amazon EC2 instance when creating the instance is 
required when connecting to the instance, as is discussed later in this Appendix.
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Alternatively, select the option “Choose an existing key pair” and click on Launch Instances as shown in 
Figure A-7.

Figure A-7.  Choose an existing Key Pair

Figure A-8.  Launch Status

The Launch Status gets displayed. Click on the instance id to display the instance as shown in Figure A-8.
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The instance gets listed and is initially in the “pending” state as shown in Figure A-9.

Figure A-9.  Amazon EC2 Instance in Pending State

Figure A-10.  Running Instance

When an instance has launched completely, the Instance State becomes “running” as shown in  
Figure A-10. 
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Creating a Key Pair
As mentioned previously, a key pair is required to connect to a Amazon EC2 instance. A key pair may be 
created while creating an instance or separately. To create a key pair separately select Network & Security ➤ 
Key Pairs as shown in Figure A-11.

Figure A-11.  Network & Security ➤ Key Pairs

Figure A-12.  Delete Key Pair

The key pairs already created get listed. A key pair may be deleted by selecting the key pair and clicking 
on Delete. Click on Yes in the dialog as shown in Figure A-12.
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To create a new key pair, click on Create Key Pair as shown in Figure A-13.

Figure A-13.  Create Key Pair

Figure A-14.  Create Button

Figure A-15.  New Key Pair

Specify a Key pair name and click on Create button as shown in Figure A-14.

A new key pair gets created as shown in Figure A-15.
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Starting an Amazon EC2 Instance
When a new Amazon EC2 instance is created and Launch is selected, the instance gets started. A stopped 
instance may be started by selecting the checkbox adjacent to the instance and selecting Actions ➤ Instance 
State ➤ Start as shown in Figure A-16.

Figure A-16.  Actions ➤ Instance State ➤ Start

In Start Instances dialog click on Yes, Start as shown in Figure A-17.

Figure A-17.  Starting an instance
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Connecting to an Amazon EC2 Instance
An instance that has been started may be connected to from a local machine such as a local Linux instance 
without as much RAM and a different Linux distribution than the instance being connected to. The ssh 
command to use to connect to a running instance may be obtained by clicking on Connect as shown in 
Figure A-18.

Figure A-18.  Connect
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Figure A-19.  Connect To Your Instance dialog

In the Connect To Your Instance dialog, the ssh command is displayed. The “docker.pem” is the key pair 
used to create an instance and also downloaded to the local instance from which the Amazon EC2 instance 
is to be connected. The username for an Ubuntu instance is “ubuntu” as shown in Figure A-19 and for a Red 
Hat instance is “ec2-user”.

The IP Address shown in the ssh command is the Public IP Address of the Amazon EC2 instance.
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Finding the Public IP Address
The Public IP Address may also be obtained from the EC2 Console as shown in Figure A-20.

Figure A-20.  Public IP Address

Finding the Public DNS
To connect to an Amazon EC2 instance process such as the HelloWorld application in Chapter 1 from 
a remote browser, the Public DNS is required. The Public DNS may also be obtained from the EC2 
Management Console as shown in Figure A-21.
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The Public DNS may not get displayed initially. To display the Public DNS, select Services ➤ VPC in the 
EC2 Management Console as shown in Figure A-22. VPC is a virtual private cloud assigned to a user.

Figure A-21.  Public DNS

Figure A-22.  Services ➤ VPC
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Figure A-23.  Your VPCs

In the VPC Dashboard, select Your VPCs as shown in Figure A-23.
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Figure A-24.  Selecting the VPC

Figure A-25.  Edit DNS Hostnames

Select the VPC listed as shown in Figure A-24.

From Actions, select Edit DNS Hostnames as shown in Figure A-25.
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In the Edit DNS Hostnames dialog, select Yes for the DNS Hostnames, and click on Save as shown in 
Figure A-26.

Figure A-26.  Edit DNS Hostnames Dialog

Figure A-27.  Actions ➤ Networking ➤ Change Security Groups

Adding the default Security Group
To be able to connect from a remote browser, the Inbound and Outbound rules are required to be set to 
allow all traffic using any protocol on all ports in the range 0-65535 from any source. The “default” security 
group is configured by default to allow all traffic. We need to assign the “default” security group to the 
Amazon EC2 instance running Docker. Select the instance and select Actions ➤ Networking ➤ Change 
Security Groups as shown in Figure A-27.
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In the Change Security Groups panel, the “default” group might not be selected as shown in Figure A-28.

Figure A-28.  The “default” group not selected

Figure A-29.  Assign Security Groups

Select the checkbox for the “default” security group and click on Assign Security Groups as shown in 
Figure A-29.
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The default security group gets assigned to the Amazon EC2 instance. To find the available security groups 
and their inbound/outbound rules, click on Network & Security ➤ Security Groups as shown in Figure A-30.

Figure A-30.  Network & Security ➤ Security Groups

Figure A-31.  Inbound ➤ Edit

The “default” security group should be listed. Select the “default” group. Select the Inbound tab. The 
Type should be listed as “All Traffic”, the Protocol as “All”, the Port Range as All and Source as 0.0.0.0. To edit 
the inbound rules, click on Inbound ➤ Edit as shown in Figure A-31.
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The inbound rules get displayed and should be kept as the default settings as shown in Figure A-32. 
Click on Save.

Figure A-32.  Edit inbound rules dialog

Figure A-33.  Outbound ➤ Edit

Similarly, select the Outbound tab. The Type should be listed as “All Traffic”, the Protocol as “All”, the 
Port Range as All and Destination as 0.0.0.0. Click on Edit as shown in Figure A-33.
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The default settings for the Outbound rules get displayed and should be kept as the default as shown in 
Figure A-34. Click on Save.

Figure A-34.  Edit outbound rules dialog

Figure A-35.  Security Groups column

The security groups assigned to an instance are listed in the Security Groups column as shown in 
Figure A-35.
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Stopping an Amazon EC2 Instance
To stop an Amazon EC2 instance select the instance and select Actions ➤ Instance State ➤ Stop as shown in 
Figure A-36.

Figure A-36.  Actions ➤ Instance State ➤ Stop

Figure A-37.  Stopping Multiple Instances

Multiple instances may be selected and stopped together as shown in Figure A-37.
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In the Stop Instance dialog, click on Yes, Stop as shown in Figure A-38.

Figure 38.  Stop Instance dialog

Figure 39.  Actions ➤ Instance Settings ➤ Change Instance Type

The instance/s get stopped.

Changing the Instance Type
To increase or decrease the capacity of an instance, it may be required to change the instance type, such as 
from a micro instance to a medium instance. An instance must first be stopped before changing its type and 
later restarted after modifying the type. To change the instance type, select the instance and select Actions ➤ 

Instance Settings ➤ Change Instance Type as shown in Figure A-39.
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In the Change Instance Type dialog, select the Instance Type to apply, for example, m3.medium as 
shown in Figure A-40.

Figure A-40.  Change Instance Type dialog

Figure A-41.  Applying a new Instance Type

Click on Apply as shown in Figure A-41.
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The instance type gets upgraded to m3.medium as shown in Figure A-42. Keep in consideration that 
upgrading an instance type could make the instance not eligible for the free tier.

Summary
In Appendix A we discussed creating an Amazon EC2 instance based on an AMI, starting an instance, 
connecting to an instance, finding the Public IP Address, finding the Public DNS, changing the instance type 
and stopping an instance.

Figure A-42.  Upgraded Instance Type
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