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1. BBegenue

TbicAYM nosib3oBaTenen cuctem xpaHeHus NetApp ycnewHo yctaHoBuaun u ucnonbsytot CYB/ Oracle Ha
cuctemax xpaHeHua NetApp 41a CBOMX KPUTUYECKM BaXKHbIX 3a4a4 1 npunoxeHuin. NetApp un Oracle
COBMECTHO PaboTatoT HECKONBLKO /T, A5 TOTo, YTOObl NPOBEPUTL M NOATBEPANTL KOPPEKTHYIO paboTy
npoayktos Oracle npu ncnonb3oBaHMM NX Ha cucTemax NetApp v LUIMPOKOM CEKTpe cepBEPHbIX NaaTdopm.
NetApp 1 Texnoaaeprkka Oracle co3ganv coBMeCTHYO KOMaHAy No 0TpaboTKe NOb30BATENBCKUX 3a4ad, U
npo6sem coBMeCTHOro MCMONb30BAHMA HaLLMX NPOAYKTOB. B npouecce paboTbl Hag TakMMM Npobaemamu
Y43N0Cb YCTaHOBUTb, YTO HONbLUMHCTBO MX BbI3BAHO OTKIOHEHMAMM OT peKomeHzaumi Best Practices npwm
ncnono3oBaHum Oracle Ha NetApp

ITOT AOKYMEHT ONUCLIBAET HaUy4YLlMe MeTOAbl U pelleHna 3aga4 no 3anycky CYB[ Oracle Ha cuctemax

xpaHeHua NetApp, npu Ucnosib3oBaHMM Ha cepBepHbIx naatdopmax OS Solaris™, HP/UX, AlX, Linux®, "

Windows . 3tot OOKYMEHT oTpaxkaeT paboty, npoaenaHHyto NetApp, Oracle, n nH:xxeHepamu NetApp Ha
Pa3/IMYHbIX NONb30BATE/IbCKUX MHCTAIALMAX U 334a4aX. ITOT AOKYMEHT LO/IKEH PACCMATPMBATBLCA KaK
CTapTOBaA TOYKA M NpeanaraeT MUHUMYM TpeboBaHUIA, KOTOpPbIe AO0/IXKHbI ObITb YA0BNETBOPEHbI NPU
pa3sepTbiBaHUK Oracle Ha NetApp.

370 pyKOBOACTBO NOAPa3yMeBaEeT Ha/Mume 6a3oBbIX 3HAHWM, MOHUMAHWUA TEXHONOTUIA U AeNCTBUIA ANs
npogykToB NetApp, U COAEPHKUT PEKOMEHAALMM MO NAAHMPOBAHMIO, PA3BEPTLIBAHMIO U UCMONb30BAHMIO
cuctem xpaHeHus NetApp, a4ns makcMumanbHO 3G EKTUBHOIO UX UCMO/b30BaHUA

2. KonpurypupoBanue NetApp

2.1. CeTeBble HACTPOMKH

Mpun KOHOUTYPUPOBAHUM CETEBBIX MHTEPDENCOB HA HOBOWM CUCTEME, HAaUNYYLLUM peLleHnem byaeT
3anNycTUTb KOMaHAy setup, YToObl aBTOMATUYECKM HACTPOUTb MHTEpdENCbl M 06HOBUTL daiinbl /etc/rc u
/etc/hosts. KomaHaa setup noTpebyeT nepesarpysku, 4na NpUMEHEHUsA caenaHHbIX HaCTPOeK.

OpHaKo ecnu cucTema yxKe paboTaeT, n nepesarpyska HexkenatesibHa, To MHTepdencbl MoryT HbiTb
CKOHPUryprpoBaHbl ¢ nomoLLbio KomaHapbl ifconfig. Ecam NIC yxKe BKAOYEHbI M B OHNAWNHE, U TpebytoT
nepekoHOUrypupoBaHua, Bbl CHavana fONXKHbI NnepeBect ux B opdaanH. Ana MMHUMM3AUUN AayHTalMa
WHTepderica, rpynny Nocsen0BaTeIbHO BbINOJHAEMbIX KOMaHA MOXHO 06beAMHUTL B O4HY CTPOKY C
NOMOLLLM CUMBOJIa KTOYKa € 3anATol» (semicolon, ' ;").

MNpumep:
filer>ifconfig e@ down;ifconfig e@ 'hostname'-e@ mediatype auto netmask
255.255.255.0 partner e0

Mpu KOHPUrypmuposaHumn n pekoHourypuposaHum NIC unm VIF B Knactepe, o4eHb BaXKHO BK/IIOYUTb
COOTBETCTBYIOWMIA partner <interface> name uam VIF name B KoHurypaumio NIC nam VIF naptHepa B
Knacrepe, 4To6bl 06ecneymTb 0TKa30yCcTOMUYMBOCTb B Cyyae KaactepHoro takeover. Moxanyiicra,
NPOKOHCYNAbTUPYHATECH CO CneLManncTom B nogaep:kke NetApp, 4tobbl NOAYYMTb HEO6XOAMMYIO
nomoub. NIC unm VIF, KoTopble ncnonb3ytotcsa 6a3oi gaHHbIX He A0NXKHbI NepeKoHPUrypupoBaTbCs,
Korpaa 6a3a AaHHbIX paboTaeT. 3To MOXKeT Bbi3BaTb Cepbe3HOoe noBpexaeHue 6asbl.



2.1.1. Ethernet — Gigabit Ethernet, Autonegotiation, u Full Duplex
NMioban 6a3a gaHHbIX, Ucnonb3ylowan cuctemy xpaHeHua NetApp, aonxHa ucnonbsosatb Gigabit
Ethernet KaK Ha cTOpoHe cucTeMbl XPaHEHUA, TaK U Ha CTOPOHeE cepBepa 6a3bl AaHHDbIX.

Agantepbl NetApp Gigabit Il, IIl, n IV pa3paboTaHbl 418 aBTOMaTUUYECKOro onpeaeneHns KoHpurypaumm
NHTepdelica, U UMEIT BOSMOXKHOCTU MHTENNEKTYAIbHO CAMOKOHOUIYPUPOBATLCA, €CN NpoLecc
autonegotiation He yaancs. Mo 3Toli npnunHe, NetApp pekomeHayert, utobbl nHKK Gigabit Ethernet Ha
K/IMeHTax, KommyTaTopax, u cucremax NetApp, octaBanmcb B MX COCTOSAHUM NO YMOJTHAHUIO, TO €CTb
«autonegotiation», ecnv AMHK He NOAHMMAETCA, MPOU3BOAUTENBHOCTb HU3KA, UM CYLLECTBYIOT UHbIE
npobaembl coegMHEHUA. 3TO NO3BOAUT MUHUMMU3UPOBATL MYTb MOMCKA UCTOYHUKA Npobaem.

3HaueHue flow control gokHO 6bITb ycTaHOBAEHO B «full» Ha cucteme xpaHeHus, B paiine /etc/rc,
3anucblo BMAA (NpeanonoXunm, 4uto nHtepdelic Ethernet y Hac e5):

ifconfig e5 flowcontrol full

Ecnum BbiBOg KOMaHAbl ifstat -a He nokasbiBaeT flow control Tuna full, To Toraa noptT KoMmyTaTopa TakkKe
[OJIXKEH BbITb HACTPOEH, ANA NOAAEPKKM 3TOro 3HaveHus. (KomaHaa ifconfig Ha cucTeme xpaHeHua
BCErda NOKa*KeT YCTaHOBJ/IEHHbIE B HACTPOMKax 3HadyeHus; ifstat, HanpoTtus, NokaxeT, Kak flow control
6bl1 Ha caMOM Aene pacno3HaH Ha KoMmmyTaTope.)

2.2. Hactpouku u onuuu Volume (Tom) u Aggregate

2.2.1. ba3sl JaHHBIX

B HacTOALLMIA MOMEHT HET SMNUPUYECKUX SAHHBIX TOTO, HACKONbKO pasaeneHune 6asbl Ha HECKO/IbKO
bM3nMYEeCcKMX TOMOB YBEIMUMBAET UIM YMEHbLUAET €€ NPOU3BOAMUTENbHOCTb. [103TOMY, pelleHne o ToMm,
KaKyI CTPYKTYpy TOMOB Bbl6paTb, cneayeT NPUHMMaTb Ha OCHOBE TpeboBaHWI pe3epPBHOIro KONMPOBaHMS,
BOCCTaHOBJ/IEHWA N 3ePKaZIMPOBaHUA.

OTAenbHbIM MHCTAHC (3K3emnasap) 6a3bl AaHHbIX HE JO/TIKEH PAa3MELLaTbCA Ha HECKOIbKMX
HEK/1aCTepPM30BAHHbIX CUCTEMAX XPAHEHWSA, TaK Kak 6asa, ¢ pasfesieHMeM Ha HECKOJIbKO CUCTEM XPaHEeHUA
TpebyeT 06CNYKNBAHMA C HEOBXOAMMOCTLIO BbIKAKOUYEHUSA, YTO, KaK NPaBUIO, TPYAHO CNAAaHMPOBaTb, U 3TO
noBbILWaeT obLiee Bpema HeAoCTynHOCTM 6a3sbl. Ecin daiabl ogHOro sksemnaspa 6asbl 4aHHbIX 4OKHA
6bITb pacnpeneneHbl Ha HECKOJIbKO OTAE/bHbIX CUCTEM XPAHEHUA A1 NMOBbILEHWSA NPOM3BOAUTENIBHOCTH,
no3aboTbTecb 0 NPaBUIbHOM NAAHUPOBAHWNU, YTOOLI BANAHWE NPOLLECCOB OB6CNYKMBAHUA N PE3EPBHOIO
KOMMPOBaHWA 6bII0 MUHUMaNbHBIM. PEKOMeHAyeTCs, eC/iv 3TO BO3MOXKHO, NPOBOAUTL AesieHne 6asbl
AaHHbIX TAKMM o6pa30M, YTObbI €€ YacTh Ha Pa3NINYHbIX CUCTEMAX XPaHEHNA MOIn nepnoanyeckm
BbIBOAMTbCA B 0ddaitH.

2.2.2. Aggregates u FlexVol Volumes uiau Traditional Volumes

Hauunas c Data ONTAP™ 7G, cuctembl xpaHeHua NetApp noaaep:kusatot ob6beanHeHne 601bLoro ymcaa

AMNCKOB B CTPYKTYpY «aggregate», U NOCTpOeHne BUPTYasibHbIX TOMOB ( Tak Ha3biBaeMbIX TOMOB TUMa
FlexVol) nosepx 3Tux ANCKOB. Bce 3To MmeeT MHOXKeCTBO npeumyLlects ana 6a3 gaHHbix Oracle, cm
noapobHocTtu B [1].

[na 6a3 pgaHHbIx Oracle pekomeHAyeTCs NOMELLaTb BCE BalLM AUCKM B OAMH HBONbLUONM aggregate u
ncnonb3oBaTb Toma FlexVol ana gatadaiinos n nordpaiinios, Kak byaeTt onncaHo HUXKe. 3To obecneymnsaeT
npeumyLiecTsa 60/1ee NPOCToOro agMMHUCTPMPOBAHUA, 0COBEHHO ANA PACTYLWMX UM YMEHbLUIAOLWMXCA
TOMOB 6€3 B/IMSIHMS Ha NPOVN3BOAUTE/IbHOCTL. JNA AeTaneil OTHOCUTEIbHO TOYHbIX PEKOMEHAALMI MO
pa3buske, cmoTpuTe [2].



2.2.3 Pa3Mepsl TOMA
NetApp pekomeHAyeT Nonb30BaTeNAM BblOUPaTb pa3mepbl TOMa B COOTBETCTBUM € TpeboBaHUAMU
pe3epBHOro KOMMPOBAHWUA U BOCCTAHOB/IEHMA, @ TaKXKe UHbIX aCNEKTOB AM3aliHa CUCTEMbI XPaHEHUA.

2.2.4 PeKkoMeHalliy M0 TUIIAM TOMOB /1 6a3 JJaHHLIX U JIoroB Oracle

B xo4e Halllero TeCTMpoBaHMA, Mbl BbIACHUAM, YTO Npeasaraemble CXeMbl afIeKBaTHbI A8 60NbLINHCTBA
cueHapues npumeHeHus. O6LLan pekomeHaauma — UCNoNb30BaTh OAMNH aggregate, cogeprKallmii Bce
flexvol, Ha KOTopbIX pasmeLLeHbl KOMMNOHEHTbI 6a3bl AaHHbIX.

B cnyuae Flexible Volumes un Aggregates

Database binaries Boigenenubii FlexVol volume

Database config files BbigeneHHbil FlexVol volume Multiplex with transaction logs
Transaction log files BbigeneHHbil FlexVol volume Multiplex with config files
Archive logs BbigeneHHbili FlexVol volume Ucnonbayiite SnapMirror

Data files BoigeneHHbit FlexVol volume

Temporary datafiles BoigeneHHbit FlexVol volume BbIK/IlOYMTE HA HEM CHAMLWOTbI
Cluster related files BoigeneHHbil FlexVol volume

B cayuae Traditional Volumes

[na traditional volumes, mbl B 06LeM cnyvae peKOMeHAYeM BaM CO3aBaTb OAMH OTAE/IbHbIN TOM ANA
KaXkgoh 6a3bl gaHHbIX U oros. Echv ORACLE_HOME 6yaeT pa3smeLatbCsa Ha CUCTEME XPaHEHMS, TO
caenante ANA Hero A0NONHUTENbHbIA TOM.

2.2.5. Oracle Optimal Flexible Architecture (OFA) Ha NetApp
Pacnpegenute ¢paiinibl N0 PasIMYHbIM TOMaM Ha Pa3NYHbIX PUINYECKMX AMCKaX, YTOBbI obecneynTb
6anaHCMpPOBKY Harpy3Ku BBOAA-BbIBOAA:

e Otpenute dannbl C BbICOKMM YyPOBHEM BBOAA-BbIBOAA OT CUCTEMHbIX PpaliioB, A41A NyyLIero
BPEMEHM OTK/INKA

e YnpocTuTe pesepBHOE KONMpPOBaHMeE N BoccTaHoBAeHWe data- 1 log-dainnos, nomecTms mx B
oTAeNbHble /I0rMYecKkme Toma.

e Yb6eauTtecb B BO3MOXKHOCTM BbICTPOro BOCCTAHOBAEHMSA, A/18 MUHMMM3ALLMM NPOCTOSA Noc/e
cbosn

e (Ob6ecneybTe fIorMyeckoe pasaeneHme komnoHeHTos Oracle, ans ynpouweHna obcayknsaHma u
aAMUHUCTPUPOBAHMUA

e ApxutekTtypa OFA xopouwo paboTtaeT co cTpykTypoi multiple Oracle home (MOH)

Ons pononHutenbHbix cBeaeHnin npo Oracle OFA ans RAC nnmn Non-RAC u ans ceeageHuii 06 Oracle9i s
cpaBHeHuu ¢ Oracle10g, noceTuTe cneayowme CCblKK:

e OFA gna Non-RAC:
http://download-west.oracle.com/docs/html/B14399 01/app ofa.htm#i633126
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e Nna RAC, OFA gna ORACLE_HOME:
http://download-
west.oracle.com/docs/cd/B19306 01/install.102/b14203/apa.htm#CHDCDGFE

ORACLE _BASE
[ ORACLEBASE —

ORACLE_HOME ORACLE_HOME

{(home1) (home2)
DBS DBS
ILOG ILOG
{Admin {Admin

OnucaHue

Tun daiinos
ORACLE_HOME

Oracle libraries

and binaries

Touka moHTHMpoBaHuA OFA
/u01/app/oracle/product/9.2.0/
/u01/app/oracle/product/10.1.0/db_unique_name

PasmelyeHue

JlokanbHas ¢painnosasn

cncrtema nam cumctema
XpaHeHnA

Database files Oracle database | /u02/oradata OunpekTopua NFS Ha
files CUCTEME XPaHEeHUs
Log Files Oracle redo /u03/oradata Onpektopua NFS Ha
archive logs CUCTEME XPaHEHUs
CRS_HOME Oracle CRS /u01/app/oracle/product/10.1.0/crs_1 Ounpektopua NFS Ha
(For 10.1.x.x RAC) HOME cuMcTeMe XpaHeHus
CRS_HOME Oracle CRS /u04/crs/product/10.2.0/app/ Onpektopusa NFS Ha
(For 10.2.x.x RAC) HOME (Oracle 10g™ R2) cUCTEME XpaHeHus

2.2.6. Pasmemenue Oracle Home

CrpykTypa OFA pgoctaToyHo rnbKa, 4tobbl pasmewate ORACLE_ HOME Ha nokanbHoOM dainnoBoi cucteme,

WUAM Ha cMoHTpoBaHHOM Tome NFS. [na Oracle 10g, ORACLE_HOME moKeT 6bITb COBMECTHO MCMO/1b30BaH

KoHdurypaumen RAC, koraa ogmH Habop nporpamm (binaries) n bubnmortek (libraries) coemectHo

MCMOb3YIOTCA Pa3/IMYHbIMM 3K3emnaapamu (instances) Tol ke 6asbl

HeKoTopble getanm coBmectHOro ncnonb3osaHna ORACLE_HOME paccmaTtpumBatoTca HUXKe.

Yro TaKoe coBmecTHO ucnonbsyemblit (Shared) ORACLE_HOME?

e CoBmecTHO ncnonb3yemblnt (shared) ORACLE_ HOME aTo amnpektopma ORACLE_ HOME,
COBMECTHO MCMNoIb3yeMas ABYMS Uan bonee xocTaMu. ITO AMpeKTopuA ycTaHoBkM MO, u,

06bIYHO, COAEPHKUT NPOrpaMmbl, 6UBANOTEKK, ceTeBble daiinsbi (listener, thsnames, N 1.4....),

oralnventory, dbs, n 1.a.

e CoBmecTHO ncnonb3yembln ORACLE_HOME, ato aupektopusa MO Oracle, KoTtopasn

CMOHTMpoOBaHa c cepsepa NFS, n umeeT aoctyn cpasy ¢ 2 uaun b6osee XocToB N0 O4HOMY U TOMY

e nyTu.

e [lnpektopua ORACLE_HOME 6yaet Bbirnsaetb, B cooteeTcTeumn ¢ OFA, npumepHO Kak
(/u01/app/oracle/product/10.2.0/db_1).

YT1o nogaeprueaet Oracle npu ncnonbsosanum Oracle 10g?

e OTaenbHbIi 3k3emnaap (MHctaHc) Oracle 10g nogaepuBaeT NCNob30BaHMeE

cmoHTuposaHHoro 8 NFS ORACLE_HOME Ha oauH xocT.
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3k3emnnsp (nHctaHc) Oracle RAC (Oracle 10g) noaaep»KnBaeT Mcnosb3oBaHue
cMoHTMpoBaHHoro B NFS ORACLE_ HOME Ha 1 nau 6onee xocTos.

KaKoBbl npenmyLiectsa coBmecTtHo ucnoabsyemoro ORACLE_HOME B Oracle 10g?

He HYXXHO MCNON1b30BaTb M36bITOYHbIE KONK ANA Ppa3HbIX XOCTOB. 3710 0cobeHHO 3¢¢EKTMBHO B

TeCToBOM cucTeme, rae Heobxoanm BbICTPbIN A0CTYN K BUHAPHbIM paiam C MOXOXKUX XOCT-

cuctem.
JKOHOMMSA AUCKOBOro MNPOCTPaHCTBA.
MprMeHeHMe naTyel A1 MHOXECTBa CMCTEM MOXKET BbITb BbINoAHEHO 6o1ee 6bICTPO.

Mpouwe ao6baBnaTb HOAbI.

KakoBbl Heg0cTaTKkn coBMecTHO ucnosbdyemoro ORACLE_HOME B Oracle 10g?

Mpw HanoxeHun natyen Ha o6wmin ORACLE_HOME, Bce 6a3bl AaHHbIX, UCMO/b3YtOLMNE STOT
home, 0oNKHbI BbITb NEepe3anyLUeHbI.

B cucteme BbICOKOM cTENEHM A0CTYNHOCTU, ncnonb3oBaHue shared ORACLE_ HOME moxkeT
BbI3BaTb NepepbiB B paboTe gna 601blIero KOIMYeCcTBa CEPBEPOB, €C/IN YTO-TO C/yYaeTcA.

Kakue BapuaHTbl cOBMeCTHOro ucnosib3osaHma ORACLE_HOME nogpep:xkusaet NetApp?

Mol NOOOEPHKMUBAEM coBmecTHO nMcnonb3yemolhn ORACLE_HOME gns cuctem RAC.

Mol MOAOEPHKUNBAEM coBmecTHO ncnonb3yembii ORACLE_ HOME gns ogHoro sksemnnsapa
6a3bl, KOr4a OH CMOHTMPOBAH HA OZHY XOCT-CUCTEMY.

Mol HE NO4AEPKUBAEM coBmecTHO ncnonb3yemblit ORACLE_HOME B npofaKLHe, KOTOPbI
TpebyeT BbICOKOM AOCTYNHOCTU A/1A KaKoro-n1Mb0o M3 MCNO/b3YHOLWMX ero aKk3eMniapos 6asbl.
Opyrumm cnoBamu, HeCKoJIbKo 6a3 He A01KHbl COBMECTHO Mcnosb3oBaTb oanH NFS-pasaen ¢
ORACLE_HOME ecnu xoTa 6bl ogHa 13 6a3 paboTaeT B NpoAaKLIHe.

2.2.7. Hannyuymue pemienus ajsa Control u Log ¢paitios

Online Redo Log Files

Pacnpegenute Bawu nor-¢painsbl N0 HECKOAbKMM MecTaM. YTobbl caenatb 3T0, cieayiTe peKoMeHLaunaM:

Cospavite Kak MUHUMYM ABe rpynnbl online redo log, Kaxayto ¢ Tpemsa y4acTHUKaMM
(members). MomecTute nepsyto rpynny online redo log B oanH Tom, a cneaytoLlyto B Apyroi
ToM. IK3emnnap npouecca LGWR (Log Writer) cbpacbiaeT REDO Log Buffer, KoTopbiii
COAEPKUT Kak NpoBeseHHble (committed), Tak U HenpoBegeHHble (uncommitted) TpaH3akuum,
AN17 BCEX Y4aCTHMKOB TeKywwew rpynnbl online redo log, n Koraa rpynna 3anosHeHa, To
nepektoYaeT JIor Ha caeaytoLLyto rpynny, npy aTom LGWR nuweT Bo BCex y4aCTHUMKOB rpynnbl,
[0 Tex Nop, MOKa OHM He 3aNOo/HATCA, U TaK ganee. YeKNOMHTbI He BbI3bIBAOT NEepPeK/oYeHMe
N1OroB, HO Ha NPaKTUKE, MHOTO YEKNOMHTOB BO3HUKAIOT NOKa rPynna JI0roB 3aM0HAETCS, TaKkKe
YEeKMNOMHHT BO3HMKAET NP NepeKoYeHnm 10TOB.



e Tpennaraembiii BapuaHT: -
Redo Grp 1: SORACLE_HOME/Redo_Grp1 (Ha Tome /vol/oralog)
Redo Grp 2: SORACLE_HOME/Redo_Grp2 (Ha Tome /vol/oralog)

daiinbl apxusHbix noros (Archived Log Files)

e YcraHosuTe Baul (init) napameTp, ARCHIVE_LOG_DEST, Ha AMpPEKTOpUIO B TOME JIOFOB, TaKy!o,
Kak SORACLE_HOME/log/Archivelog (Ha Tome /vol/oralog).

Control Files
Pacnpeaenute Bawwu control files. Ana atoro:

e YcraHosuTe napametp CONTROL_FILE_DEST, yTo6bl OH YKa3bIBa/l, Mo MeHbLUEe Mepe Ha ABa
pa3HbIX TOMa:
Dest 1: SORACLE_HOME/Control_Filel (Ha nokanbHo GaltnoBON cMCTEME UM HA TOME
cuctembl XxpaHeHus /vol/oralog)
Dest 2: SORACLE_HOME/log/Control_File2 (Ha Tome cuctembl xpaHeHua /vol/oradata)

2.3. RAID Group Size

Ecnu Bpems pekoHcTpyKumm (reconstruction rate) RAID-rpynnbl nocne cbos 370 BarkHbIN GaKTop, TO
[AOMKHbI MCcNonb3oBaTbcsA RAID-rpynnbl M3 HE6OAbLIOIO KOMYECTBA AUCKOB. [lanee AatoTCa peKomeHaaumm
no Hauaydwemy Bbibopy pasmepa RAID-rpynnbl Npy UCNOAb30BaHUM Kak TpaauumoHHoro NetApp RAID tvn

4 wnu RAID-DP™,

2.3.1 TpaauuuonHsiii RAID (RAID-4)
NetApp pekomeHayeT ucnonb3oBaTtb pasmep RAID-rpynnbl Nno ymonyaHuio, pasmepom B 8 AUCKOB, AN
60/1bLIMHCTBA NPUIOKEHUN.

RAID-rpynna 6onbliero pasmepa yBeMuymMBaeT BAMAHUE NPU AUCKOBOW PEKOHCTPYKLMUM NO Ceayrowmm
NpUYNHaM:

e TpebyeTca 60/blUee KOANYECTBO YTEHWUI

e TpebyeTca 6onbluee Konnyectso pecypcos RAID

e YanuHAeTcA Nnepnop, BO BpemMA KOTOPOro Npon3BOAUTENbHOCTb BBOAA-BbIBOAA CHUXEHA
(pekoHcTpyKumMa RAID-rpynnbl 60/1bWwoOro pasmepa saHMmaeT 6o/bluee Bpems, No 3ToM
NnpUYMHe, Ha BpeMsa PEKOHCTPYKL MM H6osblioi RAID-rpynnbl, NpoM3BOANTENBHOCTb BBOAA-
BbIBOZA CHMXKAETCA Ha H6osiee ANUTENbHbIN CPOK)

37K daKTopbl NPUBOAAT, B pe3y/bTaTe, K 60AblUeMy BAUAHMIO HA NPOU3BOAUTENBHOCTb MPU TUMNUYHOM
Mo/b30BaTEe/IbCKOW Harpyske u/unmn 6onee meaeHHOMY MpoLLeccy peKoHCTpyKumn. RAID-rpynna 60/bLworo
pasmepa TaK»Ke yBeanUnBaeT BEPOATHOCTb ABOMHOW ANCKOBOM OWMGKM, BeayLiei K noTepe AaHHbIX. (B
6onbLlwoii RAID-rpynne Bbille WaHCbl TOro, YTO ABa AMCKA BbIMAYT U3 CTPOA 04HOBPEMEHHO B O4HOM M TOM
Xe rpynne.)

*
Mpum. nepes.: Mo Buanmomy owunbKa B OPUTUHANbHOM TEKCTE, NnpeanaraemMbivt BAPUaAHT NPOTUBOPEYUNUT TEKCTY C
onncaHnem Bbile



2.3.2 RAID-DP

C BbIxogom Bepcumn Data ONTAP 6.5, nosiBUIacb BO3MOXKHOCTb UCMO/1b30BaTh «RAID ¢ gBOMHOM
yeTHocTbio» uam RAID-DP. B RAID-DP, B kaxkayto RAID-rpynny gobasnserca AUCK AONONHUTENbHOM
4yeTHOCTW. MpKU NCNONBb30BAHMM STOM AONONHUTENBHOW 3aLLNUTbI, BEPOATHOCTb NOTEPU AAHHbIX B pe3y/bTaTe
OBOVHOM OWNBKN ANCKOB NPAKTUYECKU YCTPAHAETCA, NMOSTOMY NOABAAETCA BO3SMOXHOCTb MCMO/1b30BaTb
RAID-rpynnbl 60nbliero pasmepa.

B Data ONTAP 6.5 1 no3gHee, RAID-rpynna pasmepom 6onee 16 guckoB moxKeT 6biTb 6e3onacHo
co3pgaHa npu ucnonbsosaHuu RAID-DP. OgHaKo mbl peKkoMmeHAyem Ucnonib3osatb pasmep RAID-rpynnbl
no ymonyaHuio, B 16 guckos, npu ucnonbsosaHmnu RAID-DP.

2.4. Snapshot and SnapRestore®

NetApp HacToATeIbHO PEKOMEHAYET UCMO/b30BaTh Snapshot 1 SnapRestore A9 pe3epBHOro KONUPOBaHUA
6a3 Oracle. Snapshot npeaoctaBaseT BO3MOXHOCTb MOMEHTA/IbHOM KONMK BCel 6asbl AaHHbIX, 6e3 yuwepba
AN NPOV3BOAMUTENBHOCTU CUCTEMBI XPaHeHUs, a SnapRestore BoccTaHaBAuBaeT 6a3y AaHHbIX LLE/IMKOM, U3
Mob60oro NpeaplayLLero CHanwoTa.

[na Toro 4tobbl CH3NWOTbI MOT/IM 3PPEKTUBHO UCNO/Ib30BaTLCA € 6Hazamm AaHHbIX Oracle, oHM AONKHbI
6bITb CKOOPANHMPOBaHbI co cpeacTBamum Oracle hot backup. Mo 3Toit npuiunHe, NetApp pekomeHayeT
BbIK/IOYMTb aBTOMATUYECKM CO3AaBaemble CHIMLWOTbI Ha TOMaX, XpaHALWMX AaHHble 6a3 AaHHbIX Oracle.

[na BbIKNOYEHMA aBTOMATUYECKMX CHIMLWOTOB A/19 TOMA, UCMOJIb3YyMTe CeAyIoLLYyI0 KOMaHAy:
vol options <volname> nosnap on

Ecnun Bbl X0TUTe caenaTtb AUPEKTOPULO . snapshot HEBMAMMOﬁ ANnAa KAINeHToB, BbINOZIHNUTE CeAyOLWYHO
KOMaHAy:

vol options <volname> nosnapdir on

Mpu BbIKNOYEHHOM aBTOMATUYECKOM CO34aHUN CHIMLLOTOB, CH3MNLWOTbI CO3AAI0TCA KaK 4acTb 63kan-
npouecca Oracle, Korpga 6asa HaXxoauTcAa B KOHCUCTEHTHOM COCTOAHUMN.

[na pononHUTEeNbHbIX CBEAEHWI O UCMONb30BaHUKM Snapshot n SnapRestore ans pe3epBHOro KONMPOBaHUA
n BoccTaHoBneHuA Oracle Database, cmoTtpute [3].

2.5. Pe3epBupoBaHMe MecTa IO CHAINIWOTHI (Snap Reserve)

YcTaHOBKa BENNYUHDI Snap reserve Ha TOMe, BblAeNAET YaCTb NPOCTPAHCTBA Ha TOMe NoA UCNOJ1Ib30BaHUE
ONA XpaHeHUA OaHHbIX CH3MLWOTOB. 3ameTbTe: CH3MNWOThI MOTYT UCNONb30BaTb bosblue mecTa Ha TOME, HeM
3a4aHO B 3HAa4Y€HUU shap reserve, HO NO/ZIb30BaTE/Ib HE MOXXET NCNO/1Ib30BaTb A4/1A CBOUX AdHHbIX MeCTO U3
3ape3epBUPOBAHHOIO NOA, CHIMLWOTbI.

YT106bI NOCMOTPETL Pamep pe3epBa HAa TOMe, BBeAUTE KOMaHAY:

snap reserve

[nA ycTaHOBKM pa3mepa shap reserve a1 Toma (3HayeHne no ymonyaHuio 20%), BBeguTe KOMaHay:
snap reserve <volume> <percentage>

He nuwwuTe 3HaK npoueHTa (%) Koraa 3agaete Be/IMYMHY B MPOLEHTaX.

Pe3epBMpOBaHme snap reserve A0/1XKHO 6bITb HACTPOEHO MO pa3mepy Ha BENINYUHY, C/QIETKA NpeBbILaoLLyo
MaKCUManbHbIA 06bEeM CHIMLWOTOB ONA faHHOro Toma. Makcmmym 06bema CHaNLOTOB MOYKHO YCTaHOBWUTb



HabAntoaan 3a CUCTEMON B TEYUEHUM HECKONbKUX AHEN, NPU HAaIMYMM B 3TO BPEMA BbICOKON pabouyei
Harpysku.

Pasmepbl snap reserve moryT 6biTb M3MeHeHbI B /1tloboe Bpems. He npeBbiwaiiTe ypoBHEM Snap reserve
KomnyecTsa cBOHOAHOro MecTa Ha TOMe, B MPOTMBHOM C/lydae NOAK/IOYEHHbIM STOMY TOMY CEPBEP MOXKET
nepecTtaTb paboTaTb C COObLLEHMEM O HEXBATKE AMCKOBOrO MecTa.

NetApp peKomeHayeT perynsapHo HabaaaTb 32 pasamepom UCMOJIb30BaHHOIO CHIMNLWOTaMMU
NpPOCTpaHCTBa B shap reserve. He no3sonAiiTe MM npesblliaTb Bblge/NeHHOro B pesepse mecta. Ecam snap
reserve ucuepnaH, To yBeainubTe NPOLLEHT MeCTa, BblAEe/NIEHHOro NoA shap reserve Wiu yaansainte Kakue-
TO U3 CHIMNLWOTOB, NOKa KOIMYECTBO UCMNO/Ib30OBAHHOIO HA TOME MecTa He onycTutca Huxke 100%.
Mporpamma NetApp DataFabric Manager (DFM) moeT nomoub B MOHUTOPUHre.

2.6. HacTpoMKM cCUCTEeMBbI XpaHEHU A

2.6.1. Onnua minra

Korpa BKkatodyeHa onuusa minra (minimize read-ahead), To B npouecce YTeHUA MUHUMU3MpPYETCA
KO/IMYecTBO 6/10KOB, KOTOPbIE CYMTLIBAOTCA B K3LW C ynpexaeHnem (read-ahead). Mo ymonyaHuio, minra
BbIK/IIOYEHA, M CUCTEMA XPaHEHUS MPOM3BOANT aKTUBHOE YNpeXKAatoLLee YTeHME B KL AJ1A KaXK40ro Toma.
JddeKT oT ynpekaatoLwero YTeHMA 3aBUCUT OT XapaKTepa BBOAA-BbIBOAA NPUAOKeHUs. Eciv gaHHble
CYMTbBIBAIOTCA NMOC/NEA0BATENBbHO, HANPUMEP, Koraa 6asa AaHHbIX MPOBOAUT MNOHbLIM NPOCMOTP TabauL, 1
nHaekcos (full scan), ynperkgarolLee YTeHue yBEMUYUT NPOM3BOANTENbHOCTL BBOAA-BbIBOAA. Ecin gocTyn K
AAHHbIM NMPOUCXOAMT C MOJIHOCTbIO C/IYYalHbIM XapaKTepPOoM, TO ynpeKaatoLee YTeHe A0/IKHO ObITb
BbIK/IIOYEHO, TaK KaK OHO CHU}KaEeT NPOM3BOANTENBHOCTb 33 CHET JIMLIHETO YTEHWUA ANCKOBbIX 6/10KOB, U
HEMPOM3BOAUTENBHO 3arpyyKaeT CUCTEMHbIE PECYPCb.

Cneaytolian KOMaHAa UCNO/b3YETCA AN 8K/AKOYEHUS ONUUM minra ana Toma, U ebl/ioveHus
YyNpexaalowero YTeHus:

vol options <volname> minra on

B obuiem cnyyae ynpexgalouiee YTeHne BbirogHo Ansa 6a3s gaHHbIX, M BKAOYaTb minra He cnegyet. OgHako
NetApp pekomeHAyeT No3KCNepuMeHTUPOBaThb C onumeit minra, u NpoHaba0aaTh 3a BAMAHUEM Ha
NpPoun3BOAMTENIbHOCTb, TaK KaK 3apaHee HeBO3MOXKHO CTPOro onpeaennTb TO, Kakoe NPUaoKeHue
ncnonb3yet 6onee cAy4yanHbIN, HEXeNn nocnenoBaTeNbHbIA 4OCTYN K AaHHbIM. Ta ONLMA NPO3payHa B
naaHe AOCTYNa KAMEHTOB K AaHHbIM, U MOXET NepeKkntovaTbea 6e3 npepbiBaHMA Npolecca BBoAa-BbliBOAA
AaHHbIX. YbeanuTech, YTo Bbl BbIXKAa/1M ABE UAU TPU MUHYTbI, NPeXAe YeM OLEeHUBaTb U3MEHEHMA 3HaYeHMA
nNpoun3BoANTEIbHOCTMU.

2.6.2. 06HOoBJ1IeHMe 3HayeHUA File Access Time

Ewe oaHa onumaA, KOTopaa MOXKET yAy4ylnTb BpeMA AOCTYNa, 3TO OTK/IO4EeHUe 06HOBEHUS BPEMEHM
nocnegHero Aoctyna K ¢anny. Ecam npunoreHme He 3aBUCUT OT 3TOro aTpmbyTa, U He MCNONb3YET ero B
paboTe, 3Ta oNuUMA MOXKET BbITb OTK/OYEHA. Mcnonb3yiiTe 3TOT METOA, TO/IbKO €C/IN NPUIOKEHME
reHepupyeT 6o/bluoi TpaduK YTeHus. CnegytoLlas KOMaHAa BblK/OYaeT 0OHOBAEHUS BPEMEHH
nocneaHero Aoctyna K dannam ans toma:

vol options <volname> no_atime_update on



2.6.3. Hactpoyiku NFS

Ona dannos 6a3 gaHHbIX U mountpoints, NetApp noaaepxumeaeTt ucnonbsosaHue TCP B Kauectse
MexaHM3Ma nepenayn gaHHbIX B Tekywem kaneHte NFS V3.0. He nogaeprkmeaetca UDP ana daiinos 6a3
AaHHbIX 1 mountpoints.

3. OnepanMOHHbIE CUCTEMBI
[lna NoNHOro, akTyaNbHOro CNMcKa naatdopm, ceptudnumposaHHbix ana Oracle, cmoTpute:
http://www.netapp.com/partners/oracle/tech.html

3.1. Linux
Ons pononHutenbHol nHdopmauum 06 ncnosb3oBaHuK Linux u TexHonoruii NetApp, cm. [4].

3.1.1. Linux — peKoOMeH/J0BaHHbIEe BepCUu

PasnnyHble anctpmnbytusbl OS Linux ocHoBaHbl Ha Tom uan nHom Agpe (kernel). Ans noboro guctpmbyTmnea
Ba)KHO COCPESOTOUNTb BHUMAHME Ha ero Aape, YTo6bl MOHATb BO3MOXKHble 0COBEHHOCTU NPUMEHEHMA U
COBMECTUMOCTMU.

Kernel 2.4

KnneHT NFS B 3TOM Aape MMeEeT MHOMeCTBO Y/Iy4LEHUI, NO CPAaBHEHMIO C KAMEHTOM AnA aapa 2.2,
60NbLUMHCTBO M3 KOTOPbIX OTHOCUTCA K NPOM3BOAMUTENBHOCTM U cTabunbHocTh. KnmneHT NFS agpa nocne
2.4.16 meeT 3HauUUTe/IbHble YyYLleHUA NPOU3BOAUTENBHOCTU U CTabUIBHOCTY.

HekoTopble cnopHble U3MeHEHUA BblN BHECEHBI B BETKY 2.4, UTO 6bI/1I0 NpenaTcTBUEM AN Pa3paboTUMKOB
ANCTPUBYTUBOB MCNONb30BaThb NO34HME BEPCUN AAEpP 3TOM BETKU. XOTA HEKOTOPbIE 3aMETHbIE Y/yULLEeHUSA
NFS 6b111 coenaHbl B Bepcum 2.4.15, TopBanbac nsmeHun Yactb nogcuctemol VM, caenas Bepcum agpa
2.4.15,2.4.16, n 2.4.17 HecTabu/IbHbIMKN Ha BONbLLION HArpysKe.

Mpwu ncnonbsosaHuu sagep 2.4 Ha obopyaoBaHum ¢ 6onee yem 896MB namsTH, B HUX HYXKHO BKAOYATb Npw
komnunsauum onuuto CONFIG_HIGHMEM, KoTopaa Heobxoauma Ans AocTyna K namsaTu Bbie 896 MB.
Knunent NFS B Linux agpa 2.4 umeeT U3BECTHYIO Npobaemy B 3TOM KOHGUIYpaLMK, BbliparkatoLytoca B
CNY4aMHOM MOABUCAHUM NPUNOKEHUA, UNN BCEW KANEHTCKON CUCTEMbI B LLesIOM. 3Ta npobaema bbina
ycTpaHeHa B agpe 2.4.20, HO NO NpeXXHEMY MOKEeT NPOoABAATLCA B AUCTPUbYyTUBax Red Hat 1 SUSE,
ncnosb3yowmnx bonee paHHUe aapa.

PekomeHgauum no Bbibopy agpa Linux

B NetApp npoTecTMpoBaH MHOKECTBO BAPMAHTOB AMUCTPUOYTUBOB, U OCHOBAHHbIE Ha AApax BeTeu 2.6 B
HaCTOALLMI MOMEHT PEKOMEHAYIOTCA K MPUMEHEHUIO.

PekomeHa0BaHHble AUCTPUBYTUBLI BKIOYaloT B ceba Red Hat Enterprise Linux Advanced Server 3.0 1 4.0, a
Tak»Ke SUSE Enterprise Linux 9.0 (SLES9).

370T pasgen bynet obHOBAATLCA B OyAyLLEM, O Mepe NPOBEAEHUS AOMOJIHUTENbHbIX TECTUPOBAHWUNA.

Manufacturer \ Version Tested Recommended
Red Hat Advanced Server 2.1 Yes No
Red Hat Advanced Server 3.0 Yes Yes
Red Hat Advanced Server 4.0 Yes Yes
SUSE 7.2 Yes No
SUSE SLES 8 Yes No



http://www.netapp.com/partners/oracle/tech.html

SUSE SLES 9 Yes Yes

3.1.2. Linux — maT4yu Aaapa

B obwiem cnyyae, B nepByto ovepeab A0NKHbI ObITb MPUMEHEHbI NAaTuYM A4pa, peKomeHa0BaHHble Oracle
ONA KOHKpeTHoM Bepcumn CYB/. B obuiem ciyyae 3TM peKoMeHAaunmn He KOHPAUKTYIOT C NpuBeaeHHbIMU
HaMW 34€eCb, HO eCn KOHGNMKT BO3HUK, CBAXKUTECH C noaaepKon Oracle nnn NetApp, ona paspelleHuns
npobaembl, 40 TOro, Kak Ha4YHeTe NPUMEHEHME NaTyen.

MaTy ana ncnonb3osaHua pexkmma uncached /0 (HeK3WMPOBaHHOIO BBOAA-BbIBOAA) BNEPBble NOABUACA B
Red Hat Advanced Server 2.1, update 3, c kernel errata e35 u Bbiwe. Heob6xoamMmo B 06a3aTeNIbHO

npumeHaTb uncached 1/0 npu ncnonbsosaHunm Oracle9i™ RAC ¢ cuctemamm xpaHeHus NetApp B NAS-

pexume. Uncached I/0O He KawupyeT AaHHble B 6ydepax dpalinosoi cuctemnl Linux, Bo Bpemsa NpoBeaeHus
onepaunit BBoAAa-BbIBOAA 417 TOMA, CMOHTUPOBAHHOIO C ONLMAMM MOHTMPOBaHMA NOAC. [1na BKAOYEHUA
uncached I/0, nob6asbTe cneaytoume 3anmcu B pain /etc/modules. conf, U nepesarpysuTe y3nbl
Knacrepa:

options nfs nfs_uncached_io=1

Toma, ucnonbsyemble A5 XpaHeHUn Gpainnos 6a3 AaHHbIX, NO-NPEXKHEMY TPebYIOT MCNO/Ib30BAHMA ONLMM
MOHTMpPOBaHUA noac ansa 6as Oracle9i RAC.

MaTy uncached I/O 6bin pa3paboTaH Red Hat u npoTtectuposaH Oracle, NetApp, n Red Hat.

3.1.3. Linux — HacTpouku 0S
3.1.3.1. YeBennueHue 6ydepos Transport Socket Buffers Ha KnneHte NFS

YBennueHue bydpepoB TpaHCNOPTHbIX COKeTOB (transport socket buffers), koTopsbie Linux ncnonbsyet ans
Tpaduka NFS, nomoraeT CHM3UTb UCMOIb30BaHUE PECYPCOB Ha KNMEHTE, CHU3UTb KoaebaHus B
NPOM3BOAMUTENIbHOCTH, U YBENNYUTb MaKCUMa/lbHble NOKa3aTeIM NPOMNYCKHOM CNOCOBHOCTU ANA AaHHbIX U
onepaumit. B byaywmx penmsax KAMEHTOB, cleayowme npoueaypbl He 6yayT HE0H6X0ANMbI, TaK KaK KAMEHT
CMOKET Bbl6paTb CAMOCTOATEIbHO ONTUMA/bHbIE pa3smepsbl 6ydepos coKkeTa.

Byayun nonb3osatenem root Ha KIMEHTE, BbINONHUTE caeaytolune KOMaHAabl:
cd /proc/sys/net/core
echo 1048576 > rmem_max
echo 262143 > wmem_max
echo 1048576 > rmem_default
echo 262143 > wmem_default

MepemoHTUpynTe dpannosyto cuctemy NFS Ha KnneHTe.

OunctpnbyTtne Red Hat nocne 7.2 coaeput paiin c umeHem /etc/sysctl.conf Kyga moryT 6biTb
[06aBNeHbl 3TU USMEHEHMSA, TaK, YTO UX He HYXKHO ByZeT BBOAMTb NOCae Kaxaon nepesarpysku. [lobasbte
cnepytowme cTpoku B painn /etc/sysctl.conf Ha cucteme nog Red Hat:

net.core.rmem_max 1048576

net.core.wmem_max 262143



net.core.rmem_default 1048576

262143

net.core.wmem_default
3.1.3.2. NMpouune ynyyweHua TCP

Cnegytouime HaCTPOMKM MOTYT NOMOYb CHU3UTb 06beEMbI PabOTbl KIMEHTOB U CUCTEMbI XPaHEHUSA, KOTAa Bbl
mncnonb3yete NFS no TCP:

echo @ > /proc/sys/net/ipv4/tcp_sack
echo @ > /proc/sys/net/ipv4/tcp_timestamps

3Tn feicTBMNA OTKNIOYAOT HEKOTOPbIE AONONHUTEbHbIE BO3MOXKHOCTM TCP, cbeperasa HemHoro
NPOLLECCOPHBIX PECYPCOB W CETEBOM MOAOCHI NPONYCKaHUS.

Korga Bbl Komnunupyete aapo, To ybeautech, uto onuma CONFIG_SYNCOOKIES oTkntoueHa. SYN cookies
3ameanaAoT coegmHeHme TCP, nobasnsa He6o/blLIOE KOMYECTBO OnepaLnii Ha 060MX KOHLLAX COKeTa.
HekoTopble gncTpmbyTmBebl Linux nocTaBaAaoT A4po ¢ BKAtodeHHbiMM SYN cookies.

Algpa Linux 2.2 1 2.4 noaaep*meatoT 6onbwne okHa TCP (large TCP windows RFC 1323) no ymonyaHuto.
M3meHeHMA No BKAOYEHMIO NOAAEPKKN BONbLINX OKOH He TpebytoTcs.

3.1.4. Cetb B Linux — Full Duplex u Autonegotiation

BONbLIMHCTBO CeTEBbIX KapT MCMO/b3YIOT aBTOONPeAe/ieHne, A8 ONTUMAIbHOW HAaCTPOMKU, AOCTYMHOM
KapTe M NOPTYy KOMMYTATOPa, K KOTOPOW OHa NogKAtoYeHa. MHoraa BCcTpeyatowmeca HeCOBMeCTUMOCTH
NPUBOAAT K MOCTOAHHbLIM NMpoLLEeCcCam NnepeonpeaeneHns HactTpoek (renegotiation), ownboyHomy
BKAtoueHumto half duplex nnm HM3KoM ckopocTu. Koraa Bbl ULLETE NPUYNHBI CETEBbIX Npobiem, ybeauTecs,
YTO HacTpoMKM Ethernet cooTBETCTBYIOT OXKMAAEMbBIM, MPEKAE YEM UCKATb rNybKe. U3beranTe
MCNONb30BaTb MPUHYAUTENbHbIE YCTAaHOBKU, BMECTO peLleHMa Npobaembl aBTooONpeaeieHumA, TaK KaK OHU
MOTY TOJIbKO MacKknpoBaTb 6osiee rnybnHHYyo npobaemy. MponsBoamUTENN KapT U KOMMYTATOPOB A0/KHbI
NOMOYb BaM B peLleHUN Taknx npobsem.

3.1.5. CeTs B Linux — aganTepsl Gigabit Ethernet

Ecnv cepsepa Linux MCNo/ib3yoT BbICOKONPOU3BOAMTENbHYIO ceTb (gigabit nam boicTpee), obecneybte
focTatoyHo pecypcos CPU 1 nonockl nponyckaHmna namaTtu, 4ytobbl 06paboTaTb NpepbiBaHMA U NOTOK
AaHHbIX. N0 knneHTa NFS 1 gpaisep rurabutHoro agantepa yMeHblUaeT KOIMYECTBO AOCTYMNHbIX
NPUAOKEHUIO PECYPCOB, TaK YTO No3aboTbTech, YTobbl 3anac 6bin agekBaTeH. bonbWKNHCTBO KapT Gigabit
Ethernet nogaeprkmsatot 64-bit PCl unn HoBee, U 40NKHbI NOKa3bIBAaTb XOPOLLYIO NPOU3BOAUTENBHOCTb.

Bce 6a3bl faHHbIX, UCNOAb3YIOLWME cucTeMy XpaHeHUA NetApp, AonxHbl ucnonb3osaTtb Gigabit Ethernet
Ha 060MX KOHLLAX COeaMHEHUA, KaK Ha CUCTeME XpaHEeHUs, TaK M Ha cepeepe, ANA A0CTUKEHUSA
ONTUMANbHOI NPOU3BOAUTENIBHOCTM.

NetApp cumTaert, 4To cieaytolme ceTeBble KapTbl Gigabit Ethernet xopowo pabotatoT nog, Linux:

e SysKonnect. KapTbl cepum SysKonnect SK-98XX paboTatoT oueHb xopoluo ¢ Linux n noaaep:xunsatot
Kak single- Tak u dual-fiber, a TakKe «megHbI» nHTepdelic gnsa nydwen NPomM3BoOLgUTENBHOCTU U
[ocTynHocTU. CTabubHbIN U OTNAXKEHHbIN ApaiiBep A1A STUX KapT BXoAUT B A4PO 2.4 1 no3aHee.

e Broadcom. MHorve KapTbl ¥ KOMMYTaTOPbl UCMO/Ib3YHOT 3TOT YMNMCET, BK/tOYaA Besgecywmuin 3Com.
370 NpenoCcTaBAAET BbICOKUI YPOBEHb COBMECTUMOCTU MEKAY CETEBbIMM KOMMYTAaTOPaMM U



KnneHTamu Linux. OpaiBep ans atoro ymnceta noasuaca B agpe 2.4.19 n BkaoYvancs B
anctpmnbytmebl Red Hat ¢ paHHuUmMU saapamu 2.4. YbeauTech, uto firmware umnceta obHoBAEHO.

e AceNICTigon Il. HekoTopble KapTbl, Takme Kak Netgear GA620T, MCNOAb3YIOT 3TOT YUMNCET, HO
6onblle oHM He npon3BoaATcs. CTabubHbIN M aKTUBHO NoAAepKMBaeMbli ApaiiBep ANA 3Toro
yunceTta BKAOYEH B AUCTPMOYTUB Agpa.

e Intel’ EEPro/1000. 370, BO3MOKHO, BbICTPENLILMIA TMrabuUTHbIN ceTeBol aganTep, HO Apansep
BK/IIOYEH TONbKO B Hanbonee cBexune aucTpmnbytmebl agpa (2.4.20 n nosgHee) U MOXKET bbITb
MHoraa HectabunbHbiM. CoobuwatoT, yto jumbo frame MTU gns KapT Intel paBeH Tonbko 8998 6aliT,
a He cTaHgapTHble 9000 6aunT.

3.1.6. CeTb B Linux — Jumbo Frames B GbE

Bce KapTbl, onncaHHble Bbille, noagepxumeatoT onuuto jumbo frames ans Gigabit Ethernet. Ucnonb3soBaHue
jumbo frames MmoxKeT NoBbICUTbL NPOU3BOAUTENBHOCTb CUCTEMbI, MCNoAb3ytowel Linux NFS clients u
cucTembl xpaHeHna NetApp B HemapLipyTM3mMpyemon ceTu. Y 4,0CToBepbTECh, YTO NPOBEPUIN B
OOKYMEHTaLUMM Ha KaXKablii UCNOIb3yeMbliA KOMMYTATOP ero BO3MOXKHOCTU no paboTe ¢ jumbo frames.
CyuiecTByeT HECKO/IbKO M3BECTHbIX Npobiem B Apaisepax Linux npu ncnosnb3oBaHMM MaKCMMaibHOTO
pa3mepa ¢perima (9000 6aiiT). ECIM Bbl CTONKHYNUCD C HEOXKMAAHHBIMW 3amMegaeHUAMU NpU
ncnonb3oBaHMM jumbo frames, To NonpobyiiTe ymeHblWKTb pasmep MTU go 8960 6aiiT.

3.1.7.IIpoTrokoJ NFS B Linux — onuuy MOHTUPOBAaHUSA
[ns 6a30BbIx 3HaHUM 0 NFS 1 KpaTKOMY OMUCAHMIO TOTO, YTO AENAOT PasHble ONLMN MOHTUPOBAHUA B
knmeHTe NFS, npoutute gokymeHT NetApp TR: Using the Linux NFS Client with NetApp [4]

Tabnmua no cneayoLen ccbi/ike CYMMUPYET B Hanbosiee CBEXKeM BUAE CMUCOK PEKOMEHA0BAHHbIX OMLUIM
MOHTUpPOBaHuA ana kaneHTos NFS, ana pasanyHbix Bepcuit Oracle n nnatpopm OS.

http://now.netapp.com/Knowledgebase/solutionarea.asp?id=kb7518 (tpebyetca nornH Ha NOW)

3.1.8.iSCSI Initiators g Linux

Moapep»kKa iSCSI ana Linux HegaBHO cTana AOCTYNHON BO MHOMECTBE pasnyHbIX ¢opm. Hauyanum
NoABAATLCA annapaTHble M NPOrPamMmMHbIe MHULMATOPbI, HO OHM NOKa He AOCTUTAM YPOBHA, NPUrO4HOrO
ana 6e30roBopoYHOro NpmHATUA. O6BEM TECTMPOBAHMA NOKA HELOCTATOYEH, YTOObI pEKOMEHA0BATb
KaKue-To 6e3yc/N0BHO Hauyyllme peleHnna B 3Tol obnactu. IToT pasgen byaet nepepaboTaH B byayliem,
ONA BKOYEHUS B HETO PEKOMEHAALMM U NPAKTUUYECKUX PELLEHMI Mo 3anycKy 6a3 aaHHbIx Oracle Ha Linux ¢
iSCSl initiators.

3.1.9. FCP SAN Initiators g Linux

NetApp noanepxusaet npotokon aoctyna Fibre Channel gna 6a3 gaHHbIx Oracle, paboTtatowmx Ha Linux.
MoaxntoyeHune K cucteme xpaHeHunna NetApp morKeT bbiTb caenaHo Yyepes KommytaTtop Fibre Channel (SAN)
unu Hanpamyto (direct-attached). NetApp B HacToAWwMIA MOMeHT noaaep:ueaet Red Hat Enterprise Linux
2.1 1 3.0 a TakKe SUSE Enterprise Server 8, pabotatowme c cuctemoit xpaHeHma NetApp c OS Data ONTAP
6.4.1 n Bblwwe.

Ons noapobHocTen o TpeboBaHUAX K CUCTEME U UHCTANNALMMK, cMOTpUuTe [4].

NetApp pekomeHgyeT ucnosnb3osaTtb Fibre Channel SAN ana Oracle Databases Ha Linux, Tam, rae umetorcs
CYLLECTBYIOLLME KaNUTANoBNOXKeHNA B MHOpacTpyKTypy Fibre Channel, naun koraa noctosaHHas 3arpyska
KaHana nepeaym AaHHbIX npesbiwaeT 1Gbit B cekyHay (~110 merabaiiT B cekyHay).


http://now.netapp.com/Knowledgebase/solutionarea.asp?id=kb7518

3.2. Sun™ Solaris Operating Systems

3.2.1. Solaris — pekoMeH/J0BaHHbIE BepCHUH

Manufacturer Version Tested Recommended
(Sun) Solaris 2.6 yctapena No

7 Yes No

8 Yes No

9 Yes Yes

10 Yes Yes

NetApp pekomeHayeT ucnonb3sosatb Solaris 9 Update 5 u Bbiwe, ana onTMumanbHOMU
Nnpou3BoOAUTENIbHOCTU cepBepa.

3.2.2. Solaris — maT4u Aaapa

Matumn gna Solaris yacto 06HOBAAKOTCA, TAK YTO /ILOOOM CNNCOK BYAET HEMOJIHbIM U HEMEA/IEHHO yCcTapeerT.
YKa3aHHbIN CMMCOK NaTyeit ABNAETCA MUHMMAIbHO HeobXxoauMbIM; bonee NosgHMe PeBU3UM MOTYT
COAEpXKaTb AOMNOJIHUTENbHbIE UCNPABAEHUSA, HO MOTYT BbI3biBaTb M HEOXKMAAHHbIE NPobsiemMbl.

NetApp peKomeHAyeT ycTaHaBAUBATb Hanbonee cBeXKue peBU3MM KaXKA0ro natya Sun.

3TN pekoMeHaaLUKn AOMOHAIOT, HO HE 3aMEHAIOT peKoMeHaaummn o naTtyax Solaris, BK/lOYeHHbIE B
uHctannaumio Oracle nnu release notes.

CNUCOK XKenatenbHbiX natyei Solaris 8 Ha 16 mapTa 2006:
Solaris 8

117000-05 SunOS 5.8: kernel patch (obsoletes 108813-17)
108806-20 SunOS 5.8: Sun Quad FastEthernet gfe driver
108528-29 SunOS 5.8: kernel update patch

116959-13 SunOS 5.8: nfs and rpcmod patch

(116959-05 oTHOcuTCA K 6ary Solaris NFS client caching [wcc] bug 4407669: OYEHb BaHblit naTy Ann
NpPOu3BOAUTENbHOCTH)

111883-34 SunOS 5.8: Sun GigaSwift Ethernet 1.0 driver patch

CnNUCOK XKenatenbHbiX natyewn Solaris 9 Ha 16 mapra 2006:

Solaris 9

112817-27 SunOS 5.9: Sun GigaSwift Ethernet 1.0 driver patch

113318-21 SunOS 5.9: nfs patch

(addresses Solaris NFS client caching [wcc[ bug 4407669: Takske oTHocuTcA K bary Solaris
4960336 fdio: OYEHb BakHbIM NaT4y AN NPOMU3BOAUTENBHOCTH)

113459-03 SunOS 5.9: udp patch

112233-12 SunOS 5.9: kernel patch

112854-02 SunOS 5.9: icmp patch



117171-17 SunOS 5.9: patch /kernel/sys/kaio

112764-08 SunOS 5.9: Sun Quad FastEthernet gfe driver
Cnucok XenatenbHbix natyen Solaris 10 Ha 16 mapTa 2006:
Solaris 10

120030-01 SunOS 5.10: mountd patch

118375-06 SunOS 5.10: nfs patch

118822-30 SunOS 5.10: kernel patch

HeyCTaHOBKa nepevyncneHHbIX Bbille naTyei MOKeT Bbi3blBaTb OTKAa3bl B pa60Te 6a3bl AaHHbIX, «NageHnAaA»
n 3amegneHune pa60TbI. OHU JOMKHbI 0b6sA3aTenbHO bbITb YCTaHOBNEHbLI. I'IomanyﬁCTa, OTMETbTE, YTO «Sun

EAGAIN bug» — SUN Alert 41862, Ha KoTopblil ccbinaetca natd 108727 —MOXKeT Bbi3blBaTb aBapuitHoe

3aBepLeHue Oracle Database c cooblieHnem oWnbKu:
SVR4 Error 11: Resource temporarily unavailable

MepeuncneHHble NaTin MOTryT UMETb ONpeaeeHHble 3aBUCMMOCTM, He Ha3BaHHbIe Bbiwwe. MNpoyTute BCe
MHCTPYKLMW MO MHCTANNALMM K KaXKAOMY NaTyy, YToObl ObITb YBEPEHHbIMM, YTO BCE 3aBMCMMOCTH, a TaKKe
OTHOCALLMECA K MPOLLECCY NaTUYM TaKKe YCTaHOB/EHDI.

3.2.3. Solaris — HacTpoiiku 0S
Bbl MOKeTe Mcnob30BaTh CNeLnabHbie HACTPOMKM HEKOTOPbIX NapameTpoB B Solaris, 4Tobbl A06UTbCA
MaKCMMyMa BO3MOXHOIO B MPOM3BOANTENbHOCTU Ballei 6asbl B Sun Solaris.

Deckpuntopbl ¢painnos B Solaris:

rlim_fd_cur. "Soft"-aumut uncna ¢aiinosbix 4€CKpMNTOPOB (M COKETOB), KOTOPbIE MOMKET OTKPbITb OANH
npotecc.

rlim_fd_max. "Hard"-aumunt uncna ¢annosbix 4eCKPMNTOPOB (M COKETOB), KOTOPbIE MOXET OTKPbITb OANH
npouecc.

YcTaHoBKa 3Tux BennduH B 1024 HACTOATE/IbHO pekomeHpayeTcs, AN TOro, 4tobbl n3bekartb
«naaeHuin» 6a3bl faHHbIX B pe3ynbTaTe HeXBaTKU pecypcos B Solaris.

YcraHoBKM "maxusers" B Solaris kernel:

MapameTp aapa Solaris maxusers ynpaenseT pacnpeaeneHuem HEKOTOPbIX BayKHbIX PECYPCOB AAPa, TaKMUX,
KaK MaKcMMasibHbI pasmep Tabamubl npoueccos (process table) M MakcMManbHOIo YMca NPOLLECCOB Ha
no/sib3oBaTena (processes per user).

3.2.4. CeTtn B Solaris — Full Duplex u Autonegotiation
Cnepyiowime HaCTPOMKKU BEPHbI ANA C/Ty4as HENOCPeACTBEHHOTO BKIOYEHUA cepBepa Sun B cuctemy
XpaHeHua NetApp, 6e3 ucnonb3oBaHUA KOMMYTaTOpa.



KapTtbl GbE noga Solaris AonKHbl UMETb BbIKNOYEHHYIO YCTAaHOBKY autonegotiation, a napametp transmit
flow control - BKAtoYEHHbIM. ITO TaK A4 KapT Sun «ge», U CKopee BCero BepHo 1 ans 6onee HOBbIX KapT
Sun «ce».

NetApp pekomeHayeT oTKAOUNTbL autonegotiation, npuHygurenbHo 3agatb Tmn flow control, n
nNpUHyAuTeNbHO 3agatb pexkum full duplex.

3.2.5. CeTn B Solaris — aganTeps1 Gigabit Ethernet
Sun npegnaraeT KapTbl Gigabit Ethernet kak gns PCl, Tak n ans SBUS. KapTbl Ha PCl umetoT 60/1€ee BbICOKYIO
npon3BOAUTENbHOCTb YemM Bepcmm Ha SBUS.

NetApp pekomeHAyeT ncnosb3osaTb KapTbl Ha PCl, Koraa 3To BO3MOKHO.

Bce 6a3bl gaHHbIX, UCNoAb3ylowwmne cuctemy xpaHeHua NetApp, A0XKHbI ucnonb3oBaTtb Gigabit Ethernet
Ha 060MX KOHL,AX COeAUHEHUSA, KaK HA CUCTEME XPAHEHMUSA, TaK U Ha cepBepe, ANA A0CTUXKEHUSA
ONTUMaNIbHO NPOU3BOAUTENIBHOCTH.

SysKonnect aTto He3aBucumbin npoussoantesnb NIC, noctasastowmin Kaptbl Gigabit Ethernet. Bepcua kapt
Ha PCl obecneuymBaeT HaMBbICLLYIO MPOU3BOAUTENBHOCTb.

Heobxoammo ybeamTbcsa B TOM, UTO cepBepa Sun ¢ kapTamu Gigabit Ethernet pa6oTatot B pexxkume full flow
control (HekoTopble TpebytoT HE3aBUCMMOM YCTaHOBKM PEXMMOB 1A «send» 1 «receiver).

Ha cepBepe Sun yctaHoBKa flow control moxet 6biTb Npon3BeaeHa gobaBaeHMEM CieAyOLWNX CTPOK B
WMHULMANU3AUMOHHBIM CKPUNT (TaKoW Kak, Hanpumep, /etc/rc2.d/S99*) nam usmeHeHnem 3TUX 3HaUYEH U,

€C/I1 OHU Y>Ke CYLLLeCTBYIOT:
ndd -set /dev/ge instance %]
ndd -set /dev/ge ge_adv_pauseRX 1
ndd -set /dev/ge ge_adv_pauseTX 1
ndd -set /dev/ge ge_intr_mode 1
ndd -set /dev/ge ge_put_cfg %]

BHMMaHMe: instance MoKeT oTinyaTthes oT 0, ecaun Ha cucteme bonee ogHoro HTepdeiica Gigabit
Ethernet.

MpoaybanpyiTe yCTaHOBKM A8 KaXKA0ro instance, KoTopbln noakatoveH K NetApp.
Ons cepepos, ucnosbsyowmx /etc/system, nobaBbTe cieayroLme CTPOKN:

set ge:ge_adv_pauseRX=1

set ge:ge_adv_pauseTX=1

set ge:ge_intr_mode=1

set ge_ge put_cfg=0

OTmeTbTe, YTO MOMELLLEHNE 3TUX HACTPOEK B /etc/system BanseT Ha Bce Gigabit-uHtepdericol cepsepa.
KommyTaTopsl, U apyrve nogKato4aemble YCTPOMCTBA, TaKKe A0/IKHbI ObITb COOTBETCTBYHOLLMM 06pa3om
CKOHQUIYpUPOBaH®LI.



3.2.6. CeTtn B Solaris — Jumbo Frames B GbE
SysKonnect noctasaset KapTbl TUNa SK-98xx, noaaepxumsarouwme jumbo frames. na BkaoveHus jumbo
frames, BbInOAHWTE Cnepytowme Wwarn:

1. OTtpepakTtupyiite /kernel/drv/skge.conf n paCKOMMEHTUPYIMTE CTPOKY:
JumboFrames_Inst@="0n”;

2. OTtpepakTtupyiite /etc/rcS.d/S50skge n obasbTe CTPOKY:
ifconfig skge@ mtu 9000

3. MNepesarpysute cuctemy.

Ecau Bbl ucnonb3yete jumbo frames ¢ Kapramu SysKonnect NIC, ncnonb3yiTe KOMMYTaTOpbl, KOTOpble
noaaepxuBakT jumbo frames un BkaunTe noaaep:kKy jumbo frames Ha ceteBom uHTepdeiice cuctembl
XpaHeHuAa NetApp.

3.2.7. CeTn B Solaris — YBe/inueHue Npou3BOJUTE/ILHOCTH CETU

HacTtpolika npuBefeHHbIX HUXe NapameTpoB MOXET AaTb BbIMIPbILL B NPOU3BOANTENbHOCTU CETU.
BONbLWKHCTBO M3 3TUX HAaCTPOeK oTobparkaeTcA c NOMOLLbIO KOMaHAb! Solaris ndd, n yctaHasnnsaeTca npu
ncnonb3osaHum ndd unu pegaktmposaHnmn daina /etc/system.

/dev/udp udp_recv_hiwat. Onpegensetr makcMmanbHyto BeAMYMHY npnemHoro 6ydepa UDP. 3to
KO/IM4YecTBO MecTa B bydepax, BblaeeHHoe no npuHMumaemble gaHHble UDP. 3HayeHMe No yMoi4YaHuio
8192 (8kB). JonxHo 6bITb ycTaHOBAEHO B 65535 (64kB).

/dev/udp udp_xmit_hiwat. Onpegensetr makcMmasnbHyto BennMumnHy 6ybepa nepeagaum UDP. 310
KO/INYeCTBO mecTa B bydepax, BbiaesieHHoe nog nepegasaemble gaHHble UDP. 3HayeHMe nNo ymoi4aHuto
8192 (8kB). JonxkHo bbITb ycTaHOBAEHO B 65535 (64kB).

/dev/tcp tcp_recv_hiwat. Onpegenser makcMmanbHyo BEIMUYNHY NpuemHoro 6ydepa TCP. 3To
KoAnyecTso mecTa B bydepax, BblaeneHHoe nog, npuHMmaemMble gaHHble TCP. 3HaueHWe No ymondaHuio
8192 (8kB). JonxkHo 6bITb ycTaHOBAEHO B 65535 (64kB).

/dev/tcp tcp_xmit_hiwat. Onpegenser makcMmanbHyto BenMunHy bydepa nepesaum TCP. 310
KOAMYecTBO MecTa B bydepax, BblaeeHHoe nog nepesasaemble gaHHble TCP. 3HayeHMe N0 YMONYAHMIO
8192 (8kB). JonkHo 6bITb ycTaHOBAEHO B 65535 (64kB).

/dev/ge adv_pauseTX 1.3azaeT NpuMHyaUTENbHbIN KOHTPOb NoToKa (flow control) Ha nepegavy ana
apanTtepa Gigabit Ethernet. Transmit flow control provides a means for the transmitter to govern the
amount of data sent; 3HauyeHuMe «0» 3TO BeNMUYMHA NO YMoaYaHUto gas Solaris, Ao Tex Nop, NoKa OH He
byaeT BK/IOYEH, B pe3y/ibTaTe Npolecca aBToonpeaeneHus (autonegotiation) mexay NIC-amu. NetApp
HaACTOATE/NIbHO pEKOMeHAYeT YTOObl KOHTPOJIb MOTOKA HAa Nepesayy Obla BKAOYEH. YCTaHOBKaA 3TOM
BE/INYMHDI B «1» NOMOXKET M36eXKaTb NoTePb NAKETOB UM NOBTOPHOM M Nepesayn, Tak Kak 3Ta BE/IMUYMNHA
3acTasnaeT NIC BKAOYUTL KOHTPO/Ib NOTOKA Nepeaaydun. Ecam NIC nepenonHaeTca AaHHbIMU, OHA CUTHAAUT
nepegatoLemy ycTaHOBUTb nay3y. MHoraa 6biBaeT HY»KHO YCTaHOBUTL 3TO NapameTp B «0», YyToObI
onpeaennTb CMTyaumto, Korga nocblnatowmii (NetApp system) nepenosiHAET NOTOKOM KJ/IMEHTa.
PekomeHA0BaHHble HACTPOMKM ONMCaHbI B pasaene 2.2.6 3TOro JOKYMeHTa.

/dev/ge adv_pauseRX 1. [puHyAWUTENbHO YCTaHABAMBAET KOHTPOJIb NoToKa (flow control) npuema gan
apanTtepa Gigabit Ethernet. Receive flow control provides a means for the receiver to govern the amount of
data received. YcTaHOBKa «1» 3TO 3HaYeHWe No ymoayaHuio gns Solaris.



/dev/ge adv_1000fdx_cap 1.3agaet npuHyautenbHoln full duplex gns agantepa Gigabit Ethernet. Full
duplex no3BonseT gaHHbIM NepeaaBaTbCA U NPUHMMATLCA OAHOBPEMEHHO. ITO HYXKHO YCTAHOBUTb
OZAMHAKOB KaK Ha cTopoHe cepsepa Solaris, Tak 1 Ha cucTeme xpaHeHus NetApp. OwmnbKku B onpeaeneHmm
pexuma duplex npnBoAAT K ceTeBbIM OLIMOKam 1 olmMbKam 6a3bl AaHHbIX.

sq_max_size. YcTaHaBAMBaET MaKCMMabHOE KONMYECTBO coobLeHnin (messages), 40NYCTUMBIX ANA
Kaxkgoh ouepeam IP (IP queue) (STREAMS synchronized queue). YBennyeHue 3Toro napameTpa yay4ywaert
ceTeByl0 NPON3BOANTENBHOCTb. besonacHaa BennymHa ana aToro napametpa 25 ana kaxgbix 64MB
dur3nyeckoit NnamaTn Ha cucteme Solaris, BNAOTb A0 MaKCMMabHOMo 3HayeHuaA B 100. MapameTp cneayet
ONTUMM3NPOBATL Hayas € 25 n yseanymeasa Ha 10, NnoKa ceTeBad NPOM3BOAUTENIBHOCTb HE AOCTUIHET NKKa.

Nstrpush. Oﬂpe,D,EJ'IHET MaKCMa/JZibHOE KO/IM4YeCTBO Mo,qyneﬁ, KOTOpble MOTyT 6bITb OTnpaB/ieHbl B MNOTOK,
n OONXKeH 6bITb YCTAQHOBJ/IEH B 9.

Ncsize. Onpegensnet pasamep DNLC (directory name lookup cache). DNLC xpaHUT nHpopmaumio o parinax
Ha Tome NFS. HenonaaaHue B K3 MOMKeT BbI3BaTb AMCKOBYIO OnepaLmio BBOAA-BbIBOAA YTEHUSA
ONpEeKTopUn.

YTeHue 3ToM MHPOPMaLMM U3 KILA MOXKET 3HAUMTE/IbHO Yy4lWnTbL NponssoamTensHocTb NFS; getattr,
setattr, u lookup 06bl4HO cocTaBnsatoT 6onee 50% Bcex BbizoBoB NFS. Ecnv 3anpoweHHas MHPopmauma He
HallNachk B K3lle, TO 3anycKaeTca AMCKOBasA onepaums, YTo B pe3y/ibTaTe HEraTMBHO CKasbIBaeTCA Ha obLuei
NpoM3BOAMUTENbHOCTU. EQUMHCTBEHHOE OrpaHMYyeHne pasmepa Kawa DNLC aTo goctynHas aapy namaATs.
Kaxabiit anemeHT DNLC 3aHMmaeT npumepHo 50 bytes gonosHuTeNbHOM NamaTh sapa.

NetApp ycaHoBuUTb BennUnHY ncsize Ha 8000.

nfs:nfs3_max_threads. MakcmanbHoOe YUnC/I0 NOTOKOB (threads), KoTopble MOXKET UCNOb30BaTb KAUEHT
NFS V3. PekomeHaymasa senmunHa 24.

nfs:nfs3_nra. Pasamep ynpexaatowero yteHus (read-ahead count) ans knnenta NFS V3. PekomeHayemas
sennumHa 10.

nfs:nfs_max_threads. MakcMmanbHoOe Yncao NoToKoB (threads), KOTOpble MOMKET UCMOb30BATb KANEHT
NFS V2. PekomeHaymasa senmymHa 24.

nfs:nfs_nra. Pasamep ynpexgatouwero yteHus (read-ahead count) ana knventa NFS V2. PekomeHayemas
senn4ynHa 10.

3.2.8. Solaris IP Multipathing (IPMP)

Solaris umeeT cpepacTsa, obecneumBaroLLMe NCMONb30BAHNE HECKONIbKUX COeANHEH I IP B KOHOUTypaumu,
noxoxen Ha NetApp virtual interface (VIF). B HEKOTOpPbIX CNyYyasx MCNONb30BaHME 3TOM BO3MOXKHOCTU
MOKET ObITb BbIFOAHbIM.

IPMP mo3KeT 6bITb CKOHPUIYPUPOBaHO MK B 0TKasoycToumsoli (failover configuration) nnu B coemectHo
paboTatoweli (load-sharing) KoHpurypauuu.

OtkasoycToiumeas (failover) KoHbUrypauma 4OCTaTOYHO O4EBUAHO YCTPOEHA U HECIOKHO
ycTaHaBAuBaeTcA. [Ba MHTepdeiica MCnonb3yoT oauH IP-agpec, oauH U3 MHTepdeincoB Haxo4MTCA B
«standby» (B goKymeHTaLmMmM Ha Solaris aTo Ha3biBaeTcs «deprecated»), a Apyroi UHTepPdENC - aKTUBHbIN.
Ecnu coegnHeHune obpbiBaeTca, To Solaris npo3payHo nepeHanpaBaseT TpaduK Ha BTOPOM MHTepdeiic.
Koraa aTto npogenaHo agpom Solaris, To npuaoxeHMe NPoCcTo UCNoib3yeT uHTepdeiic, n He 3a6oTnTCA O
TOM, KaKk NPOVN3BOAUTCA NePeKNtoYEHMe.



NetApp nportectupoBan KoHpurypauuto failover ana Solaris IPMP n pekomeHayet ee ucnonb3oBaHue B
Tex cnyyasnx, Korga HyXKHa OTKa3oyCTOMUYMBOCTb, €CTb A0CTaTOYHOE KOIMYeCTBO UHTepdeiicos, a
CTaHAAPTHbINM TpaHKKHT (Hanpumep Cisco Etherchannel) He gocTyneH.

KoHourypauma load-sharing ucnonbayet Tptok, Npy KOTOPOM UCXOAALLNI TpadUK HA oTaeNbHble IP-agpeca
pasgennetca no uHTepdelicam, Ho BECb UCXOAAWMIN TPAadUK CoaePKUT 06paTHbIM agpec 04HOro, «primary»
nHTepoderica. Mpu 6onbLINX 06BEMAX 3aNUCK HA CUCTEMY XPAaHEHMA 3Ta KOHOUIYPaLMA MOXKET AaTb
onpefeneHHyo BbIro4y B NpOM3BOAMTENBHOCTU. HO, TaK KaK BeCcb 06paTHbI TpaduK NPOXOANUT TONbKO
yepes oauH nHTepdelic, To, B ciydae 601bOro 06bema YTEHNA, NPEUMYLLECTB B YCKOPEHUN HET.

Kpome aToro, mexaHuam, KoTopblit Solaris ucnonbayet gns o6HapyKeHus owMboK 1 nepekntoveHun failover
Ha paboTatowwyto NIC HecoBmecTum ¢ Knactepom NetApp.

NetApp He pekomeHayeT ucnonb3osatb IPMP B pexxume load-sharing, no npuumHe Tekywen
HEeCOBMEeCTUMOCTH C KaacTepHoit KoHurypaumeit NetApp, orpaHMUYEHHOU BO3MOXKHOCTbIO yydLLeHuUA
NPOU3BOAMUTENIbHOCTU HA YTEHWUM, C/IO}KHOCTbIO U BbI3BAHHBIMU 3TUM [,0MO/IHUTE/IbHBIMU PUCKAMMU.

3.2.9. IIpoToko. NFS B Solaris — onuuy MOHTUPOBaHUA

YcTaHOBKa NpaBU/IbHbIX ONUMA MOHTUPOBaHUA NFS MoXKeT OKka3biBaTb 3HAYUTE/IbHOE BAUAHME Ha
NpPOn3BOAMTENBHOCTb M HAAEXKHOCTb MOACMCTEMBI BBOAA-BbIBOAA. HUKe NpnBoaATCA HEKOTOPbIE
pekoMeHAaunKn, KOoTopble NOMOTYT Bbl6paTb NpPaBU/IbHbIE OMNLUMK.

OnuMM MOHTUPOBAHNA MOTYT BbITb YCTaHOB/IEHbI BPYYHYIO, KOraa ¢alinoBas cMcTema MOHTUPYETCA B
Solaris, unn, obbluHee, onpegenstoTca B /etc/vfstab Ana TeX MOHTMPOBAHMM, KOTOPbIE OCYLLECTB/IAIOTCSA B
MOMEHT 3arpysku. NMocneaHuit cnocob HacToATENbHO PEKOMEHAYETCA, TaK KaK Bbl MOXKeTe bbITb YBEPEHbl,
YTO CMCTEMa 3aMyCTUTCA NMOC/Ie nepesarpysku no atoboi npuunHe, 1 BonaeT B paboyee cocTonHue be3
Heob6X0AMMOCTM PYHHOro BMeLlaTeNbCTBa onepaTopa. Ytobbl HACTPOUTL ONUUU MOHTUPOBAHMA:

1. OTpepakTtupyite /etc/vfstab.

2. Ons kaxkgoro NFS mount, yyacTBytoLLLero B BbICOKOCKOPOCTHOM MHpPACTPyKType, ybeauTecs,
YTO OMNUUM MOHTMpPOBaHMA 3agatoT TCP V3 c pasamepom nepegaumn 32kB:
..hard,bg,intr,vers=3,proto=tcp, rsize=32768, wsize=32768,..

BHUMaHUE: Omu 8eaUYUHbI A8AA0MCA 3Ha4YeHUem no ymon4daHuro 8 NFS 0ns Solaris 8 u 9. OnpedeneHue ux
He Aasnsemcs 6e3ycnoeHo He0bxo0OUMbIM, HO peKoMeHOyemcs 0718 ornpedeneHHocmu.

Hard. Onuma «soft» He goKHa HUKOrAa UCMONb30BaTbCA ANs 6a3 AaHHbIX. ITO MOXKET BbI3BaTb HEMOJIHYIO
3anucb AaHHbIX, U Npobaembl ¢ dpainamm 6asbl gaHHbIX. Onuua «hard» onpeaenser, 4To 3anpochl BBOAA-
BblBOAa byAyT nocnaHbl NOBTOPHO, B C/lyYae, eCAn OHU BblM HeyAauHbl NPY NepBOoit NoMbITKe. 3T
NPUHYKOAET NPUNOXKEHNE NPOM3BOAUTL ONepaLMio BBOAA-BbIBOAA Yepe3 NFS, noka 3atpeboBaHHbIN daiin
He OKaXKeTcs AOCTYNHbIM. 3TO 0COBEHHO BaXKHO B C/lyYae MCNO/b30BaHMA OTKa30yCTONYMBLIX U
M36bITOUYHbIX CeTel 1 cepBepoB (Hanpumep, B ciydae Knactepa NetApp).

Bg. OnpeaenseT, 4To onepauus MOHTMPOBAHUA A0XKHA BbINONHATLCA B POHOBOM pPeXuMe, ecam cuctema
xpaHeHua NetApp HeZOCTyMHa, YTo NO3BOAAET 3arpysKke Solaris NpoaokaTbCA B 3TOM cayyae. TaK Kak
NpoLLEecc 3arpy3Kn cUcTeMbl MOXKeT 6bITb BbIMONHEH AaXKe NPU HeA0CTYNMHOCTU BCEX HE06X0AUMbIX
daitnosbix cuctem, N03aboTbTeCh O TOM, UTOObI HYKHble ¢aiinoBble cucTeMbl 6blIM CMOHTUPOBAHDI U
NPUCYTCTBOBaNMN A0 Hauyana 3anycKa Oracle Database.



Intr. 3Ta onumA NO3BONAET OnepaumaAM oKnaaTb npepbisaHua NFS. Ecam 3ta onuma He UCNo/ib3yeTca, U
coeamnHeHne NFS cMoHTUpoBaHHOe ¢ onuumeit «hard» 060pBaHO U He BOCCTAHOBNEHO, TO eANHCTBEHHbIN
cnocob BoccTaHOBUTL paboTy Ans Solaris B Takom caydae 3To Nepesarpyska cepsepa.

rsize/wsize. Onpegensaet pasmep 3anpoca NFS ana yteHuna/3anmcu. BennumHbl 3TMX NapameTpos A0/KHbI
COOTBETCTBOBATb 3HaYeHuto nfs.tcp.xfersize Ha cucteme xpaHeHua NetApp. BenmumHa 32768 (32kB)
peKoOMeHAYeTCA AN MAKCUMAbHOM NPOon3BoauTeNbHOCTU 6a3bl AaHHbIX NPU ncnonb3oBaHnn NetApp u
Solaris. Mo meHblwelt mepe pasmep NFS read/write size gonskeH 6biTb paseH Uaun 6onblie, Yem pasmep
6n0Ka (block size) Oracle. Hanpumep, onpegenus DB_FILE_ MULTIBLOCK_READ_COUNT B 4 yMmHOKaem Ha
pa3mep database block size paBHbiit 8kB, nonyyaem pasmep read buffer size (rsize) pasHbiii 32kB.

NetApp pekomeHayet yctaHoBuTb DB_FILE_MULTIBLOCK_READ_COUNT B 3HaueHue o1 1 go 4 gna 6a3
TMna OLTP, u ot 16 pgo 32 gna DSS.

Vers. YctaHaBanBaeT ucnosbayemyto Bepcuto NFS. Version 3 obecneumaeT onTMMasibHYyO
npomn3BoauMTeNbHOCTb 6a3 AaHHbIX nog Solaris.

Proto. NoBopuT Solaris ucnonbsosatb TCP nnn UDP ans coeanHeHUs. B HacTosAWMM MOMEHT Tosibko TCP
noaaep*msaetca ans ¢annos Oracle no NFS. PaHee, UDP gaBan nyyilyto Npon3BOAUTENbHOCTb, HO Bbin
OrpaHNYeH B MPUMEHEHUM TONIBKO OYE€Hb HadeKHbIMU coegnHeHnamn. TCP nmeet 6onbwinii overhead, HO
obpabaTbiBaeT OWMOKM M Nydlle ynpaBaseT NOoToOKoM. B gelictytowmx Bepcusx Solaris (8, 9 n 10) pasHuua
B NPOM3BOAMTENIBHOCTM HE3HAYUTE/IbHA.

Forcedirectio. HoBasa onuus, noasmslascs B Solaris 8. OHa NO3BOAAET NPUNOKEHUIO 06XOANTb K3l AApa
Solaris, uto onTMmanbHo gna Oracle. 3Ta onumaA AOXKHA UCMNO/Ib30BATHCA A1 TOMOB, COAEPEPKALLMNX
dainbl AaHHbIX. OHa He A0NXHa UCNONb30BaThCA ANA TOMOB, COAepKallMX UCNOoAHAEeMble dalibl.
Mcnonb3oBaHWe 3TOM ONUMK C TOMOM, COAep’KallMm ncnoaHaemble ¢paiinbl Oracle, 6yaet npenatcTBoBaTh
3anycKy Bcex ucnosHAemblx ¢paiinos, xpaHalmxca Ha Tome. Ecam nporpamma, Kotopas 06bI4YHO HOPMasIbHO
3anycKaeTcs, He Xo4eT CTapToBaThb, AN HeMeaNeHHO najaeT B «core dumpy», NPoBepbTe, HE HAX0AUTCA U
OHa Ha ToMe, CMOHTUpPOBaHHOM c onumeit «forcedirectio».

PekomeHpoBaHHble NetApp onunu moHTUpoBaHUA ana Oracle single-instance database Ha Solaris:
rw,bg,vers=3,proto=tcp,hard,intr,rsize=32768,wsize=32768,forcedirectio
PekomeHpgoBaHHble NetApp onuumn moHTUpoBaHua aaa Oracle9i RAC Ha Solaris:

rw, bg,vers=3,proto=tcp,hard, intr,rsize=32768,wsize=32768,forcedirectio, noac

MoasneHue forced direct I/O B Solaris 8 66110 orpomHbIM Larom snepea. Direct I/0O 06xoauUT Kalu
dannosoi cuctembl Solaris. Korga 610K AaHHbIX CYMTLIBAETCA C AMCKA, OH YMTAETCA HENOCPeACTBEHHO B
6ydepa Kkawa Oracle, a He B K3l dainosoi cuctemsl. bes direct I/O, 610K AaHHbIX clepBa 3aHOCUTCA B K3LL
yTeHus dhaitnoBOM CUCTEMBI, OTKYAa 3aTeM NepeHocuTcs B Kaw-bydepa Oracle, ABonHoe bydepnpoBaHune
HenpPoAYyKTUBHO TPATUT NamaATb U pecypcbl CPU. Oracle He ncnonb3yeT Kaw ¢aiinoson cuctembl OS.

Mcnonb3ya cpeacTsa MOHMTOPUHTA M CTaTUCTUKKM, NetApp o6Hapy:un, uto 6e3 BkatoueHHoro direct 1/0 Ha
cMmoHTUpoBaHHom Tome NFS, 6onbLuoe KonMyecTBo cTpaHuL, GanioBoM CUCTEMbI NOMNaAakoT B cBOM. 3TO
[obaBnseT cucteme oBepxena Ha nepektodeHne KOHTEKCTOB (context switches), n ncnonbsosaHme CPU
yeBenanumnsaetca. Co BkaoyeHHbIM direct |/O, 3TM napameTpbl 3aMETHO CHUMXKaKOTCA. B 3aBUCMMOCTH OT
HarpysKku, 3aMeTHO 3HauuTe/IbHOe yBeInYeHne obLieii Npon3BoAUTENLHOCTU. B HEKOTOPbLIX C/IyYasnx OHa
npesbiwana 20%.



Direct I/O for NFS 370 HoBMHKa Solaris 8, ogHaKko oH 6bin npeacTtasneH 8 UFS eule 8 Solaris 6. Direct 1/0
OO/IKEH MCNONb30BaTbCA 418 TOMOB, KOTOpble XpaHaT ¢ainbl Oracle Database, Ho He ana npounx ¢alinos
mnu nporpamm Oracle, nan Koraa BbINONHAKTCA 0ObIYHbIE daitNoBbIe OonepaLMn BBOAA-BbIBOAA, TaKMeE KaK
«dd». Ob6bluHble dainoBble onepaumnmn NCNoJb3yIOT NPEUMYLLLECTBA OT KIWWPOBaAHMA Ha ypoBHE daitoBo
CUCTEMDI.

OTaenbHbI TOM MOXKET BbITb CMOHTUPOBAH 60/1blUe 04HOr0 pPa3a, TaKk YTO eCTb BO3MOMKHOCTb
ncnosib3oBaTb Npemmyllectsa «forcedirectio», B To Bpems, Koraa apyrue 6yayT MCnob30BaTh AaHHble
Toma 6e3 Hee. O4HaKO, 3TO YpeBaTO OLWNOKaMM, TaK YTO OyAbTE BHUMATESIbHbI.

NetApp pekomeHAayeT ucnonb3osatb «forcedirectio» Ha OTAENbHbBIX TOMaX, Ha KOTOPbIX XapaKTep
naTTrepHa BBOAA-BbiBOAA He TpebyeT KawmnposaHua Ha KaneHTe NFS. In general these will be data files
with access patterns that are mostly random as well as any online redo log files and archive log files.
Onuus «forcedirectio» He f0MKHA UCNONB30BaATbLCA 411 TOMOB, COAEPKALMX UCNONHAEeMble (paiinbl,
Takue, Kak gupeKkropua ORACLE_HOME. Ucnonb3oBaHue onuun «forcedirectio» Ha Tomax, cogepKawmnx
ucnonHaemble ¢ainbl, BbI30BET UX HEBEPHYIO paboTy.

MHoKecTBeHHble TOYKU MOHTUpoBaHuA (Multiple Mountpoints)

Y106bI 4OCTMYb MAaKCUMAIbHOW NPOU3BOANTE/IBHOCTU TPaH3aKUMOHHaA 6a3a Tuna OLTP moxeT
MCNONb30BaTb BO3MOMKHOCTU MHOMKECTBEHHOIO MOHTUPOBaHMA 6a3bl AaHHbIX U pacnpeaeneHma HarpysKku
Nno 3TMM TOYKAM MOHTUPOBAHMA. YyUdlleHne NPON3BOAUTENBHOCTM B CPEAHEM OKA3blBAETCA B pPaliOHe OT
2% 0o 9%.

YT06bI 3TO HAaCTPOUTL, CO3AaNTE AOMNOJHUTEIbHYIO TOUKY MOHTUPOBAHMA Ha Ty *Ke $ali/IoByIO0 CUCTEMY Ha
cucteme xpaHeHusa NetApp. Mocne yero nepenmeHyiite gatadanibl 6asbl AaHHbIX (MPY MOMOLLM KOMAHABI
ALTER DATABASE RENAME FILE) nnun co3gaiiTe CUMAMHK CO CTapoi TOYKM MOHTMPOBAHMA HA HOBYIO.

3.2.10.iSCSI Initiators a1 Solaris
B HacToAwmin momeHT, NetApp He noagepmeaeT iSCSI initiators Ha Solaris'. 3toT pa3aen 6yaeTr obHoBNEH
B Byayllem, Korga cTaHyT aoctynHbl iSCSI initiators Ha Solaris.

3.2.11. Fibre Channel SAN a4 Solaris

NetApp noctasaseT nepsyto B OTPACAN CUCTEMY YHUDULMPOBAHHOIO AOCTYMNa, NO3BOAAIOLLYIO 06CNYKMBATb
AaHHble Kak NAS nnu SAN. NetApp npegnaraet pewenuns Fibre Channel SAN gns Bcex nnatdopm, BKAOYaA
Solaris, Windows, Linux, HP/UX, u AIX. PewieHne NetApp Fibre Channel SAN npeanaraet ToT e ppeimBopk
ynpasneHusa, n 6oratyto GyHKLMOHANbHOCTb, YTO OT/IMYaeT Hawum NAS cuctemsl.

Monb3oBaTenb MoxKeT BblbpaTh NAS nam FC SAN ana ncnonb3oBaHus B Solaris, B 3aBUCMMOCTM OT Harpysku
1 umetoLLerocs obopyaosaHus. Ana KoHpurypaumm FC SAN, HacToATeNbHO peKOMeHAYeTCA UCMO/1b30BaTb
SAN host attach kit 1.2 for Solaris. KomnnekT noctasnsetca c Fibre Channel HBA, apailisepamu, firmware,
YTUANTAMU U AOKYMEHTauMen. na MHCTaNNALMM U KOHPUTYPaLUKN KOHCYIbTUPYIMTECh C AOKYMEHTALMEN,
NOCTaBAAEMOI C KOMMNEKTOM.

+
YcTtapeno Ha MOMEHT I'IY6I1VIKaLI,VII/I nepesoda



NetApp nposepun n ogobpun peweHune FC SAN c Solaris noa Oracle. KoHcynbTUpyTECh C PYKOBOACTBOM
Oracle integration guide n NetApp FC SAN in a Solaris environment ([6]) ana nogpo6bHocTtei. Ans
BbINO/IHEHUS pe3epBHOro KONMPoBaHMA U BoccTaHoBneHUA Oracle Database B SAN, cm [7].

NetApp pekomeHayeTt ucnonb3sosatb Fibre Channel SAN gnsa Oracle Databases Ha Solaris Tam, rae yxe
npucyTcTByeT pa3sutas uHdpactpyktypa Fibre Channel. NetApp TaK)ke pekomeHayeT 06paTutb
BHMMaHMe Ha pelueHue ¢ ucnonb3osaHmem Fibre Channel SAN gna Solaris Tam, rge BenNUYnHDI
nocTosHHoro Tpaduka BBoga-ebiBoaa ana cepsepa Oracle npesbiwatoT 1Gb B cekyHay (Y110MB B

CeKyHAay).
3.3. Microsoft® Windows Operating Systems

3.3.1. 0S Windows — PekoMeH/i0BaHHbIE BepCHUH
Microsoft Windows NT 4.0, Windows 2000 Server u Advanced Server, Windows 2003 Server

3.3.2. 0S Windows — CepBucCHaKH
Microsoft Windows NT 4.0: Service Pack 5

Microsoft Windows 2000: SP2 waun SP3
Microsoft Windows 2000 AS: SP2 unun SP3
Microsoft Windows 2003: Standard unau Enterprise

3.3.3. 0S Windows — Hacrpoiiku peectpa
Cnepytolime HaCTPOMKM B peecTpe yayyLllaT NPOM3BOAUTENbHOCTb U HageXHocTb Windows. 3TW ycTaHOBKM
noTpebyloT nepesarpysku cepsepa:

Onuwus /3GB He gonxHa 6biTb ycTaHoBAeHa B C:\boot.ini.
\\HKEY_LOCAL_MACHINE\SYSTEM\CurrentControlSet\Services\LanmanServer\Parameters\MaxMpxCt
Datatype: DWORD

Value: yCTaHOBWUTb COOTBETCTBYIOLLYIO 3HAYEHUIO cifs.max_mpx

\\HKEY_LOCAL_MACHINE\SYSTEM\CurrentControlSet\Services\Tcpip\Parameters\TcpWindow
Datatype: DWORD

Value: 64240 (OxFAFQ)

Ta61w|u,a ONMUCbIBAE€T HEKOTOPbIE U3 3TUX KNtoYel u HEKOTOopble NPpuHUUnbl NX TOHKOW HaCTpOﬁKMZ

Kniou OnucaHue

MaxMpxCt MaKcrmaibHOe KONMHYECTBO OAHOBPEMEHHbIX
3anpocoBs, KoTopble co3aaeT KaveHT Windows K
cucteme xpaHeHua NetApp. JonxkeH
COOTBETCTBOBATH Cifs.max_mpx.

MpocneaunTte no performance monitor BesMUUHY
napameTpa redirector/current. Ecv oHa NOCTOAHHO
HaxoAWTCA B palioHe 3a4aHHOM BE/IMUYMHDI




MaxMpxCt, To yBennubTe ero sHayeHue.

TcpWindow

MaKcMMmanbHbIl pasmep OKHa nepesayn AaHHbIX NO
TCP-ceT. 3HaYeHne A0MKHO ObITb YCTAHOBAEHO B
64240 (OxFAFO).

3.3.4. Cetb B Windows — Autonegotiation u Full Duplex
MNepenante B Control Panel -> Network -> Services tab -> Server u wenkHUTe KHONKy Properties.

YcTaHoBMTe onumio «maximize network applications» ana MmakcMmanbHOM ceTeBOM NPOU3BOAUTENBHOCTY.

3.3.5. CeTb B Windows — Gigabit Ethernet Network Adapters
Bce 6a3bl AaHHbIX, UCNONb3YIOLME CMCTeMbl XpaHeHUa NetApp Ao/KHbI ucnonb3osath Gigabit Ethernet

Ha 060MX KOHLLAX, KaK Ha CTOPOHE CUCTEMbI XPAaHEHUA, TaK U Ha CTOPOHe cepBepa 6a3 AaHHbIX, ANA

AOCTUXKEHUA MaKCUMaJ/IbHO BO3MOXHOI npoun3soauUTE/IbHOCTU.

NetApp Tectnposan Intel PRO/1000 F Server Adapter. Cheaytolme HaCTPONKU MOTYT BbITb YCTaHOBAEHbI

ANnA 3TOro agantepa. Kaxpan HaCTpOf/’IKa AOIXKHa 6bITb NnpoTecCTnpoBaHa U HAaCTpoeHa ANAa JOCTUXKEHUNA

MaKCUManbHom npon3soanNTENIbHOCTU.

Mapametp
Coalesce buffers = 32

OnucaHue
Yucno 6ydepos, MCNoNb3yeMbIX AN1A YCKOPEHUS
nepegaun.

Flow control = receive pause frame

Ncnonbayembliii meToa KOHTpoAa notoka (flow
control). JonKeH COOTBETCTBOBATb
yCTaHOBAEHHOMY Ana agantepa Gigabit Ethernet B
cucteme xpaHeHus NetApp.

Jumbo frames = disable

PaspelwaeT nepegavy 6onbwmx naketos Ethernet.
NetApp noaaepxusaet mx ¢ sepcmm Data ONTAP 6.1
W nosgHee.

Receive descriptors = 32

Yucno 6ydepos nepegaum n 4eCKpMnTopoB.,
KOTOpble CO34a€eT ApaiBep 4Na Npruema NakeTos.

Transmit descriptors = 32

Yucno 6ydepos nepegaum n 4eCKpMnTopoB.,
KOTOpble CO34aeT ApaiBep A4 NOCbLIKM NaKeToB.

3.3.6. Cetb B Windows — Jumbo Frames u GbE

BHuMaHue: byabTe o4eHb OCTOPOKHbI, Koraa ucnosb3yeTe jumbo frames ¢ Microsoft Windows 2000. Ecau

BKAtOYeHbl jumbo frames Ha cucTeme xpaHeHus, n Oracle paboTaeT Ha cepeepe Windows, a

ayTeHTUdUKauma ocywectenaetca B gomeHe Windows 2000 domain, To npouecc ayTeHTUOMKaLMmn MoxKeT

nowTn yepes MHTepdeic co BKAOYEHHbIMKM jumbo frames K KOHTpoANepy LOMEHA, KOTOPbIN, Kak 06bI4HO

6bIBaeT, He CKOHGUIYpMpPOBaH Ha Ucnosib3oBaHMe jumbo frames. 3To NnpuBeAET K TOMY, UTO BO3HUKHYT

60/bluMe 3a4ePKKM UM OWKBKM NpoLecca ayTeHTUGUKaLUmM Npu ucnonbsosaHum CIFS.

3.3.7.iSCSI Initiators a1 Windows

NetApp pekomeHayet ucnonb3zosatb Microsoft iSCSI initiator uan NetApp iSCSI host attach kit 2.0 for

Windows no BbiaeneHHOU BbICOKOCKOPOCTHOM ceTu Gigabit Ethernet Ha Takux nnatpopmax, Kak
Windows 2000, Windows 2000 AS, n Windows 2003 ¢ Oracle Databases. [1na nnatdopm, Hanpumep
Windows NT, koTopble He umetoT iSCSI, NetApp nogaeprxumeaet CIFS ana ncnonbsoaHus ¢ Oracle Database

W XpaHWAWLLA NpuaoxKeHuit. OgHako pekomeHayeTtcs o6HoBUTbCA A0 Windows 2000 nan Hosee, U

ncnonb3osaTh iSCSI initiator (nporpammHbiii UAK annapaTHbii). NetApp B HacToALWMIA MOMEHT

noaaep*usaet Microsoft iSCSI initiator 1.02 n 1.03, gocTynHbIn Ha www.microsoft.com.




3.3.8. FCP SAN Initiators 19 Windows

NetApp noaaepxmBaet ucnonb3losaHue Fibre Channel SAN B Windows ansa Oracle Databases. NetApp
pekomeHayeT ucnonb3osathb Fibre Channel SAN ansa Oracle Databases nog Windows Tam, rae ye
npucyTcTBYeT pa3BuTan MHOpaAcTpyKTypa Fibre Channel. NetApp Takke pekomeHAyeT 06paTUTb BHUMaHMWeE
Ha pelweHune c ncnonblosaHuem Fibre Channel SAN gns Windows Tam, rae BenM4nMHblI NOCTOSSHHOTO
TpaddurKa BBOAa-BbIBOAA A/1a cepBepa Oracle npesbiwatoT 1GB B cekyHay (“110MB B cekyHAy).

4. Hactpoiiku Oracle

ITOT pasaen onucbIBaeT HAaCTPOMKK, KoTopble aenatotcsa B Oracle Database, 06bluHO Yepes yCTaHOBKM B
danne init.ora. MNogpasymeBaeTcs, YTO y UNTATENA €CTb COOTBETCTBYIOLLME 3HAHMA TOTO, KaK NPaBUJIbHO
YyCTaHaB/IMBaTb 3TW OMLUMK, U O TOM, KaKo 3¢dDEKT OHM BbI3bIBAOT. YCTAHOBKM, ONMUCaHHbIE 34eCb, OAHU U3
HanboJsiee 4acTo MCMO/Ib3YEMbIX NMPU HACTPOoMKe cuctem xpaHeHua NetApp c Oracle Databases.

4.1. DISK_ASYNCH_IO

PaspelleHne uam 3anpeLleHme pexkMma acMHXPOHHOro BBoAa-BbiBoga (asynchronous I/0) B Oracle. Pexxum
ACMHXPOHHOTIO BBOZA-BbIBOAA NO3BONAET NPOLLECCAM BbIMNOJHATDL C/IEAYIOLLYIO ONepaLmio, He OXuaas
3aBepLIeHUA BbINOJIHEHUA ONepaLLmMm 3anncK, YTo yay4dLllaeT NPOM3BOAUTENIBHOCTb CUCTEMBI U YMEHbLUAET
Bpemsa oxunaaHua (idle time). 3Ta ycTaHOBKA MOKET YAYULLWUTb NPOU3BOAUTENBHOCTb, B 3aBUCMMOCTU OT
XapakTtepa 6a3bl aaHHbIX. Ecan napametp DISK_ASYNCH_IO yctaHosneH 8 TRUE, Toraa
DB_WRITER_PROCESSES 1 DB_BLOCK_LRU_LATCHES (Bepcun Oracle ao 9i) nnv DBWR_IO_SLAVES fonHbl
MCMNO/Ib30BaTbCA TaK, KaK HanucaHo HuKe. MpaBMao BbIYMCAEHNA 3HAYEHMA TaKOBO:

DB_WRITER_PROCESSES = 2 * number of CPUs

TecTbl ans Solaris 8 ¢ HanokeHHbIM Natyem 108813-11 n no3gHee, n ana Solaris 9, NOKa3bIBaOT, YTO
HACTPOIKK:

DISK_ASYNCH_IO = TRUE
DB_WRITER_PROCESSES = 1
MOTYT AaBaTb lyyllme pesynbtaTol, N0 cpaBHeHuto ¢ DISK_ASYNCH_IO yctaHosneHHbim B FALSE.

NetApp pekomeHayet ucnonb3zosatb ASYNC_IO ansa Solaris 2.8 u HoBee.

4.2. DB_FILE_MULTIBLOCK_READ_COUNT

Onpeaenset MakCMMabHOE Ko/M4ecTBO 6710K0B 6asbl AaHHbIX, YUTAaEMOE 33 OAHY OnepaLuio BBOAA-
BbiBoZa Bo Bpems full table scan. Yncno untaembix 6ainToB 6a3bl AaHHbIX BbIYUCAAETCA YMHOMKEHNEM
DB_BLOCK_SIZE * DB_FILE_MULTIBLOCK_READ_COUNT. YcTaHOBKa 3TOro napameTpa YyMeHbLLAeT YNC/O0
BbI30BOB OMepaLuuMm BBOAa-BbiBoAa, Tpebyembix gns full table scan, yto yayywaeTt nponssoanTeNbHOCTb.
YBe/IMYEHME 3TOrO 3HAUYEHNSA MOXKET YIYULINTb NPOU3BOAMTENBHOCTb 6a3bl AaHHbIX, KOTOPaA coBepLuaeT
mHoro full table scans, Ho yxyawaeT npomssogMTenbHOCTb Ana 6a3 aaHHbIx OLTP, rae full table scans
[OBO/ILHO PesoK.

YcTaHOBKa 3TOro YymMcna KpaTHbiMm BennumHe NFS READ/WRITE, onpeaeneHHbIM NPU MOHTUPOBaHUMU,
YMEHDBLUMWT BENYMHY pparmeHTaummn, KoTopas BOSHUKAET Npu BBoAe-BbiBoge. ObpaTuTe BHUMaHUeE, YTO
3TOT NapameTp onpeaeneH B «61oKax 6a3bl AaHHbIX», a ycTaHOBKM NFS - B «baiiTax», Tak 4To Heobxoanumo
BblpaBHMBAHME 3HAYEHNI C y4eTOM 3Toro. Hanpumep, ycTaHOBKa 3HaYeHMA

DB_FILE_ MULTIBLOCK_READ_COUNT B 4, ymHoxeHHOe Ha DB_BLOCK_SIZE paBHoe 8kB, gact pasmep
6ydepa uteHus B 32kB.



NetApp pekomeHayeT, 4To6bl 3HaueHne DB_FILE_MULTIBLOCK_READ_COUNT 6bis10 ycTaHOB/EHO OT 1
8o 4 pna OLTP-6a3, n ot 16 go 32 gna DSS.

4.3. DB_BLOCK_SIZE
Ons Hannydywel npomsBoguTenbHocTM 6a3bl AaHHbIX, DB_BLOCK_SIZE goneH 6biTb KpaTeH pasmepy
6n0kKa B OS. Hanpumep, ecaun pasmep 610Ka B Solaris paseH 4096:

DB_BLOCK_SIZE = 4096 * n

Onumu NFS rsize M wsize, onpegensaemble NpyM MOHTMPOBAHMMU GANNIOBON CUCTEMBI, TaKKe AO0NKHbI BbITh
KpaTHbI 3TOM Be/IMYUHE. HM B KOeM C/lydae OHU He A0/KHbI 6bITb MeHbLUe. Hanpumep, ecam
DB_BLOCK_SIZE B Oracle paseH 16kB, To NFS rsize nwsize (pasamepbl 610KOB UTEHMA U 3aNUCK) AONXKHbI
6bITb 16kB 1aun 32kB, Ho He 8kB unun 4kB.

4.4. DBWR_IO_SLAVES u DB_WRITER_PROCESSES

DB_WRITER_PROCESSES BaxeH an1a cucTtem, KOTopble MU3MEHAIT MHOTo AaHHbIX. OH onpegenaeT ucxogHoe
yncio npoueccos 3anucu 6a3bl AaHHbIX (DBWR — database writer processes), Ana cooTBeTCTBYIOLLErO
aksemnsapa (instance). Ecan ucnonbayetca DBWR_IO_SLAVES, To 6yaeT pa3pelueH ToNbKO OANH npouecc
3anucu (database writer process), HesaBMcUMMO oT BennunHbl DB_WRITER_PROCESSES. MHOecTBeHHble
DBWR 1 DBWR IO slaves He moryT cyliecTsoBaTb B cUCTEME O4HOBPEMEHHO. PekomeHayeTcsa
MCNONb30BaTb MW TY UK APYTYHO ONUMIO A1 KOMMNEHCALMU CHUXKEHUA NPOM3BOAUTEIbHOCTM NpU
BbIK/MtoueHnn DISK_ASYNCH_|0. Ctatba Ha Metalink 97291.1 gaeT pykoBoACTBO NO MUX UCMOJIb30BaHMIO.

NetApp pekomeHgyet ucnonb3zosatb DBWR_IO_SLAVES gnsa cucrtem c ogHum CPU, n
DB_WRITER_PROCESSES ans MHOronpou,eccopHbIX CUCTEM.

[naBHOE NpaBMAO HAaCTPOIKKU onumin — Bcerga BKao4vaTb DISK_ASYNCH 10, ecnu 3To noaaep»KuBaeTcs
onepaunoHHoM cuctemoi. CreayroLmMMm LWarom npoBepbTe, Nnogaepxusaerca v 31o 8 NFS, nam tonoko
ans 6aouHoro aoctyna (FC/iSCSI). Ecam nogaepxunsaetca B NFS, Toraa Bkatoumte async I/0 Ha ypoBHe
Oracle, n Ha ypoBHe OS 1 3amepbTe U3MEHEHWE NPOM3BOAMUTENIBHOCTM. ECM NPUPOCT 3ameTeH, To
ucnonb3yite async I/O ansa NFS. Ecam async I/O He noaaep»kmsaetca ana NFS, unum npupoct
NPOM3BOAMTENbHOCTM HE3HAYNUTE/IEH, TO TOrA4a NONPOBYITE BYyNHOUNTb MHOXKecTBeHHble DBWRs 1 DBWR 10
slaves, Kak onucaHo ganee.

4.5. DB_BLOCK_LRU_LATCHES
Yncno DBWRs He moxKeT npeBblwaTb BeanymHy B napametpe DB_BLOCK_LRU_LATCHES:

DB_BLOCK_LRU_LATCHES = DB_WRITER_PROCESSES

HaunHan c Bepcuum Oracle9i, napametp DB_BLOCK LRU_LATCHES oTcyTcTBYET, 1 HE TpebyeT yCTaHOBKM.

5. Pe3epBHO€e KONMpOBaHUE, BOCCTAHOBJ/IEHUE, KATACTPOPOYyCTOMIYUBOCTD
[na pononHUTENbHOM MHPOPMaLMK O pa3paboTKe CTpaTernn pesepBHOro KONMPoBaHMA, BOCCTAHOB/IEHUS
M KaTactpodoycTonumsoctu, cmotpute [8], [9], n [10].

[na pononHuTenbHOM nHpopmaummn 06 opraHnsaLmm 6bICTPOro Pe3epBHOro KONMPOBaHNUA U
®
BoccTaHoBneHua Oracle Database nog UNIX', cmoTpute [3] u [7].

5.1. Kak co3aTh pe3epBHYI0 KOIIUIO JAHHBIX C CCTeMbl XpaHeHUsA NetApp
[JaHHble, xpaHAwWwMmMecs Ha cucTeme xpaHeHus NetApp, MoryT 6biTb CKONMMPOBAHbI Ha APYryHO cUCTEMY
XPaHEHWUA, HA CUCTEMY TUNA nearline, U MAarHUTHYH NEHTY. Bcer,u,a cneayetT ydnTbiBaTb NPOTOKOA,



MCNoNb3yeMbli ANA AOCTYNA K AaHHbIM, KOrAa co3gaeTca pe3epBHasa Konua. Korga ana goctyna K 4aHHbIM
ucnonbaytotcst NFS m CIFS, To ncnonb3oBaHue Snapshot u SnapMirror® Bcerga A4acT B pe3y/brate
KOHCUCTEHTHYI0 Konuto ¢ainnoBoii cuctembl. Ho OHM A0NXKHbI KOOPAMHUPOBATLCA C COCTOAHMEM Ha3bl
AaHHbIX Oracle, 4Tobbl NOAYYNUTb KOHCUCTEHTHOCTb TaKKe U AnA 6a3bl AAHHbIX.

B cnyyae ncnonbsoBaHusa npoTtokonos Fibre Channel nau iSCSI, cHanwoT-Konum 1 KomaHapl SnapMirror
AOJIKHbI TaKKe 6bITb CKOOPAMHUPOBaAHbI € cepBepom. DaioBan cMcTemMa Ha cepBepe A0NKHaA ObiTb
33/I0KMpPOBaHa, M BCe AaHHble B MamATU cOpoLleHbl HA ANCKKU, A0 TOTO, Kak Mbl OTA3AUM KOMaHAy Ha
CO34aHue CHaMwoTa.

[laHHble MOryT BbITb COXPAHEHBI Ha Ty Ke CUCTEMY XPaHEHWA, Ha APYYIO TaKYIO e, Ha cuctemy NearStore”
WK Ha YCTPOMCTBO XpaHEeHUA Ha MarHUTHOM ieHTe. YCTPOICTBO Ha IeHTe MOXKET BbITb NOAKNOYEHO KakK
HenocpeaCcTBEHHO K CUCTEME XpaHEeHUs, Tak U HaxoauTbes B ceTu, SAN (Fibre Channel) nnn LAN (Ethernet),
U cUCTeMa XpaHeHMA MOXKeT NPoBOAUTL pe3epBHOE KOMMPOBaHUeE CBOMX AaHHbIX Yepes ceTb Ha TaKoe
YCTPOWCTBO.

BO3MOHble BapuaHTbl A1 PE3ePBHOI0 KONMPOBaHUA AaHHbIX CUCTEMbI XpaHeHusa NetApp TakoBbl:

e lcnonb3oBatb SnapManager for Oracle gns co3gaHus oHnaliH- unm opdpnanH-6akana

e Mcnonb3oBaTb aBOMATUYECKU CO34aBaeMble CHIMLWOTbI A5 CO34aHNA OHNaH-63Kana

e Mcnonb3oBaTb CKPUNTbLI HA cepBepe, paboTatowme Ha cucTteMe xpaHeHua no rsh, ana tToro,
yTOObI CO3aBaTb CHIMLIOTbI M MPOU3BOAUTL OHMANH-63Kan

e Mcnonb3oBatb SnapMirror 4na peninKaunm gaHHbIX Ha APYIY0 CUCTEMY XPaHEHUA UK
cuctemy Tmna NearStore

e |Acnonb3oBaTb SnapVauIt® ONA COXPaHEHUSA AaHHbIX Ha Apyroi cucteme xpaHeHusa NetApp nau
cucteme NearStore

e lcnonb3oBaTb KOMaHAbI cepBepHoOM OS AnA KONMPOBaAHMA AaHHbIX U CO34aHUA Pe3epPBHOMN
Konuu

e Mcnonb3oBatb KomaHabl NDMP ana coxpaHeHWa AaHHbIX HA APYroi cucTeme XpaHeHus
NetApp nam cncteme NearStore

e lcnonb3oBaTb KomaHabl NDMP gnsa pe3epBHOro KONMPOBAHUA Ha YCTPOMCTBO XPaHEHMA HA
MArHUTHOW NIeHTE

e lcnonb3oBaTb gONOAHUTENbHbIE «third-party» MHCTPYMEHTbI pe3epBHOro KONMPOBaHUSA, ANs
KOMMPOBAHMSA AaHHbIX C CUCTEMbI XpaHeHUA uam NearStore Ha IeHTbl UKW Apyrue yCTPoiicTBa
XpaHeHus

5.2. Co3paHue OHJIAMH-KONMUHA C moMoLibI0 Snapshot

TexHonorua NetApp Snapshot no3sossaeT MakCMMaibHO 3PPEKTUBHO MCNOIb30BaTb NPOCTPAHCTBO
CNCTEMDbI XpaHEHWNA COXPaHAA TO/IbKO 6/10KN N3MEHEHUI mexay co3gaHHbIMU KONMUAMU Snapshot. TaK KaK
CH3NWOTbI CO34at0TCA NPAKTUYECKM MITHOBEHHO, pe3epBHOE KOMMPOBaHNE AaHHbIX ABIAETCA NPOCTbIM U
6bICprIM Aenom. CHanwoTbl MOryT CO34aBaTbCA NO PaCNMUCaHUNKO, NI OHUN MOTYT ObITb CO34aHbl CKPpUNTOM

. ®
C cepBepa, a Tak»Ke ¢ nomolubio SnapDrive™ nam SnapManager .

B Data ONTAP BK/ItOMEH CEpPBUC pacnncaHuii, NpegHasHavyeHHbI 418 aBTOMaTM3MPOBAHHOMO CO34aHuA
CH3NWOTOB. MIcNoNb3ynTe aBTOMaTUYECKOE CO34aHME CHIMLIOTOB 1A PE3EPBHbIX KOMUA TaKMX AaHHbIX,
KaK, Hanpumep, AaHHble «40MaLLIHUX AUPEKTOPUIAY.

Basbl AaHHbIX M ApYyrve NPUAOXKEHUA, AONKHbI KONWMPOBaTbCA, ByAyun NepeseseHHbIMU B PEXKMUM
pesepBHOI Konuu. Ana Oracle Databases 3To o3HavaeT nepeBog, 6a3bl AaHHbIX B hot backup mode nepeg,



cosgaHuem cHanworta. Y NetApp ecTb HECKO/IbKO AOKYMEHTOB, ONUCHIBaKOLLIMX AETa/IbHO NPOoLLecc
pe3epBHOro KonuposaHus Oracle Database.

Ona noapobHOCTEN OTHOCUTE/IbHO BOMPOCOB 3alUMTbl AaHHbIX cm. [11].

NetApp peKomeHAyeT UCMONb30BaTb CHIMLWWOTbI 417 CO3AaHUA «XOIOAHBIX» U KTOPAYMX» Konuii 6a3
AaHHbIX Oracle. Ucnonb3oBaHMe CHANLWWOTOB He YXYALIAeT NPOU3BOAUTEIbHOCTU CUCTEMbI XPaHEHUA.
PeKomeHAyeTca BbIKAIOUMTb aBTOMaTUUECKOe pacnucaHme Co34aHUA CHIMNWOTOB, U KOOPAVUHUPOBATb
NpoLecc Co34aHMA CHIMNLIOTOB C COCTOAHMEM 6a3bl gaHHbIX Oracle.

[na pononHUTeNbHOM MHPOPMaLMKN 06 MHTErpaLyUmn TEXHONOTNI CHINLLOTOB U Pe3epPBHOro KONMPOBaHUA
6a3 gaHHbIx Oracle, cmoTtpute [3] 1 [7].

5.3. BoccraHoB/1ieHH e OTAeNbHbIX ¢pailsioB U3 Snapshot

OTaenbHble Gaiabl U ANPEKTOPUM MOTYT BbITb BOCCTAHOB/IEHbI M3 CHIMLLOTOB, UCNO/b3YA 0bblYHbIE
KOMaHAbl cepBepa, TakMe Kak komaHaa cp B UNIX, nam nepetacknsaHue mbiwKkon B Microsoft Windows.
[JaHHble TakKe MoryT 6bITb BOCCTaHOB/IEHbI C MOMOLLLBbIO KOMaHAp! single-file SnapRestore. Mcnonb3syitTe ToT
meTo, 4To bbicTpee paboTaer.

5.4. BoccTtaHOoB/IeHH e JaHHBIX C MOMOLIbI0 SnapRestore

SnapRestore no3soaseT 6bICTPO BOCCTAHOBUTL $aN/IOBYHO CUCTEMY LIEJIMKOM, B COCTOAHME, COXPAHEHHOE B
cAeNnaHHOM CHanuworTe. SnapRestore MOXXHO MCNO/Z1b30BaTb KaK A1 BOCCTaHOBJ/IEHNA ANCKOBOIO TOMa
LEeTNKOM, TaK U OTAEeNNbHbIX cbaﬁnoa C 3TOro Toma.

Mpun ncnonbsoBaHum SnapRestore gna BOCCTAaHOBAEHUA TOMA AAHHbIX, AaHHbIE HA 5 TOM TOME AOXKHbI
NPpUHaanexXatb 04HOMY NPUNOKEHUIO. B NPOTUBHOM CJ/ly4ae, 3Ta onepauna MOXKeT NOB/UATb TaKXKe U Ha
OaHHble APYroro NPUNOXKeHUA.

Onumsa SnapRestore BoccTaHOBAEHUA O4HOTO daiina, NO3BOAAET BbIbPaTb OTAENbHbIN dpain ann
BOCCTaHOB/IeHUA, 6e3 BOCCTaHOBEHMA Bcex ¢painaos Toma. YUTuTe, 4to dain, KoTopbli BOCCTAHAB/IMBAETCS
€ NnomoLbto SnapRestore, He MOXET yXKe NPUCYTCTBOBATb rae-1Mbo B aKTMBHOM daiifioBoli cucteme. B atom
CNyyae cuctema monda nepekntount single-file SnapRestore B onepauuio KonmposaHus. B pesynbTtaTe
onepauus single-file SnapRestore 3aiimeT ropasgo 60/blue BpeMEHU, YEM OXKMUAANOCH (B 0ObIYHOM BUAE
KOMaHZa BbINOMHAETCA 33 40U CeKYHAbI) U TaK}Ke noTpebyeT, YTobbl 4OCTaTOYHOE ANS1 KONMUPOBAHMUSA
KOJINYeCTBO MecCTa NPUCYTCTBOBAIO Ha aKTMBHOM ¢alinoBoi cucteme.

NetApp peKomeHAyeT Ucnonb3oBaTb SnapRestore Ana MrHoBeHHOro BOCCTaHOB/IeHUA 633 AaHHbIX
Oracle. SnapRestore mo)XeT BOCCTAaHOBUTb TOM LLeJIMKOM Ha KOHKPETHbI MOMEHT BpeMeHU B3ATUA
CH3MLWWOTA B NPOLUJIOM, N BOCCTAaHOBUTb OTAENbHbIN daiin. MpenmyLiecTsa UCNOb30BaHUA
SnapRestore Ha ypoBHe TOMa B TOM, YTO TOM MOXKeET 6bITb BOCCTAHOBJ/IEH B CYUTAHHbIE MUHYTbI, YTO
CHUXKAeT Bpems Hef0CTyNnHOCTH 6a3 AaHHbIX NPU BbINOJIHEHUM BOCCTaHOBAEHUA Ecaum Bbl NnaHupyete
ucnonb3oBaTb SnapRestore Ha ypoBHe TOMOB, TO peKOMeHAYeTCA OpraHU3oBaTb XpaHeHue nor-pannos,
APXMBHbIX JIOroB, U KONt KOHTPO-$GaNNoB B OTAE/bHbBIX TOMAX, OTAENbHO OT CO6CTBEHHO AaHHbIX
6a3bl, U UcNonb30BaTb SnapRestore TONbKO ToMe, coaeprKallem 3TU AaHHble.

Ons noapobHocTei o npumeHeHun SnapRestore ana socctaHoBneHusa Oracle Database, cm. [3] m [7].

5.5. KoHCco/mmagupoBaHue pe3epBHbIX KONUM C MOMOLIbI0 SnapMirror
3epKal1I/IDOBaHVIe AadHHbIX C NTOMOLWbIO SnapMirror BO3MOHO 13 O4HOro TOMa UK qtree, Ha O4HY UAN
bonee YOaNeHHbIX CUCTEM XPaHEHUA NetApp OoAHOBpPEMEHHO. OHo obHoBAAET 3epKannpoBaHHbIE AaHHbIE,
COXpaHAA UX OOCTYNMHbIMU N aKTya/ibHbIMU.



SnapMirror ocobeHHO None3HbIN MHCTPYMEHT 417 33434, CBA3AHHbIX C COKpaLLEeHNEM OKHa pe3epBHOTro
KONWPOBAHMA Ha OCHOBHOM cucteme. SnapMirror MOXKHO MCMONb30BaTb A1 HENPEPbLIBHOIO
3ePKaNMPOBAHUA AaHHbIX C OCHOBHOM CUCTEMbI XpPaHEHMSA HA BblAENEHHYIO cMcTeMy TMNa nearline storage.
Onepaumn pe3epBHOro KONMPOBaHUA NepeaatoTCA TEM CaMblM HA CUCTEMY, Ha KOTOPOM YCTPOMCTBO Ha
MarHMTHOWM IeHTe MOXKeT paboTaTb B TeYeHMe Bcero AHsA, 6e3 HeobXxoaMMOCTM NpepbIBaTL paboTy
OCHOBHOW cUCTEMbI XpaHeHMA. TaK KaK onepaLmmn pe3epBHOr0 KONMPOBAHUSA B TAKOM C/ly4ae He
NPOBOAATCA Ha OCHOBHOW, NEPBUYHOM CUCTEME, TO KOKHO PE3EePBHOI0 KONUPOBAHMAY» NMNPU STOM He UrpaeT
BaXKHOM ponu.

5.6. Co3gaHue KaTacTpoPpoyCTOMYMBOM CUCTEMbBI C MOMOLIbI0 SnapMirror
SnapMirror HeNnpepbIBHO obHoBnseT penanumnpoBaHHblIE AadHHbIE, yTObbI noaaepxumBatb UX aKTya/ZibHbIMW.
SnapMirror 3To NpaBW/bHbIA MHCTPYMEHT A1 UCNO/Ib30BaHMA NPM NOCTPOEHMM KaTacTpodoyCcTonunBom
(disaster recovery) cuctembl. Toma MOryT 6bITb PENULNPOBAHBI KaK aCUHXPOHHO, TakK U CUHXPOHHO, Ha
cncremy B yaasleHHOM gaTtaleHTpe. CepBepa I'IpMIIO)KEHMﬁ TaKXe O0/1XKHbI 6bITb penanumnpoBaHbl B 3TOT
OaTaueHTp.

B cnyyae HacTynneHus cobbiTns Katactpoodsl, ana DR-gataueHTpa BaxKHO ObITb paboTOCNOCOOHbIM,
NPUNOXKEHUA AONKHbI KOPPEKTHO NepeKNoUYnTbLCA Ha cepeepa B DR-gaTtaleHTpe, U Becb Tpaduk
NPUNOXKEHUIN A0MXKeH BbITb NepeHanpasieH Ha 3TU cepeepa, A0 TeX Nop NOKa OCHOBHOM AaTaleHTP He
BOCCTAHOBUT paboTy. Korga ocHOBHOW AaTaueHTp BepHeTcA B paboTy, To SnapMirror MOXKHO MCMOb30BaTb
ana addeKTUBHOMN Nepeaaym gaHHbIX 06paTHO, Ha OCHOBHbIE CUCTEMbI XpaHeHuA. [ocae Toro, Kak
OCHOBHOW AgaTaleHTp BHOBb 3apaboTaeT, 0bbluHyto paboTy no nepeaade nsmeHeHuit Ha DR-gataueHTp
MOKHO NPOAO0IKUTL 6e3 He0b6X0AMMOCTU NPOBOAUTL MNOHYIO Nepeaaydy Bcex AaHHbIX «C Hyaa» elle pas.

[na noapobHOro paccmoTpeHns Tembl cnonb3osaHMa SnapMirror ans DR-3aaau ¢ Oracle, cmotpute [12].

5.7. Co3paHue onepaTUBHBIX pe3epPBHbIX KONUM € NOMOLbI0 SnapVault

SnapVault npegnaraet peleHue LLEeHTPaAN30BaHHOMO AMCKOBOrO Pe3ePBHOI0 KONMPOBaHMA A8
reTeporeHHbIX cpen XpaHeHUA. XpaHeHme pe3epBHbIX Konuit B BMUAe MHOXeCTBa CH3MWOTOB BO
BCMOMOraTe/IbHOM, «BTOPUYHOM» CUCTEME XPAHEHMSA, MO3BONAET NPEANPUATUIO XPAaHUTb Heaenn 6aKanos B
OHJlalHe, AOCTYNHbIX 418 H6bICTPOro BOCCTAHOBAEHUSA AaHHbIX M3 HMX. SnapVault Takxke paet
Nnosb30BaTeENAM BO3MOXKHOCTb BbI6MpaTb, Kakmne MMeHHO AaHHble 6y/:1,yT CKOonnpoBaHbl, 4aCTOTy CO34aHUA
pe3epBHbIX KOI'IVII‘;I, N TO, KaK 4O/Iro ath Konun 6yp,yT XPaHUTbLCA.

SnapVault noctpoeH Ha 6a3e NpUHLMNax aCUHXPOHHOM 6/104HOM MHKPEMEHTAIbHOM Nepeaaun,
MCMNo/Ib30BaHHOM B TexHonornn SnapMirror, c fo6aBneHMem TEXHONOMMIA apxmBaL K. 3To NO3BONAET
AaHHbIM KOMMPOBATHCA C MOMOLLLbIO CHIMLWOTOB HA OCHOBHOM CUCTEME XPaHEHMUA, U MO PACNMUCaHUIO
nepenaBaTbCA Ha APYryt0 CUCTEMY XPaHEHUA an Ha ycTpoicTBo NearStore. CHIMNWOTbI MOMYT COXPAHATLCA
Ha BTOPOM CUCTEME MHOTME Heenun 1 faxe MecALbl, N03BOJIAA MPOBECTM ONEePaLLMi0 BOCCTAaHOBEHMUA
AaHHbIX HA UCXOAHOM CUCTEME MPAKTUYECKM MFHOBEHHO.

Ons AonoNHUTENbHbIX CBEAEHUI O 3aWMTe AaHHbIX ¢ noMoLlbio SnapVault, cmoTtpute [8], [9], n [11].

5.8. NDMP u pe3epBHOe KONMPOBAaHHE-BOCCTAHOBJ/IEHHE HA JIEHTAX

Network Data Management Protocol, unn NDMP, 370 OTKpbITbIX CTaHAAPT A5 LEHTPAIN30BaHHOIO
ynpasaeHua npouecca nepegadeit AaHHbix. Apxutektypa NDMP nossonseT npon3BoanTenam NpuaoKeHui
pe3epBHOro KONUMPOBaHMA YNPaBAATb YCTPONCTBAMU pe3epPBHOTO KOMMPOBAHWUA, NOAKAOYEHHBIMM K
ycTpoiicteam NetApp, unu gpyrum dann-cepsepam, obecneumsasn enHbI MHTEPPENC MeKay
NPUNOXKEHNEM PE3EPBHOIO KONWMPOBaHMA N GaltNoBbIMU CEpPBEPAMM.



NDMP oTtaenaeT NOToK ynpaBaeHnAa OT AaHHbIX pe3epBHOINo KONMpoBaHMA M1 BOCCTAHOBEHNA.

370 nossonaeT Ao6UTLCA BoNbLIEN TMOKOCTU B KOHOUTYPUPOBAHUK MHOPACTPYKTYPbI, UCNONb3YeMOW ANs
3alWMTbl AaHHbIX HA cucTtemax xpaHeHna NetApp.

MOCKONbKY 3TW NOTOKM pasfesieHbl, TO OHW MOTYT NOCTYNaTh Ha Pa3/iMYHbIE YCTPOMCTBA, TAKKe KaK u
NCXOAMTb C Pa3/IMYHbIX YCTPOMCTB, B pe3y/ibTaTe No3B0/IAA Npeae/ibHO TMOKYO TOMOOMMIO, UCMO/b3YHOLLYIO
NDMP. OoctynHble Tononormn NDMP obcykaatotca nogpobHee B [13].

Ecnn onepatop He onpeaennn CyLWwecTBYOLWMIM CHINWOT NPW 3anNyCcKe Pe3epBHOr0 KOMMPOBAHUA UK
konmposaHusa no NDMP, To Data ONTAP co3aact ero nepeg, Hayanom npouecca. IToT CHaNWOoT byaeT
yAaneH nocse OKOHYaHUA pe3epBHOro KonnposaHua. Koraa ¢annosas cuctema cogepuT gaHHble FCP,
CH3MLWOT A0/KEH ObITb CO34aH B MOMEHT BPEMEHM, COOTBETCTBYHOLIMIN KOHCUCTEHTHOMY COCTOAHMIO
AaHHbIX. Kak onucbiBaaocb paHee, 3TO Hanay4lwmm o6pasom AenaeTcsa ¢ NOMOLLbIO CKPUMTA, KOTOPbIN
NPUOCTaHaBAUBAET NPUNOXKeHWNE, UAK NepeBogmuT ero B hot backup mode nepeg co3gaHmem cHanwoTa.
Mocne co3gaHmA CHaMNWOTA, 06blYHbIE ONEPALMM MOTYT ObITb MPOAO/KEHDI, U PE3ePBHAA KOMMUA HA JIEHTY C
3TOro CH3MWOTa MOXKeT bbITb NepeHeceHa 3a Ntoboe Kenaemoe Bpems.

Mpu noagKkntoyYeHUM cnuctembl XpaHeHua K Fibre Channel SAN ana pe3epBHOro KONMPOBaHUA Ha NEHTY,
CHa4yana Heobxoaumo ybeantbcs, Yto NetApp ceptuduumnposan cootsetcraytoulee MO n obopynoBaHue.
MoAHbIN CNUCOK cepTUDMLMPOBAHHbBIX KOHOUTYpaLMiA AOCTYNEH Ha nopTasne 3awWuTbl AaHHbIX NetApp.
3anacHble coeguHeHna K KommyTtatopam Fibre Channel n neHTo4HbIM BUBAMOTEKAM B HACTOALLMIA MOMEHT
He noagepxxuBatotca anqa Fibre Channel tape SAN. Kpome Toro gna 63kana Ha eHTy Heobxoanmo
MCNob30BaTh OTAeNbHbIN host bus adapter. ToT aganTep AonxeH 6biTb NOAKAOYEH B OTAENbHbIN
KommyTaTop Fibre Channel, B KoTopbIi BKAOUYEHbI TONBKO ycTpoiicTBa NearStore u cepTuduLMpoBaHHbIe
NEeHTOYHble BUBANOTEKMN U NEHTOUYHbIE YCTPOCTBA.

Backup server gonxKeH TaKKe yMeTb COeANHATLCA € AeHTOYHON Bubanotekon no NDMP, nan ynpasnaTtb
pob6oTom 6MBIMOTEKM, NOAKNOYEHHON HEMNOCPEACTBEHHO K 3TOMY CepBepy.

5.9. Ucnosib3oBaHue Tape Devices ¢ cucremamu NetApp

Cuctembl xpaHeHusa NetApp FAS wm ycTpolictBa NearStore noaneprKMBatoT pesepBHOE KONMPOBAHME U
BOCCTaHOBJ/IEHWE A/1A AaHHbIX, Ha IOKa/IbHO NMOAK/IOYEHHbIE, a TakKe ucnosb3ytowme Fibre Channel, u
Gigabit Ethernet ycTpoiicTBa, BKAtoYeHHble B SAN. MNoaaeprkka gnsa Hanbonee pacnpoCcTpaHeHHbIX
YCTPOWCTB 3aNMCK HAa MarHUTHYO NIeHTy (tape drives), a Takke $opMaTOB MarHUTHbIX JIEHT, BK/ILOYEHA B
MOCTaBKY CUCTEMbI, @ HOBbIE YCTPOMCTBA [,06aBAAOTCA NPU 06HOBAEHUAX cucTeMbl. Kpome 3Toro
NOIHOCTbIO NoAAepXmBaeTca NpoTokoa RMT, no3sonaa NpoBoaguTb pe3epBHOE KONMPOBaHME U
BOCCTAHOB/IEHME 418 NH0OON COBMECTUMOM C HUM cucTeMbl. Obpasbl pe3epBHbIX KOMWI 3aNMCbIBAOTCA B
dopmart, NpomnsBoAHbIN OT CTaHZapTHoro ¢opmata BSD dump, no3BosAs genaTb Kak NOJIHYIO KONWUIo
$alinIoBOM CUCTEMDI, TaK U AeBATb YPOBHEN anddepeHLUnanbHOM pe3epBHOM Konuu.

5.10. [ToaaepxrBaeMble HHCTPYMEHTbI pe3€PBHOr0 KONMPOBaHUSA APYTrUX
KOMIIAHUM

NetApp noaaepKMBaeT NAPTHEPCTBO CO caeaymnmMmm npomnssoamutenamm MO p3epBHOro KONMPOBAHKA,
ncnonbsyowmmm NDMP.,
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5.11. Hanﬂqune METOAbl PE3CPBHOTI0 KOIMUPOBAHHUA U BOCCTAHOBJICHUA

JTa rnaBa coeauHsET B cebe TeEXHOIOMMMN N NPOAYKTbI 3aLUNTbI AaHHbIX NetApp, onvcaHHble Bbllle, B Habop
HaUAy4LWNX METOAO0B W NPaKTUK, ans nponssoacTea Oracle hot backups (oHNalMHOBbLIX pe3epBHbIX KOMUIA)
AR pe3epBHOro KONMMPOBaHWA, BOCCTAHOB/IEHWA N apXMBaLMWK, C UICNOIb30BAHNEM KaK «MEPBUYHbIX»
CUCTEM XpaHeHMUs (CUcTeMbl XpaHEHMUA C BbICOKONPOM3BOAUTENbHbIMU Anckamu Fibre Channel) Tak u
cucTembl Knacca «nearline» (cuctembl NearStore, ¢ Hegopornmm, eMkumm guckamm ATA n SATA). Takan
KOMbOWHaLMA OCHOBHOM CUCTEMbI, A1 XpaHeHUA paboumx 6a3 gaHHbIX, U BCcomoraTesibHon, nearline, ann
63KanoB aKTMBHOIO AaTaceTa, yBe/IMYMBAET NPOM3BOAMUTENBHOCTb, U NMOHUXKAET CTOMMOCTb Onepaumii.
Mepuroamyeckoe nepemelLeHMe AaHHbIX C OCHOBHOIO Ha BCMOMOraTe/ibHOe XpaHUauLLe YBeNn4mBaeT
cBob60gHOE MEeCcTo Ha OCHOBHOM M YBEJIMYMBAET NPOU3BOANTENBHOCTb, O4HOBPEMEHHO 3aMETHO NMOHMUXKAA
CTOMMOCTb XpPaHeHuA.

OtmetbTe: Ecnm cuctemsbl NetApp NearStore He ABAAIOTCA YacTbio Balle 6aKan-cTpaTermm, To
O03HaKOMbTECH C JOKYMEHTOM [6], Ana noapobHol MHPOpMaLMM O pe3epBHOM KOMMPOBAHUU U
BOocCTaHoBAeHMM Oracle Ha cucTeme XxpaHeHUs C UCNOJIb30BaHUEM TexHoiorMu Snapshot. OctanbHas YacTb
3TOW rNaBbl ONMCbIBAET COBMECTHOE UCMOJIb30BaHME OCHOBHOM CUCTEMBbI XpaHeHua U cuctembl NearStore.

5.11.1. SnapVault u pe3epBHOe KonupoBaHUe 6a3bl
ba3a gaHHbIx Oracle moxeT 6bITb CKONMPOBaHa B TO Bpems, Korda oHa paboTaeT 1 obpabaTbiBaeT 3anpochl
B pabouem pexknme, HO cnepsa OHa A0/1XKHa ObITb NepeBeaeHa B Tak Ha3sbiBaemMbit hot backup mode.

Onpep,eneHHble AEVICTBMH AO/TXKHbI 6bITb npon3seneHbl nepen n nocne B3ATUA CHIMWOT-KONUKU C TOMa
6a3bl LaHHbIX. TaK Kak 3Tn lEI,GIZCTBMFI Te XKe CaMble, YTO U NPU NCNONIb30BaHUN UHBIX METOA0B pe3epBHOIo
KOnNnMpoBaHUA 6a3bl, TO MHOIrme agMMHUCTPATOpPbI 6a3bl AadHHbIX, BO3SMOXHO, y)Xeé MUMEIOT COOTBETCTBYHOLWLNE
CKpUNTbI ANA BbIMONTHEHUA 3TUX onepau,m7|.

Koraa pacnucaHue SnapVault Snapshot moeT 6bITb CKOOPAUHUPOBAHO C COOTBETCTBYIOLLMMMN AeNCTBUAMM
Hag, 6230l AaHHbIX, C TOMOLLBIO CUHXPOHW3MPOBAHHbIX YaCOB HA CUCTEME XPaHeHUs U cepBepe 6asbl
[AaHHbIX, MOXHO YNPOCTUTb MOUCK U HAaXOXKAEHWE NOTeHUMaAbHbIX NPO6aEeM, eCIM CKPUNT pPe3epBHOro
KonuposaHua 6asbl, CO343a0LWMIA CHIMLWOT-KONMUIO, UICNOAb3yeT KomaHay SnapVault snap create.

B Hallem npumepe KOHCUCTEHTHbIN 06pa3 6a3bl AaHHbIX CO34aEeTCA KaXAbli Yac, COXPaHAKTCA CHAMLWOT-
Konuu 3a nocneaHunx 5 vacos (5 Hanbosee «cBemx»). Co34aeTCA M XPaHWUTCA TaKXKe 04Ha KONuUA B AEHb B
TeYeHUn Hedenu, N ofHa «HedenbHaa», bepyllanaca B KoHue Hegenu. B MO SnapVault Ha BTopuYHOM
XpaHWauLe coxpaHaeTca noaobHoe e KosmyecTso SnapVault Snapshot-konuii.

Co3spaHue pesepBHOM Konum 6a3bl Oracle B pexxume hot backups ¢ nomowb SnapVault:

YcTaHoBuTe ¢BA3b cnuctembl NearStore ¢ OCHOBHOM CUCTEMOM XpaHEHUS.
HactpoiiTe pacnucaHune gna 3a4aHMA KONMYECTBA COXPaHAEMbIX CHIMLWOT-KOMMIA Ha KaXKaAoM U3
YCTPOICTB XpaHEHUA, KaK OCHOBHOWM CUCTeMe XpaHeHua Tak n NearStore.

3. 3anyctuTe npouecc SnapVault mexay cuctemon xpaHeHus n ycrporicteom NearStore.

4. CospgaliTe CKpMNT, co3garolmin Snapshot-konuu c nomolubto SnapVault Ha cucteme xpaHeHua u
NearStore, ana sbinonHeHus Oracle hot backups.
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5. CosgaiiTe Ha XOCT-cUCTEeME CKPUMT PacnMCaHns, BbINOJHAOWMIACA C MOMOLLbIO Cron, Y4Tobbl
3anycKaTb ckpunTbl hot backup cHanwoT-konuit SnapVault, Kak 3To onMcaHo BbILwe.

Lar 1: YctaHOBUTE coeguHeHne mexay cuctemoii NearStore u OCHOBHOM CMCTEMOI XpaHeHus.

Mpumepsbl B 3TOM pa3gene noapasymeBatoT, YTO NepPBUYHAS CUCTEMA XPaHEHUSA, A1a pa3smeLl,eHns 6asbl
AaHHbIX, HocuT umsa descent, a yctpolicteo NearStore, npeaHasHavyeHHoOe ANA apxMBUpPOBaHMA 6asbl
AaHHbIX, Ha3biBaeTca rook.

1. BseauTe nMUEH3MIO M BKAOUMTE SnapVault Ha cucTeme xpaHeHusa («descent»):
descent> license add ABCDEFG
descent> options snapvault.enable on
descent> options snapvault.access host=rook

2. BseawuTe nuueHsnto 1 BKAOYMTE SnapVault Ha ycTpoiicTBe NearStore («rook»):
rook> license add ABCDEFG
rook> options snapvault.enable on
rook> options snapvault.access host=descent

3. Cospaiite Tom-nonydatensb SnapVault Ha NearStore («rook»):
rook> vol create vault -r 10 10
rook> snap reserve vault ©

LLlar 2: YcTraHOBKa pacnucaHui (BbiKAlOYEHUEe aBTOMaTUYECKUX CHINLOTOB) Ha OCHOBHOM cucteme
XpaHeHua u cucreme NearStore.

1. OTkAouYUTe 06bIYHOE pachMcaHWe CO34aHMA CHIMNWOTOB Ha CUCTEME XPaHEHMA U cucTeme
NearStore, oHo BygeT 3ameHeHO pacnucaHMem SnapVault:

descent> snap sched oracle 0 0 ©
rook> snap sched vault © 0 ©

2. YcTaHoBWUTE pacnucaHue CHaNWOoToB SnapVault, co3gaBaemoe CKPUNTOM Ha CUCTEME XPaHEHUA
descent, onAa Toma no UmeHn oracle. 3Ta KOMaHAA BbIK/OYAET PacnncaHue, a TakxKe
onpeaenseT, CKOJIbKO KOMMIA CHIMLWOTOB KaXA0ro Buaa byaet XpaHUTbCA
descent> snapvault snap sched oracle sv_hourly 5@-
3T0 pacnucaHue co34aeT CHINWOT No UMeHu sv_hourly n octaBnseT nATb Hanbonee cBeXxunx Konui
€ro, Ho He onpeaensaeT BpeMs, KoTopoe ByAeT 334aH0 CKPUNTOM Cron HUXKeE.
descent> snapvault snap sched oracle sv_daily 1@-

TaKKe KaK Bbllle, 3TO pacnmMcaHne co34aeT CHINWOT Nno umeHu sv_daily n octaBnaeT oaHy,
Hambonee CBEXKYIO €r0 KOMUIO, HO TAK}Ke He onpeaenseT BPemsa ero co3gaHums.

descent> snapvault snap sched oracle sv_weekly 1@-

TaKKe KaK Bbllle, 3TO pacnMcaHne Co34aeT CHIMWOT No umeHu sv_weekly u octaBnset ogHy,
Hambonee cBexKyto ero Konuio. TakKe He 334aeTCA BPpeMsA ero co3gaHus.

3. YcTaHoBMTE pacnmcaHue cHaNwWoToB SnapVault, co3gaBaemoe CKPUNTOM Ha CUCTEME XPAHEHUA
rook, 4nA Toma no umeHu vault. OTa KOMaHAA BbIKAOYAET pacnucaHue, a TakKe onpeaenser,
CKOIbKO KOMWI CH3MNLIOTOB KaXKA0ro BuAaa byaeT XpaHUTbCA.
rook> snapvault snap sched -x vault sv_hourly 5@-



9T0 pacnucaHue co3gaeT CHIMWOT No umeHu sv_hourly 1 octaBnseT NATb Hanbosiee CBEXNX KOMU
€ro, HO He onpeaensaeT BpemMs, KOTpoe ByaeT 3a4aHO CKPUNTOM Cron HUMKeE.

rook> snapvault snap sched -x vault sv_daily 1@-

TaKKe KaK Bbllle, 3TO pacnMcaHne co3AaeT CHINWOT No uMeHu sv_daily n octaBnaet ogny,
Hambonee CBEXKYIO €ro KOMUIO, HO TAK}Ke He onpeaenseT Bpema ero co3gaHums.

rook> snapvault snap sched -x vault sv_weekly 1@-

TaKKe KaK Bbllle, 3TO pacnMcaHne Co34aeT CHIMWOT No uMeHu sv_weekly n octaBnsert ogHy,
Hambonee cBeXKyto ero Konuio. Tak:Ke He 3a43eTCA BPEMA €ro CO34aHMUA.

LWar 3: 3anyck npouecca SnapVault mexxay ocHOBHOI cuctemoii XxpaHeHusa u NearStore.

Ha sTom atane pacnncaHusa CKOHOUIYpPUPOBaHbl KAk Ha OCHOBHOM cUCTEME, TaK U Ha BTopu4yHoi, NearStore,
u SnapVault BkatoueH u pabotaet. OgHako, SnapVault He 3HaeT, Kakue Toma UK gtrees coxpaHeHbl UK
rie OHU XPaHATCA Ha BTOPUYHOM cucTeme. CHaNWOTbl ByayT co3aaHbl HA MEPBUYHON CUCTEME, HO AaHHble
NoKa He NnepeaaroTcs Ha BTOPUYHYIO.

YT106bI AaTb SnapVault 3Ty MHGOpMaLMIo, 3aNyCTUM CieayHoLLYI0 KOMaHAY Ha BTOPUYHOM cUCTeMe:
rook> snapvault start -S descent:/vol/oracle/- /vol/vault/oracle
LWar 4: Cozaanue ckpunra Oracle hot backup co SnapVaulit.

Mpumep ckpunta /home/oracle/snapvault/sv-dohot-daily.sh:

#!/bin/csh -f

# Place all of the critical tablespaces in hot backup mode.
$ORACLE_HOME/bin/sqlplus system/oracle @begin.sql

# Create a new SnapVault Snapshot copy of the database volume on the primary filer
rsh -1 root descent snapvault snap create oracle sv_daily

# Simultaneously 'push' the primary filer Snapshot copy to the secondary NearStore
system

rsh -1 root rook snapvault snap create vault sv_daily

# Remove all affected tablespaces from hot backup mode.

$ORACLE_HOME/bin/sqlplus system/oracle @end.sql

OTmeTbTe, YTo CKpUNTbI @begin.sql u @end. sql, coaepaT KomaHAbl, NnepesogaLlme Tabanupbl 6as AaHHbIX
B hot backup mode (begin.sql) n BbiBoaALMe ux 13 hot backup mode (end.sql).

LLar 5: Ucnonb3oBaHue cron ana 3anycka ckpunta Oracle hot backup, cosaaHHoro ana SnapVault Ha
ware 4.

MpunoxeHne BbINOJIHEHUA NO pPacnMcaHuto, Takoe Kak cron B UNIX-cucrtemax, nam task scheduler s
Windows, ncnonb3yetca aas co3gaHna CHanwoTa sv_hourly Kaxkapli Yac, Kaxkaoro aHs, kpome 2:00 B
cyb660Ty; 04MH CH3NWOT B AeHb sv_daily Kaxablii geHb B 2:00 Kpome cyb660TbI, U OANH HeAEeNbHbIN
sv_weekly B 2:00 cy660Tbl.

Sample cron script:

# sample cron script with multiple entries for Oracle hot backup

# using SnapVault, NetApp filer (descent), and NetApp NearStore (rook)

# Hourly Snapshot copy/SnapVault at the top of each hour

0****:

/home/oracle/snapvault/sv-dohot-hourly.sh

# Daily Snapshot copy/SnapVault at 2:00 a.m. every day except on Saturdays
0 2 * * 9-5:

/home/oracle/snapvault/sv-dohot-daily.sh

# Weekly Snapshot copy/SnapVault at 2:00 a.m. every Saturday



02 * * 6
/home/oracle/snapvault/sv-dohot-weekly.sh;

Ha ware 4 npuBeaeH NnpumMmep CKpUnTa gns exeagHeBHOro 6akana, sv-dohot-daily. sh. Ckpuntbl hourly u
weekly, ans no4acoBoro n exxeHeaenbHOro 63Kana NOAHOCTbIO MAEHTUYHbI, OT/INYAACH TO/IbKO MMEHEM
co3paBaemoro cHanwoTa (sv_hourly n sv_weekly, cootBeTcTBEHHO).

5.12. SnapManager for Oracle - [IpakTUKH pe3epBHOro KONUPOBAHUA U

BOCCTAHOBJIEHUA

SnapManager for Oracle 3To0 nporpaMmHbIA NPOAYKT, PaboTatoWMIA HA XOCT-CUCTEME U K/IUEHTE,
BbINyLWeHHbIM KomnaHuein NetApp, Inc. KoTopsbii MHTerpmposaH ¢ Oracle9i R2 u Oracle Database 10g R2.
OH nossondaet DBA nnv agmmHmncTpaTopam CUCTEM XpPaHEHMA YNPaBaATb NPOLLECCOM CO34aHUA pe3epBHbIX
KOMWiA, BOCCTAHOB/IEHUA U3 3TUX KOMWUI, U KIOHUPOBAHMUA.

SnapManager for Oracle ncnonbsyetr NetApp Snapshot, SnapRestore n FlexClone gnsa nHterpaumm c Oracle.
SnapManager aBTOMaTM3UPYET M YNPOLLAET CI0XKHbIe, U TPebyowme pyyHbIX AeicTBUi onepaumm, 06blYHO
npounssoammbix Oracle DBA, UTo 3HaUNTENbHO yAy4lLaeT ycnosua service level agreements (SLA) gns
pe3epBHOro KOMMPOBAHUA U BOCCTAaHOB/IEHMS.

SnapManager for Oracle npoToKkonoHe3aBucUM, U NoaTomy paboTaeT 0AMHAKOBO XOPOLLO Kak ¢ NFS Tak n ¢
iSCSI. OH TaK»Ke UHTerpupoBaH c cobcTBeHHbIMU TexHonoruamm Oracle, Takumu kak RAC, ASM 1 RMAN.

[Ona ncnonb3osaHua SnapManager for Oracle, Bam Hy»KHO MCNO/Ib30BaTh c/ieaytowme Tunbl 6a3 AaHHbIX,
NPUAOKEHUI U NULLEH3NI:

e SnapManager for Oracle

e Red Hat Enterprise Linux 3.0 Update 4

e SnapDrive for UNIX V2.1 (Red Hat Enterprise Linux)

e NetApp Data ONTAP 7.0 nnun Hosee

e Oracle 9iR2 unu Oracle 10gR2 ncnonb3ytowmx NFS nam iSCSI LUN
e NetApp Host Agent 2.2.1

e JlnueHsua Ha FlexClone

e JlnueHsuma Ha NFS nan iSCSI

e JlnueHsna Ha SnapRestore

NetApp pekomeHayeT ucnonb3osatb SnapManager for Oracle ecnam Bbl ucnonbsyete Redhat Enterprise
Linux 3.0 Update 4 (RHEL 3.0 Update 4) u Bblwie, U Bbl XOTUTE PELUUTb NPO6AEMbI KPUTUUHDbIX
NPUNOXKEHUN, OTHOCALLMXCA K BONPOCam pe3epBHOro KONMPOBaHMA U BoccTaHoBAeHUsA Oracle, a TaKke
€ro K/1I0HMPOBaHMUA.

Ons nogpobHocTet 06 ncnonbzosaHnm SnapManager for Oracle B cpeae Oracle cmoTtpuTe [14].

5.12.1 SnapManager for Oracle - KonupoBaHHe U BOCCTAHOBJIEHUE C MCN0JIb30BaHueM ASM
SnapManager for Oracle obecneunBaeT cpeacTsa 418 Pe3epPBHOIO KONMMPOBaHUA 6a3 AaHHbIX,
pacnosioxeHHbIx Ha Oracle ASM Ha cuctemax xpaHeHusa NetApp. 9To No3BOAAET MCMONb3YOLWMM 6a3bl
Oracle 10g R2 Ha Automatic Storage Management (ASM) nosepx iSCSI LUN HacTpanBaTb MCNONb30BaHME
cHanwotoB NetApp n TexHonormto SnapRestore ¢ nomowbto SnapManager for Oracle. 3To obecneunBaet
npu obcnyKmeaHmMm 6a3 Ty rMOGKOCTb M NPOCTOTY UCNONb30BaHUSA, pagmM KoTopoi cosgasanca Oracle ASM.



NetApp Tpebyer, uTo6bl Ucnonb3oBasnca gpaiisep ASMlib B Red Hat Linux Enterprise 3, Korga Bbl
nonb3yerecb ASM n SnapManager for Oracle. paiiBep ASMIib 3Tto Heo6xoaUMbliA KOMNOHEHT AAA
pabotbl SnapManager for Oracle 1 oH He byaeT paboTaTtb 6e3 Hero.

5.12.2 SnapManager for Oracle - KonMpoBaHHue ¥ BOCCTAHOBJIEHHE C UCIIO/Ib30BaHUEM RMAN
SnapManager for Oracle o6ecneumBaet nHTerpaumio ¢ Oracle RMAN, no3Bo/AsA 3aHOCUTb pe3epBHbIe
Konuwu, caenaHHble ¢ nomouwbio SnapManager B katanor RMAN. 3710 no3sonset DBA ncnonb3osatb
cHanwoTbl NetApp n TexHonoruio SnapRestore ana pesepBHOro KONUPOBAHUA N BOCCTAHOBNEHUA C
nomolLbio SnapManager, B TO e BpeMA NpoaoxKaa MMeTb A40CTyn K cpeactsam RMAN, KoTopble OH,
BO3MOXHO, nyylle 3HaeT. [oatomy ucnonb3osaHue nHterpaumm RMAN co SnapManager no3soauT Bam
NPOBOAUTbL BOCCTAHOB/IEHME Ha 6104HOM ypoBHe He epTBys RMAN.

NetApp Tpebyer, uTo6bI Bce gatadaitnbl, nordpainnbl u ¢aiinbl apXxMBAoros 3ab3KanneHHbIX 6a3 gaHHbIX,
XpaHUAUCb Ha cucteme xpaHeHusa NetApp Ha Tome flexvol.

5.12.3 SnapManager for Oracle - KJiIoHUpOBaHHe
SnapManager for Oracle no3sonsert genatb KNOHMpPOBaHMeE 6asbl AaHHbIX AnsA Bepcuit Oracle 9i R2 u Oracle
Database 10g R2.

KnoHnpoBaHune BO3MOXKHO ¢ nomoulbto TexHosiornn NetApp FlexClone, npu ncnonbsosaHumn SnapManager.
[ns npouecca KNOHMPOBaHMA 6a3bl AaHHbIX NPEAOCTABAAETCA CTapbii sid 1 HOBbIN sid, a TakKe map-daiin,
KOoTopble No3BonsAoT DBA nav agMUHUCTPaTOPYy CUCTEMbI XPaHEHUA onpeaenunTb ANa KNoHa 6asbl AaHHbIX

HOBOE MEeCTO pa3melLeHUA ee PannoB, TaKKe Kak M HOBble NX MMEHa.

NetApp TpebyeT, uT06bI KNOH 6a3bl AaHHbIX Obla caenaH ¢ pe3epBHOM KONUU, BbINOJIHEHHOM! ¢
HaxoaAweica B offline 6a3bl. Pexxum KnoHuposaHua «hot database cloning» 6yaer goctyneH B
6yaywmx peamnsax SnapManager for Oracle.



CcbLIKH
1.

10.
11.
12.
13.

14.

15.

NetApp supported NFS mount options for Oracle database files.
http://now.netapp.com/Knowledgebase/solutionarea.asp?id=kb7518
http://www.netapp.com/library/tr/3373.pdf

Data ONTAP™ 7G—The Ideal Platform for Database Applications
http://www.netapp.com/library/tr/3373.pdf

Database layout with FlexVol and FlexClones
http://www.netapp.com/library/tr/3411.pdf

Oracle9i for UNIX: Backup and Recovery Using a NetApp Filer:
http://www.netapp.com/library/tr/3130.pdf

Using the Linux NFS Client with NetApp: Getting the Best from Linux and NetApp
http://www.netapp.com/library/tr/3183.pdf

Installation and Setup Guide 1.0 for Fibre Channel Protocol on Linux:
http://now.netapp.com/NOW/knowledge/docs/hba/fcp linux/fcp linux10/pdfs/install.pdf
Oracle9i for UNIX: Integrating with a NetApp Filer in a SAN Environment:
http://www.netapp.com/library/tr/3207.pdf

Oracle9i for UNIX: Backup and Recovery Using a NetApp Filer in a SAN Environment:
http://www.netapp.com/library/tr/3210.pdf

Data Protection Strategies for Network Appliance Filers:
http://www.netapp.com/library/tr/3066.pdf

Data Protection Solutions Overview:

http://www.netapp.com/library/tr/3131.pdf

Simplify Application Availability and Disaster Recovery:
http://www.netapp.com/partners/docs/oracleworld.pdf

SnapVault Deployment and Configuration:
http://www.netapp.com/ibrary/tr/3240.pdf

Oracle8i™ for UNIX: Providing Disaster Recovery with NetApp SnapMirror Technology:
http://www.netapp.com/library/tr/3057.pdf

NDMPCopy Reference:
http://now.netapp.com/NOW/knowledge/docs/ontap/rel632/html/ontap/dpg/ndmpl1.htm#l
270498

SnapManager for Oracle:

http://www.netapp.com/library/tr/3426.pdf

HUcTopus usMeHeHU!
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