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[MPEAVCNAOBNE

Mamunaoe  oOydeHude — CTaJl0  HEOThEeMJIEMOH  YacThio  Pas/JIMYHbBIX
KOMMEPUYECKUX M MCCIEHOBATENbCKUX IIPOEKTOB, HAYMHASA OT I[TOCTAHOBKH
MEUIIMTHCKOTO MarHo3a ¢ MOCIEAYIOINM JIeYeHHEM 1 3aKaHuMBast MTOUCKOM
Apy3eil B COIMaNbHBIX ceTsX. MHOrMe I10JIaraior, 4To MallMHHOe 00ydeHue
MOTYT HCIOJb30BaTh TOJbKO KPYIIHbIE KOMIIAHUU, 0OJAAioN[ie MOIIHBIMU
KOMaH/JIaM/ aHAJIUTUKOB. B 5TOM KHMre Mbl XOTUM IIOKa3aTh BaM, C KaKOii
JIETKOCTBIO  MOKHO  CaMOCTOSITEJIBHO — TIOCTPOUTH  MOJEIM  MAIIUHHOTO
0OydYeHus1, M PacCKas3arh, Kak 9TO cjeJaTh. IIpounTaB aTy KHUTY, BBl CMOYKETE
IIOCTPOUTH CBOIO COOCTBEHHYIO CHCTEMY MAIIMHHOTO O0Y4YeHUs, KOTOpas
HO3BOJIUT BBISACHUTH HACTPOEHMS I0Jib3oBaresiell TBUTTEpa WM MOJYYUThH
IIPOTHO3BI 110 TIOBOAY TIJobanbHoro moremaeHus. O6acTh IpUMEHEHUs
MAaIIMHHOTO 00y4YeHus: 6e3rpaHuYHa U, YYUTHIBAsI BCe MHOTOOOpasne JaHHbIX,
UMEIONUXCS  Ha CeroAHSIIHUN JIeHb, OrPaHUYMBAETCS JIUIIb  BallUM
BOOOPaKEHIEM.

JlanHast KHUTA aZpecoBaHa AEHCTBYONUM 1 HAYNHAIOIIUM CIIEI[HaINCTaM 10
MAIIMHHOMY OOYYeHUIO, PEIIAIONINM peabHble 3aJaui. DTa KHUTA SIBJISIETCST
BBOZHOI ¥ He TpeOyeT IpeABapUTENbHBIX 3HAHUN B 00JACTH MAITHHHOTO
0Oy4YeHHs WM WMCKYCCTBEHHOTO WHTeJIekTa. MBI cocperoToummcest Ha
HCIob30Bannn g3bika Python u 6ubimorexn scikit-learn, paccMoTpuM Bee
9TAIbl CO3[AHUSI YCIIENTHOrO TPOEKTa 10 MalTMHHOMY 00yd4eHnio. MeTopl,
KOTOpBbI€ MBI 3aTPOHEM, MPUTOAATCS YYEHBIM U HMCCIELOBATENISM, a TaKiKe
crelpaJucTaM 10 aHaau3y [JaHHBIX, paboTaloIMM B  Pa3JIMYHBIX
KoMMepueckux cdepax. Bol mosryunTe MakCUMaIbHYIO OTAA4y OT KHUTH, €CJIH
XOTs1 ObI HEMHOTO 3HAKOMBI ¢ si3bikoM Python u 6ubmmorekamu NumPy u
matplotlib.

MbI IPUJIOKUIN CO3HATEIbHbIE YCUJINS, HAllpaBJIe€HHbIE Ha TO, YTOOBI BMECTO
U3JI0KEHNUsT MaTeMaTHYECKUX TTOAPOOHOCTEN COCPENOTOYUTHCS B OOJIbINEl
CTEIEeHU Ha MPAKTUYECKUX aCITeKTaX KCITOJIb30BAHMS aJITOPUTMOB MAIITHHOTO
oOyuennsi. Ilockonmbky MaTematnka (B YaCTHOCTH, TEOPUSI BEPOSTHOCTEN)
SIBJISIETCST TOI OCHOBOIi, Ha KOTOPOI CTPOUTCSI MAIIMHHOE OOyYeHue, Mbl He
OymeM feTaJbHO BIABaThCsI B MHOAPOOHOCTH anropuTMmoB. Ecam Bac
HMHTEpPEeCyeT MaTeMaTWYeCKWil ammapaT aJrOPUTMOB MAIIMHHOTO O0ydYeHus,
MBI PEKOMEH/IyeM KHUTY usfareibctBa Springer The Elements of Statistical
Learning 3a asropctBoM Tpesopa Xactu, Pobepra Tubmmpanu u [Ixepoma
@puamana, KoTopast CBOOOIHO JOCTYIIHA Ha caiite aBTopoB. Kpome Toro, Mbr
He OygeM paccKasblBaTh O TOM, KaK HamucaTh TOT WM WHOW aJrOPUTM
MAIIMHHOTO OOydYeHusl C HyJsl, W BMECTO 3TOTO COCPEIOTOYMMCS Ha



http://statweb.stanford.edu/~tibs/ElemStatLearn/

IpUMeHeHU N GOJIBIIOTO CIIEKTPa MOJIEJIEH, YKe Peali30BaHHbIX B OMOIOTEKe
scikit-learn u apyrux 6ubIMOTEKAX.

CyiecTByeT Macca KHHAT TI0 MAIIHHHOMY OOYYEHHIO M HCKYCCTBEHHOMY
uHTenekTy. OMHako Bce OHU TpefHa3HAaueHbl g CTYAEHTOB CTapIInX
KYPCOB M aCIMPaHTOB, OOYUYAIOIIUXCS IO CIEIUATbHOCTH <«KOMITBIOTEPHBIE
HAYKW», ¥ TIOJTHBI MAaTEMaTUYECKUX MTOPOOHOCTEN. ITO PE3KO KOHTPACTUPYET
¢ TeM (paKTOM, UTO MAIIHHHOE 0OyYeHNEe B HACTOSIIEE BPEMST UCIIOIb3YeTCsT B
KauecTBe IMPUKJIAJHOIO UHCTPYMEHTA B HAYYHBIX U KOMMEPUYECKUX ITPOEKTaXx.
Cerozts IprMeHeHNEe MAIIMHHOTO 0Oy4YeHus He TpeOyeT HaInduus HayIHOMN
crenien. OIHAKO CyIIeCTBYeT OYeHb MaJI0 PeCYPCOB, B KOTOPBIX BCE BaKHbIE
ACIIEKTHI TIPUMEHEHMST MAIIMHHOTO OOydYeHUsI Ha IPAKTUKE OCBEIIAINCH ObI
JIOCTYIIHO, 0e3 HeOOXOJUMOCTH ITOCEMIEHUsST CJAOKHBIX MaTeMaTUYECKUX
KypcoB. MbI Hajeemcs, 4TO 3Ta KHUTA TIOMOMKET JIOJAAM, KOTOPbIE XOTSIT
HCIIOIb30BaTh MalluHHOE OOy4YeHMe 3[1ech M ceiuac, He Tpars TOAbl Ha
N3ydeHne MaTeMaTUKH, JTMHEIHON aareOpbl U TEOPUU BEPOSITHOCTEIN.

ITa KHHUTa OpraHM30BaHa IPUMEPHO CJAEAYIONIM 00pa3oM:

e B rmaBe 1 kparko pacckasbiBaeTcsi 00 OCHOBHBIX IOHSATHAX MAIlUHHOIO
oOyueHns u cepax ero IprMeHEeHNs, a TaKKe OlCaHa YCTaAaHOBKA OCHOBHBIX
6ubIMOTEK, KOTOPBIE MBI OY/IEM KCITOJIb30BaTh Ha MPOTSKEHUN BCEl KHUTH.
* B riasax 2 u 3 oCBeIa0TCS aKTyalbHble aJITOPUTMbI MAITUHHOTO OOYYeHHUS,
KOTOpBbIE€ IIMPOKO WCIIOJb3YIOTCS Ha IMPaKTUKe, W OOCYKAAIOTCS WX
[IPEUMYIIECTBA U HEJOCTATKU.

* B riaBe 4 06cyk1aeTcs BaKHOCTD OIIPENEIeHHOrO IPeCTaBIeHNs JaHHbIX,
KOTOPOE MOKHO IIOJIYYUTh C IIOMOIIIO aJITOPUTMOB MAIIUHHOTO OOYYEeHUs, a
TaKKe PACCKA3bIBAETCS O TOM, KaKhe acIeKThl JaHHBIX TPeOYIOT BHIMAHSI.
B ruaBe 5 ocBemaorcs mnepeoBbie METO/bI, IIPeHA3HAYEHHbIE J[JIS OL[eHKU
KayecTBa MOJEIM UM HACTPOUKHM IapaMeTpOB, MPH 3TOM 0coboe BHUMaHUE
yJIeJIEHO TIEPEKPECTHON IIPOBEPKE M PELIETYATOMY IOUCKY.

e B rmaBa 6 wmsjaraorcss TPWHIMIBI IIOCTPOEHMST KOHBEHEPOB I
CBSA3BIBAHUSI MOJEJIEN B €MHYIO IIEMOYKY Y MHKAICYJIAIUN Pabodero moToKa.
* B rnaBe 7 paccka3biBaeTcs 0 TOM, KaK IMPUMEHSTbh METOJIbl, OIIMCAaHHbIE B
IPEABIAYIUX [JIaBaX, K TEKCTOBBIM JAaHHBIM, a TaKyKe KPATKO OIMUCHIBAIOTCS
HEKOTOPbIE METObI 00PabOTKU TEKCTA.

« B rmaBe 8 pmaerca oOumii 0630p pasJMUYHBIX aACIEKTOB MAaIlMHHOTO
0Oy4eHUs.

HecmoTpst Ha To, 4TO B ri1aBax 2 1 3 Jaercst onucaHue Hanboiee MOy IS PHBIX
AJITOPUTMOB, BIIOJIHE BO3MOYKHO, YTO HAUMHAIOLIEMY CITEI[HAIUCTY COBCEM He
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oOsi3aTesbHO 3HaTh WX Bce. Ecam BaM HeoOXOAMMO B C/KaTble CPOKH
IIOCTPOUTDH CUCTEMY MAIMHHOTO OOY4YeHMSsI, MbI IIpejIaraeM HavyaTh YTEHHE
KHUTU ¢ TJiaBbl 1 ¥ HadajdbHBIX paszieJioB TJaBbl 2, B KOTOPBIX KpaTKO
pacckasbpiBaeTcss 00 OCHOBHBIX IIPUHIIAIAX MAITUHHOTO 0OYYeHMsI. 3aTeM BbI
MOKHO TIepelTH K pasjiesly «BbIBOAbI U TepCcreKTUBbI» B TJaBe 2, KOTOPBI
BKJIIOYaeT B cebs 0030p Bcex Mojesiell MalIMHHOTO OOYYEHUSI C YUUTEJIEM,
OCBEI[aéMBbIX B 9TOW KHHMTe. BbI MoKeTe BBIOpaTh MOENb, KOTOpast
HAWJIYYIIAM 00pa3oM COOTBETCTBYET BalllM 3a/adyaM, U BEPHYThCS B Paszell,
MMOCBAIIEHHBIN 3TOW MOEIN, YTOObI O3HAKOMUTBLCS C METAISIMU. 3aTeM BbI
MOJKETE BOCIIOJIb30BAThCS METOLAaMU, OIIMCAHHBIMU B IJIaBE 5, YTOOBI OIEHUTD
KaueCTBO MOJIeJIM U HACTPOUTD ee MapaMeTPhl.

M3yuast MaTepuaa 9TOM KHUTH, 00g3aTeIbHO IOAB3YHTECh CaliTOM
oubmorexn scikit-learn, Ha KOTOPOM HaiieTe TOAPOOHYIO JOKYMEHTAIIIIO
o kimaccax u ¢yHkiugx Python, a takske maccy mpumepos. Kpome Toro,
cymiecTByer Bujaeokypc Angapeaca Miosrepa «Advanced Machine Learning
with scikit-learn», gomosHsiomuit oty KHUry. BBl MOKeTe HalTH €ro 1o
azipecy

http.//bit.lv/advanced machine learning scikit-learn.

B 37011 KHUTE TPUMEHSTIOTCS cJieytoniue Tunorpadckue cornamieHus:

Kypcup
Wcnonbsyercst it obo3HayeHnst HOBbIX TepMmuHOB, URL-azpecos, agpecos
3JIEKTPOHHOU TIOUTHI, UMeH (hailjioB U paciiupeHuil anios.

MOHOWWPWHHLIA WPUPT

Wcnonb3ayercst fyist IMCTUHTOB IIPOTPAMM, a Tak:Ke BHYTPU mnaparpados g
0003HAYEHHST 9JIEMEHTOB TIPOTrpaMM (Ha3BaHUI ITepeMeHHbIX WK (DYHKIIHIA,
6a3 JaHHBIX, THUIIOB JaHHBIX, TEPEMEHHBIX CPEJbI, OMEPATOPOB U KJFOYEBBIX
CJIOB).

MOHOWMPVHHBIA XWUPHBLIA WPUPT
O6o3HayaeT KOMaH/bl WM JAPYrOW TEKCT, KOTOPBIA MOJKEH BBOIUTHCS
IMOJIb30BaTEJIEM.

MOHOWNPHHHBIV KYPCHB

O6o3HayaeT TEKCT, KOTOPBIH JOJKEH 3aMemarbcss  (haKTUYeCKUMU
3HAUEHUSIMM, BBOJUMBIMHU IIOJIb30BaTe/JieM WU  OIpPeNeIsieMbIMU U3
KOHTEKCTA.


http://scikit-learn.org/stable/
http://scikit-learn.org/stable/
http://bit.ly/advanced_machine_learning_scikit-learn

ITOT 3JIEMEHT O3HA4YaeT COBET WU IMOACKa3Ky

ITOT 3JIEMEHT O3HAYaeT IIpuMedYaHue

ITOT 2JIEMEHT O3HAYaeT TpenypeskIeHne Nin
npeiocTepeskeHme

l/lcnhoAb30BaHve NpMepos NPOrPaMMHOIO KOAJ

Bce mpumepsl mporpaMMHOTO KOfla U YIIPA)KHEHUS, YTO TPUBOISATCS B ITOM
KHUTE, JTOCTYTTHBI ISt CKauMBaHUS 1o azipecy
https.//github.com/amueller/introduction _to_ml with pvthon.

JlanHas KHUTA TpU3BaHA OKa3aTh BaM IOMOIIb B PellleHNN 3a71a4, CBSI3aHHBIX
C MalIMHHBIM O00y4YeHreM. Bbl MoskeTe CBOOOIHO MCIIOJIH30BATh MTPUMEPHI
MPOTPAMMHOTO KOJIa U3 9TOM KHUTU B CBOUX MPOTPAMMax U JIOKYMEHTAI[UU.
Bam He Hy:KHO oOpallaThbCsi B M3IATENIbCTBO 34 pas3pelleHreM, eC/ii Bbl He
cobrpaerech BOCIPOU3BOANUTH CYIECTBEHHBIE YACTH TIPOTPAMMHOIO KOJa.
Hampumep, eciam BbI paspabaTbiBaeTe IIPOTPaMMy M HCIIOJIb3yeTe B Hei
HECKOJIBKO (PparMeHTOB MPOTPAMMHOTO KO/la W3 KHUTH, BaM He HYKHO
oOpaiatbcst 3a pasperienuem. OMHAKO B cjydae TPOJAKHU WM PACIPO-
CTpaHeHHUsI KOMITaKT-AMCKOB ¢ MPUMepPaMi M3 3TON KHWTH BaM HeOOXOANMO
nosyunTh pasperienne ot usgareabcTBa O'Reilly. Ecim BbI oTBeuyaere Ha
BOIIPOCHI, IUTUPYS JaHHYIO KHUTY WJIW TIPUMEPHl W3 Hee, TOJydeHUsd
paspemreHusi He Tpebyercs. Ho mpu BKIOYEHHUN 3HAYUTETBHOTO OOBEMa
IIPOrPpaMMHOIO KOJia M3 3TOW KHWTH B Baly moKyMmeHTaInio HeoOXOANMO
MOJYYUTh PaspelieHne n3/1aTeabCTRa.

MbI IpUBETCTBYEM, HO He TpebyeM 100aBJISITh CCHIIKY Ha TIEPBOMCTOYHIK TIPU
uutupoBanuu. Ilojx cCChUIKOW Ha TEPBOUCTOYHUK MBI MOAPa3yMeBaeM
yKazaHue aBTOpoB, m3marenabcTBa 1 ISBN. Hampumep: An Introduction to
Machine Learning with Python (O’Reilly) by Andreas C. Mueller and Sarah
Guido. Copyright 2017 Sarah Guido and Andreas Mueller, 978-1-449-36941-
S.
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Eciin BbI cunTaere, 4TO UCIOJIb30BaHKMe BaMU IIPUMEPOB IIPOTPAMMHOIO KOZa
BBIXOAUT 3a paspelleHHble pPaMKH, IIPUCHLIATE CBOM BOIIPOCHI HA HAIILY
9JIEKTPOHHYIO ITOUTY permissions@oreilly.com.

OT AHApeaca
bBes momomnn u moaaep:KKy OOJIBIION TPYIIIBI JIOAEH 9Ta KHUTa HUKOTA He
BBIIILJIA OBl B CBET.
s xorenm Obl mobmaromaputh pemakTopoB Meran bmanmerr, DBpaiiana
Max/lonanbna u B ocobennoctu [Jona Ilenedenpra, KOTOPBI ITOMOT MHE 1
Cape BOIJIOTUTD 9Ty KHUTY B PeaJIbHOCTb.
s xouy mobmaromaputh Moumx perenseHToB Tomac Kacsemma, OguBbe
I'puzena, Credana Bau gep Yonara u /[xxkona Maiinca Yaiita, KoTOpble TOMUMO
TOTO, YTO 3aJIOKUJIN OCHOBBI aKOcucTeMbl 1O ¢ OTKPBITBIM MCXOIHBIM KOJIOM,
ele M HaILIM BPeMsi, YTOObI IPOYNTATh PaHHIE BEPCUU ITON KHUTU U JajIn
MHE HEOIIEHHMYI0 OOpaTHYIO CBsI3b. 51 OecKOHeYHO OJlarofapeH 3a TeILIbIi
npreM B HaydHoM coobinectBe Python, ocobento B cpeie pa3pabOTUYMKOB
oubmmorekn scikit-learn. bes mommep/KKu M MOMOIIM CO CTOPOHBI HTOTO
coobiecTBa (B 4aCTHOCTH, cO cTOpoHbI ['eitma Bepoko, Anekca I'pemdopra u
OsmuBbe I'pusenst), s HUKOrAa He cTaa OBl OJHUM U3 pa3pabOTUYNKOB
oubamorekn scikit-learn u He cmor 6b paboTaTh B HEM TaK XOPOIIO, KaK
ceituac. Kpome Toro, s BbIpakaio 0JarofapHOCTh APYTHM pa3padOTUHKaM,
KOTOpblEe TIOCBSNIAIOT CBOE BpeMs YJIy4YIIeHWI0 W TOAJEepKKe 3ITOM
OUOINOTEKN.
Kpowme Toro, s 6i1arofgapeH MHOTOYMCIEHHBIM MOUM KOJIJIETaM 3a JAMCKYCCHH,
KOTOpbIE IIOMOTJIM MHeE JIydYilleé TOHSATH 3aJadydl MAIIMHHOTO OOyYeHUsT W
MOJICKA3a/Ii MHE WJIEH JJIs CTPYKTypUpoBaHus ydueOHMKA. Ec/u roBOputh 0
JIIOJISIX, C KOTOPBIMHU $T 00CY7K 1/l BOIIPOCHI MAITMHHOTO OOYYEHHUH, ST XOTEJ ObI
otmenbHo mobmarogaputh bpaitana Maxk®u, [lanusay XyTTEHKOIIIIEH,
Ixxoama Hormena, sKumns JTione, Xpioro boynu-Anznepcona, Cena Kpeiica,
Yro Boyn-Aunzgepcona, Csena Kpaiica, dauc Yxkan, Kuynxeion Yo, ITabso
ba6epaca u /[sna Yepsone.
s Takke BbIpakalo OslarojapHocth Peituen Pakos, kotopasi Oblia
BHMMATEJIbHBIM OETa-TeCTEPOM U KOPPEKTOPOM PAaHHUX BEPCHUIl 9TOW KHUTU U
BCSIUECKM TIoMoTasia MHe 0(DOPMUTH ee.
Ot cebst MMYHO g X04y mobJIaroapuTh MOUX poauTeneii Xapaibaa u Mapro,
a Takyke MO0 cecTpy Muprnam 3a UX MOCTOSTHHYIO TIOJJIEPKKY U CO/IeCTBHE.
Eme g xouy mobJarogapurh TeX MHOTOYMCIEHHBIX JIIOAEH, 4bsl JI0OOBb M
apyskba Tpuiana MHe CHJbI U SHEPIHH I Peaju3aliy CTOJb CIOKHOMN
3aj1aum.
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Ot Captl

sl xorema 61 mobGaaromaputh Mer DBianirerT, 6e3 MOMOIIM U MOIAEPKKH
KOTOPO#l 9TOro mnpoekrta He ObL1o Obl. Biaromapio Ilemmio Jla u Bpaiiana
Kapncona 3a BBIUMTKY paHHUX Bepcuil kHuru. biaromapio KomaHzay
uspatesnbcrBa O'Reilly 3a nx 6eckoneunoe teprenne. I, Hakonerr, 61arogapio
DTS 3a ux MOCTOSTHHYIO TTOAEPKKY.
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[ NABA 1. BBEAEHVIE

MamHHOe 0O0y4eHre 3aKI09aeTcs B M3BJICYEHNN 3HAHUU M3 JAaHHBIX. JTO
Hay4yHass ~ 00JacTh,  HAXOAIIAsCS ~ HAa  IE€PeceYeHnr  CTATUCTHKH,
HMCKYCCTBEHHOT'O MHTEJIJIEKTA U KOMITBIOTEPHBIX HAYK U TaKKe M3BeCTHasl Kak
IIPOTHO3HAsI aHAJMTHKA WM CTaTHCTUYecKoe obydeHue. B mociemntue rombl
IpPUMEHEHNEe METOAO0B MAIIMHHOTO OOyUYeHHsI B MOBCEIHEBHON JKU3HU CTAJIO
OOBIZIEHHBIM sIBJIeHMeM. MHoOrue coBpeMeHHble BeO-CaliThl M YCTPOICTBA
HCIIOJIB3YIOT aJITOPUTMbBI MAITUHHOTO O0YYEeHMSsI, HAUMHAS C aBTOMATUYECKIX
peKOMeH/alluil 1Mo  TpocMOTPYy (DUJIBMOB, 3aKasza €bl WU TOKYIKU
MPOAYKTOB, u 3aKaHUYMBasI IepCOHATTM3UPOBAHHBIMU OHJIAITH-
pPaioOTPaHCISIIMAMA U paclio3HaBaHueM Jipy3eil Ha poTorpadusx. Korma Bbi
BUAWTE CJOXKHBIN caiit tuma Facebook, Amazon nam Netflix, To Becbma
BEPOSITHO, UYTO KaKJAbIli Ppasjies] cailTa COAEPKUT HECKOJbKO Mojesei
MAaITUHHOTO 00yYeHNsl.

Boriigs 3a mpemesibl KOMMEPYECKHX IMPUJIOKEHUH, MalluHHOEe OOydeHue
ysKe 0Ka3aJio OrPOMHOe BJIMSHUE Ha HayuHble MCCJIe/IOBaHU, yIIpaBJsgeMblie
NaHHBIMU. VITHCTpYyMEHTBI, TIpeJICTaBJeHHble B 3TON KHUTE, MCII0JIb30BAJINCH
NI pellieHus Pa3JuyHbIX HAYYHBIX 3aj7iau (uccjeoBaHue 3Be3]l, TOUCK
NaJIeKUX TIJIaHEeT, OTKPBbITHE HOBBIX YaCTHIl, aHAJIWU3 IOCTae0BaTeIbHOCTEN
JIHK, a taxxe paspaboTKa IMepPCOHAIN3NPOBAHHBIX METOJIOB JICUECHUS paKa).

Jlnst w3BiiedeHus] MPUOBLIN € TIOMOIIBI0 MAIIMHHOTO OOyYeHUsI COBCEM
HeoOs13aTe/IbHO, YTOOBI Balllv 3aJaui OBLIN CTOJIb K€ KPYIHOMACIITaOHBIMU
WU MEHSOIMMHU MUDP, KaK IpeJicTaB/ieHHble TTpuMepbl. B 3TOl raBe Mbl
OOBSICHUM, TI0YeMYy MAIIWMHHOE OOy4YeHHe CTaJ0 TaKUM IIOMYyJSIPHBIM, |
00CyANM, KaKye 3aJa4id MOTYT ObITh PElIeHbl ¢ MOMOINbI0 HEro. 3aTeM MbI
MOKa)keM BaM, KaK ITOCTPOUTH CBOIO MEPBYIO MOJETb MAITMHHOTO O0y4YEeHMS,
MOy THO 3HAKOMSI BaC C Ba)KHBIMU IIPUHIIAIIAMU MAlIMHHOTO O0YYEHMSI.

Ha 3ape mnosiBjieHUs «WHTEJIEKTYATbHBIX» MPUTIOKEHUN MHOTHUE CUCTEMBI
HCITOJIb30BaIN JKeCTKUe IpaBuiaa «ifs u «else» 11 06pabOTKM JaHHBIX WA
KOPPEKTHUPOBKN WHGOPMAIINK, BBEIEHHOW II0Jib30BaTejeM. BcmoMHUTE O
cmamM-GuiIbTpe, ubgd paboTa COCTOMT B TOM, 4YTOOBI IIEPEMECTUTH
COOTBETCTBYIOINE BXOJSAIINE COOOIIEHNST 9J€KTPOHHOI ITOYThI B IIAIKY
«Cram». Bbl MOKeTe COCTaBUTh YEPHBIN CIIMCOK CJIOB, KOTOpbIEe OyayT
UAEHTU(GUIITPOBATH TUCHMO KaK CIIaM. JTO IIPUMepP MCIIOIb30BAaHMUS CUCTEMBI
SKCIIEPTHBIX TIPABUJ JJIsT Pa3padOTKU <«HMHTEJIEKTYaJTbHOTO0» IIPUJIOKEHUSI.
PaspaboTka mpaBuj HPUHATHAS PEINIeHUN B PYYHOM pEKKMME JOIYCTHMO B
HEKOTOPBIX 3ajadyaX, 0COOEHHO B TeX, IJe JIIOAU YETKO IOHUMAIOT IIPOIECC
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moziesiipoBanus. OJHAKO, WCIOJIb30BaHUE KECTKUX PeNialnX IMpPaBuJ
MMeeT JIBa OCHOBHBIX HeJIOCTaTKa:

o Jloruka, HeobOXoauMas [ HPUHATAS — PEIIEHUs, OTHOCUTCS

HCKJIIOUYUTEIbHO K OIHOH KOHKpeTHoW objactn u  3azaun. Jlaxke

HECYIeCTBEHHOEe M3MEHEeHUe 3aJaull  MOXKET II0BJeY4b 3a CcOoOOoi

MepenuchiBaHNe BCEll CUCTEMBI.

e Paspaborka mpaBui Tpebyer TIIyOOKOr0 IOHMMAHUS —IIPollecca

MPUHSATHUS PEIIeHNUs.

OnuH 13 IPUMEPOB, TIE ITOT KECTKUM TOAXO0/ IMOTEPIUT HeyAady — 3TO
pacriosHaBaHue JIHII Ha u300pakeHusXx. Ha ceromHsImHMiT AeHb KasKIbIil
cMapTdOH MOXKET pacllo3HaTh JIMIO Ha u300paxkeHnu. Tem He MeHee,
pacriosHaBaHue JINI[ ObLIa HepeleHHOW IpoOJIeMOil, 1o KpaiiHeil mepe, 10
2001 roma. OcHoBHas mpobJIEMa 3aKJII0UaeTCsI B TOM, UYTO CIIOCO0, C ITOMOIIHIO
KOTOPOTO  KOMIIBIOTEDP  «BOCIPUHUMAET»  THUKcead,  (GOpMUPYIONTHE
n300pakeHre Ha KOMITBIOTEPE, OUYe€Hb CUJIBHO OTJINYAETCSI OT YeI0BEYECKOTO
BOCIIpUSTUS JIWIA. JTa pa3HUIlA B TPUHIAIE He TO03BOJSET YeJOBEKY
chOpPMyINPOBATh MOAXOISIINNI HAOOP IIPABIJI, OIMUCHIBAIOIINX JIMIO C TOUKI
3peHust UdPOBOro M300paKeHNsL.

OpnHako, Ojarozapsi MaIIMHHOMY OOYYEHUIO, IIPOCTOTO IPEIbsIBICHUS
GOJIBIIOrO KOJIMYECTBA M300paKEeHUN ¢ JuiaMu OyIeT JOCTaTOYHO JJIS TOTO,
yTOOBI ~ QJITOPUTM  OIPENENNJ, KaKhe [PU3HAKU  HEOOXOAUMBI ISt
ueHTU(pUKAINN JUlIa.

Haunboutee ycreniHbie aJroOpuT™Mbl MAITUHHOTO OOYYEHUSI — 3TO Te, KOTOPbIE
ABTOMATHU3UPYIOT IPOIECCHl TIPUHSTHUS PelieHril  1myTeM 0000IeHus
M3BECTHBIX IPUMEPOB. B 3THX MeTO/axX, M3BECTHBIX KaK OOVYCHHE C VIHTETCM
Wi KoHTpoJaHpyemoe ooyuenme (supervised —learning), moib3oBaresib
IIPEIOCTABJISIET AJITOPUTMY TIAPbl 00HEKT-OTBET, & AJTOPUTM HAXOIUT CIOCOD
MOJIy4eHUsT OTBeTa 1Mo 00beKTy. B vacTHOCTH, alropuT™M CIOCOOEH BBIIATH
OTBET JIJIsi 0OBEKTA, KOTOPOTO OH HUKOT/IA He BUJEN PaHblIile, 0e3 Kakoii-1n60
MOMOIIA 4YesloBeKa. Ecyim BepHyTbCcda K IpUMepy KiaacCU(MUKAIMKU cllamMa C
UCIIOJIb30BAHUEM ~ MANTUHHOTO  OOyYeHUsl, TMOJb30BaTeJNb  MPEIbsIBIISET
anropuTMy OOJIBIIIOE KOJUYECTBO TuceM (0OBEKTHI) BMecTe ¢ nHMOpMaIruei
O TOM, SIBJISIeTCSI JIM TIMCbMO crlaMoM wuaud HeT (oTBeTbl). [[1s1 HOBOTO
3JIEKTPOHHOTO IMHCbMa AJTOPUTM BBIYUCJIUT BEPOSTHOCTb, C KOTOPOH 3TO
MHACbMO MOKHO OTHECTHU K CIIaMy.

AJITOpUTMBI MAIIUHHOTO O0YYeHUsl, KOTOpPbIE y4arcs Ha mapaxX 00beKT-
OTBET, HA3bIBAIOTCS aJITOPUTMAMK OOYUYEHHS C YUUTETIEM, TaK KaK <«yIUTEIby
MIOKa3bIBAET QAJITOPUTMY OTBET B KAKAOM HAOMIOAEHUH, IO KOTOPOMY
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npoucxoauT obyuenre. HecMoTpst Ha To, 94To co3manue Habopa ¢ 0ObeKTaMu
M OTBETAMH — 9TO YaCTO TPYAOEMKHUI TIPOIECC, OCYIIECTBISIEMbIl BPYJYHYTO,
AJITOPUTMbI OOYYEHHUsI C YUUTeIeM MHTEPIIPETHPYEMbl U Ka4eCTBO UX PabOThI
JIETKO m3MepuTh. Ecii Baty 3agady MOKHO ¢(hOPMYJIMPOBATDH B BU/E 3a1a4
0OyYeHHUsI C y4uTeJeM, W Bbl MOJKETe CO3[aTh Ha0Op MaHHBIX, KOTOPBIi
BKJIIOUAeT B ce0sl OTBETHI, BEPOSITHO, MAIIMHHOE OOydYeHHe PElIUT Bally
pobJiemy.

HpI/IMepr 3ala4 MalllMHHOT'O O6y‘1€HI/I§I C yuurTeseM:

OnpeneieHne Mo4TOBOrO HH/EKCA 110 PYKOIMHCHBIM I[HppaM Ha KOHBEPTe
31ech 00bekTOM OyIeT CKaHMpOBaHHOE M300paskeHre IoYepKa, a OTBET —
(akTryeckue MUdPHI OYTOBOrO MHAekca. UToObl co3maTh HAOOP JaHHBIX
JUIsT TIOCTPOEHUsT MOJEIM MAIIHHHOTO OOyYeHUs, BaM HYKHO coOpaTh
60JIbIIIOE KOJIMYECTBO KOHBEPTOB. 3aTeM BbI MOYKETE CAMOCTOSITETHHO
IIPOYUTATH MTOYTOBBIE MH/IEKCHI U COXPAHUTh HU(MPHI B B/l OTBETOB.

Onpenenenne J0OPOKAYECTBEHHOCTH OIYXOJH HAa OCHOBE MEJHIIHHCKHX
H300DaKeHHIT

31ech 06beKTOM OymeT M300pakeHne, a OTBETOM — JUATHO3, SIBJISICTCS JIN
OITyX0JIb TOOpOKaueCcTBeHHO min HeT. YToObI co3aaTh HAOOP MAHHBIX JIJIs
IOCTPOEHMST MOJEJIM, BaM HY’KHa 0aza MEJUIMHCKUX HU300pakKeHMUil,
Kpome Toro, HeoOXOAMMO MHEHHE 3JKCIIEpPTa, I[MOITOMY Bpad IOJKEH
IIPOCMOTPETh BCE U300pPaKEHUSI U PELIUThb, KaKhe OIIYXOJU SBJISIOTCS
0OpOKAYeCTBEHHBIMU, a Kakue — HeT. IloMuMO aHa/in3a MU300paKeHust
MOKET [OHAJOOUThCS AOIOJHUTEIbHAS AMACHOCTHKA JJIS OIpe/e/IeHus
0OPOKAYECTBEHHOCTU OIYXOJIN.

ObHapykeHHe MOIIeHHHYECKOH JeATCJIbHOCTH B CACJKAX 110 KPEJHTHBIM
KapTam

31ech 00OBEKT — 3alKCh O TPaH3aAKI[MU 110 KPEAUTHOI KapTe, a OTBET -
nHMOpMaIMg O TOM, SIBJSETCS JU TPaH3aKIMs MOIIEHHUYEeCKON WJIN HeT.
IIpeamonokuM, Bbl — y4upeskaeHue, BblAaollee KPeAUTHbIE KapThl, cOOP
JNAHHBIX TIOZ[pa3yMeBaeT CoOXPaHeHWe BceX TpaH3aKIMii U  3allucCh
COOOIIEHNI KJINEHTOB O MOIIEHHUYECKUX TPAH3aKI[UIX.

[TpuBenst aTH TIPUMEPHI, THTEPECHO OTMETUTD UTO, XOTSI OOBEKTHI 1 OTBETHI
BBITJISIASIT JIOCTATOYHO MPOCTO, TIPOIlece cOOpa AaHHBIX /IS 9THX TPEX 3ajad
CyIIeCTBEHHO oTJinyaercst. HecMoTpst Ha TO 4TO UTeHUe KOHBEPTOB SBJISIETCS
TPYAOEMKHUM 3aHATHEM, I3TOT Iporecc npoct u xemeB. [lomydenue
MEIUIIMHCKIX M300paskeHnii U MPOBeeHNe AMAarHOCTUKU TpebyeT He TOJbKO
JIOPOTOCTOSIEr0 000PYAOBaHUsL, HO W PEIKUX, BBICOKOOIIAYNBAEMbIX
SKCIIEPTHBIX 3HAHUI, HEe TOBOPS y:Ke 00 9TMUECKUX IMPoOJeMax M BOIIPOCAX
KOH(UIEHIIMATBHOCTH. B  mpuMepe 0oOHapysKeHWsI MOIIEHHUYECTBA C
KPEAUTHBIMHU KapTaMi, cOOP JaHHBIX OCYIIECTBISIETCSI HAMHOTO TIpoiie. Barm
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KJUEHThI CaMM IIPEJOCTaBAT BaM OTBETHI, coo0Iasi 0 MOUIeHHUYeCcTBe. Bce,
4TO BaM HY’KHO CJeJIaTh JJIsL IIOJIy4eHUsI OOBEKTOB U OTBETOB, CBSI3AHHBIX C
MOIIIEHHUYECKOI aKTUBHOCTBIO, — 9TO MOM0KIATh.

AurroparMbr 00yYeHHS 6€3 YUHTeJI HIH HEKOHTPOJHPYEMOIO OOVYCHH
(unsupervised algorithms) — 9T0 ellle OAWMH BUJ aJITOPUTMOB, KOTOPBIN MBI
paccMOTpUM B 9TOil KHure. B ajmropurmax obydeHus 6e3 yuyuTess H3BECTHBI
TOJBKO OOBEKTHI, a OTBETOB HeT. XOTS €eCTh MHOTO VCIEIIHBIX cdep
IPUMEHEHUS 9TUX METOJ0B, UX, KaK [IPABIJIO, TPYAHEe MHTEPIPETUPOBATh U
OI[€HUTD.

ITpuMepbl 3aa4 MAIIUHHOIO 00y4YeHus 6e3 YUUTeI:

Onpezeserrne 1eM B HAOOpe ITOCTOB

Eciu y Bac ectb 00Jbllasi KOJUIEKIIMST TEKCTOBBIX JAHHBIX, BbI MOJKETE
arperupoBaTb MX W HAWTU pacHpoCTpaHeHHble TeMbl. Y Bac HeT
peBapUTEIbHON MH(POPMALIMU O TOM, KaK1e TeMbl TaM 3aTParuBaloTcsd 1
CKOJIbKO uX. Takum 0Opa3oM, HeT HUKAaKMX M3BECTHBIX OTBETOB.

CermeHnTHpoBanye KJIHECHTOB HA TPYIIIbI C HOXOXHUMH IIPEJITOYTCHHAMM
Nmess wabop 3ammceil O KJIHWEHTaX, BbI MOJKETE OIPEAETUTH TPYIIIIbI
KJMEHTOB CO CXOKHUMU TpeArnoYyTeHussMu. /[ ToproBoro caita TakKMMHU
TPYIIIIaMUd  MOTYT OBITh <«POJIUTENN», <«KHUTOYEH» WA <«TeiMEPHI».
[Tockonbky BB He 3HaeTe 3apaHee O CYIIECTBOBAHWUU 3TUX TPYIN U UX
KOJINYECTBE, Y BaC HET OTBETOB.

OOHapyxeHHe IIATTEPHOB aHOMAJIbHOIO IIOBEJCHHS HA BEO-carTe

YT0OBI BHISIBUTH 3JI0YHOTPEOICHIUST WA OMIMOKY, 9acTO OBIBAeT MOJIE3HO
HATH TATTEPHBI OBEJIEHNUs], KOTOPbIe OTJIMYAIOTCS OT HOPMBL IlaTTepHbI
AHOMAJIBHOTO TIOBEIEHUS] MOTYT ObITh PasHBIMHU, W, BOBMOKHO, Y Bac He
OyZer  3aperrCTPUpPOBAHHBIX  CAy4YaeB  aHOMAJbHOIO  IOBEIEHUSI.
[TockoJbKy B 9TOM IpHMepe Bbl HabJjrofaere JMiib Tpaduk, W Bbl He
3HaeTe, YTO IpeJCcTaBjser CcoOOH HOpMaJbHOE U  HEHOPMAaJIbHOE
HIOBEJICHIE, Peub UJET O 3a/aue 0OydeHust Oe3 yUnuTes.

Pemrast 3amaun MammHHOTO OOydYeHHUsI C yuuTeaeM U 0e3, BaKHO
Npe/ICTaBUTh Ballli BXO/[Hble JlaHHble B (hopMaTe, MOHATHOM KOMITbIOTEDY.
Yacro maHHbBIEe TPEACTaBALIOT B Bume Tabiuilbl. Kaskgas Touka JTaHHBIX,
KOTOPYIO BbI XOTUTE MCCIeA0BaTh (KaXK10€ 2JIEKTPOHHOE THUCbMO, KasK/bIi
KJIWEHT, Kak/as TPaH3aKIMsg) SBJSETCS CTPOKOM, a KaxKJ0oe CBOWCTBO,
KOTOpOE OITMChIBAeT 3Ty TOUYKY JAHHBIX (CKa’keM, BO3pACT KJIMEHTa, CyMMa
WM MECTO COBEpIIEHMs] TPaH3aKIMN), SBJSETCS CTOA0IOM. Bbl Mokere
OIMCaTh 10JIb30BaTesIell 110 BO3pPaCTy, MOJY, JaTe CO3/aHUsl YUYEeTHOW 3aruncu
M YacToTe IIOKYIOK B BallleM WHTepHeT-Mara3uHe. Bbl MoeTe oIucaTh
n300paskeHre OMyXOJaM € TOMOIIBIO TPadaluii Ceporo IBeTa IS KasKIOoro
MUKCeJIsT UK € TIOMOIIbIO pa3dMepa, (pOPMbI U IIBETA OMYXOJIU.
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B MamuHHOM O0y4YeHMM KaKIblii OOBEKT WJN CTPOKA HA3BIBAIOTCS
npumepom (sample) ni tourori garabpix (data point), a CTOJIOIBI-CBOMICTBA,
KOTOPBIE OTHCHIBAIOT 3TU IMPUMEPHI, HA3BIBAIOTCI XaPAKTEPHCTHKAMH WIN
nprzHakamu (features).

[lossxke B 32TO# KHHUTe MBI  OOjiee JIETaTbHO OCTAHOBUMCS Ha TeEMe
MOJITOTOBKY JaHHBIX, KOTOPasi HAa3bIBAETCSI BbigeleHHe NpHsHakoB (feature
extraction) Wi KOHCTPYHpOBaHHe IIpH3HaKoB (feature engineering). OHako,
BbI JIOJKHBI IMETh B BU/LY, YTO HU OJMH aJTOPUTM MAITMHHOTO OOydYeHUs He
CMOKET cJieJlaTh TIPOTHO3 110 JaHHBIM, KOTOpbIe He cojiep:KaT HUKAKOU
none3Hoi nugopmainnu. Hampumep, ecm enfnHCTBEHHBINM TPU3HAK MAIlUEHTA
— 9T0 ero damMuaus, alrTOPUTM He CMOXKET IpeAcKa3aTh €ro TOoJ. IJTOU
nH(pOpPMaIMK TPOCTO HEeT B JaHHBIX. Ecim 106aBUTH elle OAWH MPU3HAK —
UM TTAIieHTa, TO AeI0 yke OymeT 0OCTOSTD JIydlle, TTOCKOJIbKY 4acTo, 3Hast
MM YeoBeKa, MOKHO CYyJIUTh O €T0 TIOJIE.

BriosiHe BO3MOKHO, 4TO caMast BaKHasi 4acTh IPOIlecca MAIlnHHOTO 00yYeHusT
— 9TO MHTEPIIPETAINS JaHHBIX, C KOTOPBIMK BBl paboTaere, M MPUMEHIMOCTb
9THMX JAHHBIX K 3ajJade, KOTOPYIO BbI XOTHTE PENIuTh. BoIOpaTh cirydaiiHbIM
00pa3oM aJITOPUTM M CKOPMHUTH €My CBOM JaHHBble — Hed(hGEeKTUBHOE
perterne. Ilpexae 4eM TPUCTYNUTh K MOCTPOEHUIO MOJETH, HEOOXOIMMO
MOHSITh, YTO IPEACTaBJseT cOoOON Baml HaOOp AaHHBIX. KaKablil aaroputm
OTJIMYAETCS C TOYKH 3PEHUsT THuIa oOpabaThbiBaeMbIX JaHHBIX W BHJIA
pertaembix 3ajga4y. CoszmaBas MOjeJb MAIIUHHOTO OOYYEeHWs, BBl JIOJIKHDI
OTBETUTD, WJIH, TI0 KpailHell Mepe, 3aJyMaTbCs HaJ CJAeIYIONMMU BOIIPOCAMMU:

e Ha kaxoii Borrpoc(bl) s bITaloch 0TBeTUTH? CoOpaHHbIE JaHHBIE MOTYT
OTBETUTh Ha 3TOT BOIIPOC?

e Kak Jiyurnie Bcero copMyaupoBaTh CBOM BONPOC(bI) ¢ TOUKU 3PEHUS
3a/1a4 MaITUHHOTO 0OyYeHNs?

e Y MeHst cOOPaHO JOCTATOYHO JAHHBIX, YTOOBI COCTABUTD IIPE/ICTaBIEHE
0 3ajlaue, KOTOPYIO 5 XOUYy PeITnuTh?

e Kakue mpu3HAKM 5 WU3BJAEK U TOMOTYT JIU OHU MHE IIOJYYUTh
MpaBUJIbHbIE TTPOTHO3BI?

e Kak g 6yay usmepsarb a(PEKTUBHOCTD PEIIEHUS 3a[aul?

e Kak pelrenune, moIydeHHOE ¢ TIOMOIIbI0 MalIMHHOTO 00y4YeHwus1, Oyaer

B3aMO/IEIICTBOBATh C APYTUMU KOMIIOHEHTAMH MOErO KCCJIEIOBAHMS
1 OM3HeC-TIPOLyKTa?

B 06osee mUPOKOM KOHTEKCTE, AJTOPUTMBI M METOIbl MAIIHHHOIO
0OyYEeHUSsT SIBJISIIOTCS JIMITh 3TAioM OoJiee KPYITHOTO IPOoIecca, IPU3BAaHHOTO
PEIINTh KOHKPETHYIO 3aj1ady, U T03TOMY HEOOXOIUMO BCET/A AePsKaTh CXEMY
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3TOTO Tpollecca B TosioBe. MHOTHeE TPATST MacCy BpeMeHH, CO3/1aBasi CJ0KHbIE
MOJIEJT MAIITUHHOTO OOyUY€eHUs PElleH s], 3aTeM y3HaBast, 4TO PEIIAioT 3a1ady
HEeIIPaBUJIBHO.

Yray6sisisich B TeXHUYECKHE aCHeKThl MAIMTUHHOTO O0ydeHus: (UTO MBI U
OyzmeM jenaThb STON KHHUTE), JIETKO YIYCTUTbh W3 BUIAY KOHEYHbBIE IIEJIH.
HecmoTpst Ha TO, 4To MbI He OyzneM MOAPOOHO 0OCYXKAaTh BOIPOCH,
nepevyunceHHble 3/1eCh, MBI BCe K€ PeKOMEH/IyeM BaM BCIIOMHUTh O HUX, KOT/la
BbI HAYHETE CTPOUTH MOJIEIN MAIIMHHOTO OOyY€eHUSI.

Python cran oOImenpuHITHIM S3IKOM TSI MHOTHX cep MPUMEHEHUsT HayKK
o gmamHbeix (data science). OH coderaer B cebe MOINb SI3BIKOB
MPOrpaMMHUPOBAaHUsT €  TIPOCTOTOH  HKCIIOJb30BAHUSI  IIPEIMETHO-
OPHEHTHPOBAHHBIX CKpUNTOBBIX s13bIKOB Tua MATLAB man R. B Python
ecTb OMOJMOTEKU i 3arpPy3Kd JaHHBIX, BU3YaJU3AlNH, CTaTHUCTHYECKUX
BBIUMCJIEHN, 00paOOTKI €CTeCTBEHHOTO SI3bIKa, 00pabOTKM M300paskeHnil 1
MHOTOTO JIPYrOro. IJTOT OOIIMPHBI HaOGOp WMHCTPYMEHTOB IIPEjiaraer
crenuaarcTaM 1o pabore ¢ manHbiMu (data scientists) Ooibioirt HabOp
UHCTPYMEHTOB OOIIEro M CIenuaJbHOro HasHadeHus. OIHUM U3 OCHOBHBIX
IIPENMYIIECTB HMCIOab30BaHust Python sBisteTcsi BO3MOKHOCTH HAIPSIMYIO
paboTaThb € MPOrpaMMHBIM KOZOM C IIOMOII[bI0 TEePMHUHANA WA IPYIHUX
MHCTPYMeHTOB Tuia Jupyter Notebook, KOTOpBIIE MBI PaccCMOTPUM HILKE.
MairHHOe 0Oy4yeHre M aHaJu3 JAaHHBIX — 9TO B OCHOBHOM HTEpAI[MOHHbIE
IIPOIIECCHI, B KOTOPBIX JaHHbIe 3aal0T X0/ aHain3a. KpaiiHe BaiKHO /s 9THX
IIPOIIECCOB MMETh MHCTPYMEHTHI, KOTOPbIE ITO3BOJISIIOT OIEPATUBHO U JIETKO
paborars.

B kauecTBe s3bIKa IPOrpaMMHUPOBAaHMS OOI[ero HasHadeHusi Python
MO3BOJISIET ~ CO3/laBaTh  CJOKHBIE — rpaduyeckre  TOJb30BaTEIbCKUE
unrepdeiicel (GUI) 1 BeO-cepBUCHI, a TaKiKe JIETKO WHTETPUPOBATHCS B yIKe
CYIIECTBYIOI[HE CUCTEMBL.

scikit-learn — IPOEKT ¢ OTKPHITHIM UCXOMAHBIM KOJIOM, 3TO O3HAYAET, YTO €TO0
MOZKHO CBOOOIHO MCIIOJIb30BaTh U PACIIPOCTPAHSITD, U JII0O0I Y€JIOBEK MOKET
JIETKO TTOJIYYMTh HCXOAHBIN KO, YTOOBI YBUIETh, YTO IPOUCXOAMUT <«3a
kyqucamu».  IIpoexkt  scikit-learn  mocTtossHHO ~ pa3BuBaeTcd |
COBEPIIEHCTBYETCSI, U Y HEr0 O4YeHb aKTUBHOE COOOIIECTBO II0JIb30BaTEIEH.
OH COIEePKUT PsIJT COBPEMEHHBIX aJITOPUTMOB MAITMHHOTO OOYUYEHMSI, a TaKKe
MOJIHYIO JMOKYMEHTAIMIO0 10 KakaoMy airoputmy. scikit-learn — ouenb
TOIYJISIPHBIIA MHCTPYMEHT M caMasl M3BeCTHAst TUTOHOBCKAst OMOIMOTEKA ISt

18



ManmHHOro 0o0yueHust. OHA MIMPOKO HCIOJIH3YETCS B MPOMBINIICHHOCTH 1
HayKe, a B MHTEpHETEe MMeeTCss OOraThiii BBIOOP OOYUYaIOIINX MaTepPUaJoB U
IPUMEPOB MTPOTrPaMMHOTO Koja. scikit-learn mpekpacHo pabOTaeT ¢ PSiIOM
APYTUX HayYHBIX HHCTPYMeHTOB Python, KoTopsie MbI 00CYIMM IO33K€ B 9TOI
ryiaBe.

[Io mepe uTeHWST KHUTU MBI PEKOMEH/YeM TaKKe O3HAKOMUTCS C
DVKOBOJICTBOM T10Jb30BaTe i 110 scikit-learn u mokymentarueit mo API pis
MOJIy4eHUs JIOTIOJTHUTEIbHON MH(MOPMAIU O MHOTOYKMCJEHHBIX MapamMeTpax
Kaskaoro asroputma. OHIAH-TOKyMEHTaINsT SIBJISIETCSI OY€Hb TOAPOOHOM, 1
9Ta KHHUTA ITO3HAKOMUT Bac CO BCEMU HEOOXOMMMBIMU OCHOBAMM MAIIMHHOTO
0Oy4YeHust, 9TOOBI Bl HAYYHJINCH JETATbHO Pa3bUPaThCs B HEM.

scikit-learn Tpebyer Hajmuus eme aByX makeToB Python — NumPy u
SciPy. /lng moctpoennst rpauKoOB M MHTEPAKTUBHON PabOThI HEOOXOIMMO
Takxke ycraHoBuTh matplotlib, IPython wu Jupyter Notebook. Mper
PEKOMEH/IyeM HCII0JIb30BaTh OAWH M3 HIZKEIEPEYNCIEHHBIX AUCTPUOYTUBOB
Python, koTopbie yke BKIIOYAOT Bce HEOOXOAMMBIE TTAKETHI:

Anaconda

Huctpubytus  Python, mnpexnHasHaueHHBIH A KPYHMHOMACIITaOHOI
00pabOTKM JaHHBIX, POTHO3HON aHAJUTUKM ¥ HAYYHBIX BBIYUCJICHUIL.
Anaconda yxe Bxkmougaer NumPy, SciPy, matplotlib, pandas, IPython,
Jupyter Notebook un scikit-learn. Ects Bepcun mmst Mac OS, Windows u
Linux. 9To oueHb ymo6HOE pellleHre W 9TO TOT AUCTPUOYTHB, KOTOPHIN MBI
PEKOMEH/lyeM TI0JIb30BaTeIsIM, Y KOTOPBIX ellle He YCTAHOBJIEHBI IIaKeThl
Python mst Hayurbix Beranciaennii. Kpome Toro, ceiivac Anaconda BKJfogaer
B cebsg xkomMmepueckyio OmbOsmoreky Intel MKL, xoropoit MOXHO
mosb3oBatbest  OecrtatHo.  McmosbsoBanme MKL (310 1IpomcxoguT
aBTOMaTUYeCKH TPH ycTaHoBKe Anaconda) MosKeT [gaTh 3HAYUTENbHBIN
MPUPOCT CKOPOCTU TIPU BBIOJHEHUN Pa3JUYHBIX aJITOPUTMOB B scikit-
learn.

Enthought Canopy

Eme omun mucrpmbytus Python pag Hayuwrbix Bbrumcaenuii. OH yxe
cogepskut NumPy, SciPy, matplotlib, pandas u IPython, Ho Gecrurarhas
Bepcust He Biiaoyaer scikit-learn. Ecim Bbl  sBisierech  y4eOHBIM
3aBeJleHIEM, BBl MOJKETE€ 3alPOCUTh YYeOHYIO JIMIEH3UI0 U IOJYYUTh
cBOOOAHBIN gocTynm K TutaTHOW Bepcuu Enthought Canopy. Enthought
Canopy mocrymen st Python 2.7.x u pa6oraer Ha Mac OS, Windows u
Linux.
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Python (x, v)
Csoboubiii aucTpubyTuB Python st HaydHBIX BBIYMCIECHUMH, CHEIMAIBHO
npenHasHadenubii a1 Windows. Python (x, y) Bkimouaer NumPy, SciPy,
matplotlib, pandas, IPython u scikit-learn.

Ecin y Bac yxe crout Python, BbI MokeTe HCIOIB30BaTh pip st
YCTAHOBKM BCE€X 3TUX ITAKETOB:

$ pip install numpy scipy matplotlib ipython scikit-learn pandas

[Tonnmanue PUHIAIIOB pabOTHI U MCIOJIb30BaHUsT scikit-learn — BaxHO,
HO €CTh HECKOJBbKO APYruX OMOJMOTEK, KOTOpbIe PACIIUPSAT Ball OIIBIT.
scikit-learn Gasupyercs Ha ABYX MUTOHOBCKUX OMOIMOTEKAX /sl HAYYHBIX
Borunciennii NumPy u SciPy. ITomumo NumPy u SciPy wmbr Oyzem
ncrnoab3oBath pandas um matplotlib. Kpome Toro, Mpl mosHakoMuUMmcs C
Jupyter Notebook, koropsrii npexacraBiasier co60il MHTEPAKTUBHYIO CPELY
IPOrpaMMUpPOBaHUsI Ha OCHOBe Opaysepa. Ecam KOpOTKO, TO HUKe
MPUBOANTCS MHGMOPMAIIAS O TIEPEUNCTIEHHBIX MHCTPYMEHTaX, KOTOPBIMU BbI
JOJIKHBI OBJIAZeTh, YTOOBI IMOJIYYMTh MaKCHMaJbHYIO OTAady oT scikit-
learn.!

Jupyter Notebook mpemcraBisier cob60it MHTEPAKTUBHYIO CPeLy IS 3allycKa
IPOrPaMMHOrO KoJa B Opaysepe. OTO OTJUYHBI MHCTPYMEHT LIS
Pa3BeIOYHOTO aHAIM3a JAHHBIX W IUPOKO WCIOJB3YETCs CHEIMATUCTAMU TI0
aHanm3y gaHHbiX. Hecmorpst Ha 1o uto Jupyter Notebook mommepsxuBaer
MHOKECTBO SI3BIKOB ITPOTPAMMHUPOBAHMUsI, HaM HY:KHA JIMIIb TTOAIEP/KKA
Python. Jupyter Notebook 1mosBosisieT jlerko MHTErprpoOBaTh MPOrPAMMHBII
KOJI, TEKCT ¥ M300paKeHusI, M BCS 9Ta KHUTA Oblia (haKTHYeCKW HaruicaHa B
dopmare Jupyter Notebook. Bce mnpumepsr mporpaMMHOTO — Koja,
MPUBEJIEHHBIE B 9TOW KHUTH, MOKHO 3arpy3uTth ¢ GitHub.

NumPy — 3TO OWH M3 OCHOBHBIX IAKETOB /IJis HAYYHBIX BBIUMCJIEHUN B
Python. On comepkut (yHKINOHATBHBIE BO3MOXHOCTUA JJIsT PabOTBI C
MHOTOMEPHBIMU ~ MacCUBaMH,  BBICOKOYPOBHEBBIMM  MaTeMaTUYEeCKUMU

! Eci Bbl He 3HakoMbl ¢ NumPy wai matplotlib, Mbl peKOMeHyeM TIpoYnTaTh HEPBYIO raaBy SciPy
Lectures Notes.
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byukmusamu  (omepanuy  JIMHEHHOW anreOpe, mpeobpasoBanue Dypbe,
reHepaTop MCeBIOCTYYANHbBIX YUCEN).

B scikit-learn maccuB NumPy — 3T0 OCHOBHas CTpyKTypa JaHHBIX.
scikit-learn mpuHIMaeT gaHHbIe B Buae MaccuBoB NumPy. JIoObie qaHHbIE,
KOTOpPBIE BBl UCIIOJIb3YyeTe, JOJUKHBI ObITh IMpeoOpasoBatbl B Maccus NumPy.
bazosbiit ¢ynkimonan NumPy — sTo kiacc ndarray, MHOroMepHbiii (n-
MepHBII) MaccuB. Bce aseMeHTHI MaccuBa JOJLKHBI OBITH OHOTO U TOTO K€
tuna. MaccuB NumPy BRIMISANT cIeAyIOIUM 00pasoM:

In[2]:
import as

x = np.array([[1, 2, 3], [4, 5, 6]])
print("x:\n{}".format(x))

Out[2]:
X3
[[12 3]
[4 5 6]]

Mpb1 OyneMm ouyerp MHOIO ucnonb3oBatb NumPy B aroit kHure, n Oymem
Ha3bIBaTh OOBEKTHI Kiacca ndarray <«maccuBamu NumPy» wumm mpocto

«MaCCHUBaMIM».

SciPy — aTo Habop GyHKIMIA 17151 HaydHBIX BeruncaeHuil B Python. ITomumo
BCETO IIPOYEro OH IpeJjiaraer MPOABUHYTbIE TPOLEAYPhI JUHEHHOI aareOpsl,
MaTeMaTHYeCKyl0  ONTUMM3anuio  (GYHKIUH,  00pabOTKYy  CHTHAJIOB,
criellMajibHble MaTemMaTudyeckue (OYHKIMU W cTaTucTudeckue (QyHKIIUU.
scikit-learn ucmonabsyer Habop (GyHKIMI SciPy mig peanwsanuu CBOMX
agroput™moB. [l Hac Hambosee BaKHOW dacThio SciPy sBisiercss maker
scipy.sparse: ¢ IIOMOIIbIO HEro Mbl TIOJYYAeM PAa3PEKCHHDIC MATPHIIBI
(sparse matrices), KOTOpbIe IIPEACTABISAIOT OO0l erie ouH (GOpPMaT JaHHBIX,
KOTOPBIA  ucnoab3yercd B  scikit-learn. PaspexxeHHble  MaTpUILBI
HCTIONB3YIOTCS BCSIKWHM pa3d, Korja HaMm HYKHO coxpaHuTh 2D wmaccus,
KOTOPBIN COJIEPKUT B OCHOBHOM HYJIU:

In[3]:
from import sparse

# Cozgaem 2D maccus NUmPy C eguHuyamu 0 r/3BHON ANATOHA/IM W HYJNAMU B OCTAJbHbIX AYENKax
eye = np.eye(4)
print("maccus NumPy:\n{}".format(eye))

Out[3]:

maccms NumPy:

[[ 1. 0. 0. 0.]
[ 0. 1. 0. 0.]
[ 0. 0. 1. 0.]
[ 6. 0. 0. 1.]]
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In[4]:

# [lpeobpa3zossiBaem maccuB NUmPy B pa3peEXeHHYw mMatpuly SciPy B gopmare CSR

# COXPaHAEM Jmub HEHYJIEBbIE 3JIEMEHTbI

sparse_matrix = sparse.csr_matrix(eye)

print("\npaspexenHas maTtpuuya SciPy B ¢opmaTte CSR:\n{}".format(sparse_matrix))

Out[4]:

pa3spexeHHas MaTpuua SciPy B dopmaTe CSR:
(0, 0) 1.0

(1, 1) 1.0

(2, 2) 1.0

(3, 3) 1.0

OOBIYHO  HEBO3MOJKHO  IIJIOTHO  3alllcaTh  paspeKeHHble  IaHHbIE
(TTOCKOJIbKY OHU HE yMECTHJINCh Obl B IaMSITH), TO3TOMY HaM HYKHO
HEITOCPEZICTBEHHO C€O3/1aTh pa3peskeHHble MaTpuilbl. Huke mpuBoauTcs
c1rocob, KOTOPOM MO3BOJISIET CO3/aTh TaKyI0 K€ PaspesKeHHYI0 MaTPHILY, YTO
ObLIa MIPUBEIEHA BBIIIE, HO 9TOT pa3 ¢ ucnobsosanrem ¢popmata COO%

In[5]:

data = np.ones(4)

row_indices = np.arange(4)

col_1indices = np.arange(4)

eye_coo = sparse.coo_matrix((data, (row_indices, col_indices)))
print("dopmaTt CO0:\n{}".format(eye_coo))

Out[5]:

dopmat COO:
(0, 0) 1.0
(1, 1) 1.0
(2, 2) 1.0
(3, 3) 1.0

Bosee oapobHyio wHbOpMAIIMO 0 Pa3pesKeHHbIX MaTpuIiax SciPy MoxHO
HaiiTu B SciPy Lecture Notes.

matplotlib

matplotlib — aT0 ocHOBHast OMbOIMOTEKA JIsT TIOCTPOEHMST HAYIHBIX TPahUKOB
B Python. Ona Bkiouaer (GyHKIMM [JIsT CO3[aHMST BBICOKOKAYECTBEHHBIX
BU3YyaJN3alMil THITA JUHENHBIX AUarpaMM, THCTOTPaMM, Juarpamm pasbpoca
u T.7. Busyanusaius faHHBIX U Pa3JIMYHbBIX aClIEKTOB Balllero aHaIu3a MOXKeT
JaTh BaM BakKHYI0 WHGOPMAIIUIO, U MBI OyZeM KCIIoIb30BaTh matplotlib mst
BCexX Hammx Buayanusaruii. IIpu pabore B Jupyter Notebook, BbI Moxkere
BBIBECTH PHCYHOK IPSMO B Opay3epe € IIOMOIIbI0 BCTPOEHHBIX KOMAaH]I
%matplotlib notebook wu %matplotlib inline. Mbl pexkomeHayeM
ncnoab3oBarh %matplotlib notebook, KOTOpPBIN TpejaraeT MHTEPAKTUBHOE
OKpy:KeHue (XOTd TpU HANUCAHUM 3TONH KHUTM MBI KCIOJb30BaIU
%matplotlib 1inline). Hanpumep, HUKeNpuBeNIeHHbI MPOrPaMMHBINA KO
crpout rpaduk, n300paskeHHbIi Ha puc. 1.1:

2 COO (coordinate format) — koopauHaTHBIA (GopMaT XpaHeHHsT Pa3peKEHHBIX MATPUIL XPAHATCH TOIBKO
HEHYJIEBbIE 3JIEMEHTHI MATPUIIBI U UX KOOPAUHATHI (HOMEPA CTPOK U CTOJIONOB). — [Ipum. mep.
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In[6]:
%matplotlib inline
import as

# [eHepupyemM MocaeqoBarebHOCTb Yuces ot -10 go 10 ¢ 100 waramm
x = np.linspace(-10, 10, 100)

# Co3paem BTOPOV MACCUB C ITOMOWbH CHUHYCA

y = np.sin(x)

# OYHKUMA CO3J3ET JIMHEVHBIVI TPAPUK H3 OCHOBE JBYX MACCUBOB
plt.plot(x, y, marker="x")

Puc. 1.1 lNpocTon nMHenHbIn rpadmk cuHyconaansHoOm
dyHKUMK C ncnonb3oBaHnem matplotlib

pandas

pandas — Oubiuoreka Python mmsg obpaborkm u anammsa maHHbix. OHa
IIOCTPOEHA Ha OCHOBE CTPYKTYPhl JaHHBIX, Ha3biBaeMON DataFrame wu
CMOJIEJTMPOBAHHOM 110 TPUHIMIY AaTadpeiiMOB CpeIbl CTaTUCTUYECKOTO
nporpammupoBanus R. Ilporie rosops, DataFrame Oubsnoreku pandas
npezcTaBsieT coboil TabJUILy, TIOXOKYI0 Ha 3JeKTpoHHYI0 Tabmuiy Excel.
bubaoreka pandas npejaraer OOJIBIION CIIEKTP METOAOB IO paboTe ¢ ITOi
TabJInIEel, B YaCTHOCTH, OHA MTO3BOJISIET BBHIMOMHATH SQ L-110/100HbIE 3aTTPOCHI
u npucoeauteHust tabsuui. B oraumure or NumPy, koTopsriit Tpebyer, 4ToObI
BCE 3allUCH B MaccuBe ObLIM OJHOIO U TOrO sKe THUIa, B pandas KasKiblil
cTOJIOEI] MOKET MMETD OTAETbHBIN TUTT (HAIIPUMED, IeJIbIe YHCIa, JaThl, YhCIa
C IJIaBaoIieil TOYKOi u cTpokn). Ele ogHUM mpenmyniecTBoM OMOIMOTEKN
pandas SBJISIeTCSI ee CIIOCOOHOCTh paboTaTh € PasJUYHBIMU (popMaTaMu
(aiisioB 1 6a3 gaHHBIX, HattpuMep, ¢ daimamu SQL, Excel 1 CSV. [leranpHoe
paccMmoTpeHue pyHKITMOHAMa pandas BBIXOIUT 32 PaMKU 9TOM KHUTH. TeM He
menee, Python for Data Analyvsis Yaca MakKunnan (O'Reilly, 2012) aBasiercst
3aMedYaTesJbHBIM PYKOBOACTBOM. Huke HpUBOAMTCS HEOOJBIION MpUMep
cosganus DataFrame ¢ IOMOIIbBIO CIIOBAPS:
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In[7]:
import pandas as pd

# co3zgaem npocTtosi HAbop AAHHbIX C X3PAKTEPUCTUKAMU [10/1b30BATENEN
data = {'Name': ["John", "Anna", "Peter", "Linda"],
"Location' : ["New York", "Paris", "Berlin", "London"],
'"Age' : [24, 13, 53, 33]
}

data_pandas = pd.DataFrame(data)

# IPython.display no3sosnser "KpacuBo Hane4arartb'" fartappervimbi
# B Jupyter notebook

display(data_pandas)

[IpuBeeHHBIM KOJI TEHEPUPYET CIACAYIONUN BBIBOJI:
0 24  NewYork John
1 13 Paris Anna
2 53 Berlin Peter
3 33  Llondon Linda

CylmecTByeT HECKOJBKO CIIOCOOOB OCYIECTBUTH 3alpoc K TabJHIle.
Hampuwmep:

In[8]:
# BblbpaTb BCE CTPOKM, B KOTOPbIX 3HAYEHME CTO/6LU3 age bosbue 30
display(data_pandas[data_pandas.Age > 30])

Age Location Name

2 53 Berlin Peter
3 33 Llondon Linda

mgleamn

JTa KHHUTa COJEP:KUT CONMYTCTBYIONIUN IPOTPAaMMHBIN KO, KOTOPBIN BBI
moskete Haiit Ha GitHub. ITporpaMMHubIii Koa BKIOYaeT B cebs HE TOJHKO
BCe TPUMEPBI, TIPUBEIEHHbIE B 3TON KHUTE, HO U O6ubimoTeky mglearn. Ona
pezcTaBisieT coboit OMOINOTEKY, BKIIOYAIOIIIE Pa3Hble MoJIe3HbIe (DYyHKIIH.
Mbl Hamucaau ee JJIsE 9TOM KHUTH, 4TOOBI He IeperpyskaTh JIMCTHHTH
oipobHOI nHGOpMaIrel o mocTpoeHnn rpaduKOB 1 3arpysKe aHHbIX. Ecin
BaM MHTEPECHO, Bbl MOXKeTe IMOCMOTPeTh Bce 3TU (PYHKIUU B PEIO3UTOPUH,
HO JieTajy mglearn He OYeHb Ba)KHbI /IJIsI TOHUMAHUS MaTepuajia 3TOl KHUTH.
Eciou BBl BUusinTe BbI30B mglearn B IPOrPaMMHOM KOJle, TO peub, KaK ITPaBUJIO,
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nAET O 6HCTpOM criocobe IIOCTPOUTDb KPAaCHUBYIO KapTHMHKY WJIM 3arpy3HTb
HGKOTOPI)IGI/IHTepeCHbIe,Z[aHHbI(E.3

Ha mnporsukeHun Bcell KHMIM MbI  OyJeM  J0CTATOYHO MHOIO
ucrosb3oBarh NumPy, matplotlib u pandas. TTostomy ybemnurech B
UMIIOPTE CJAEeLYIOMNX OOINOTEK:

import numpy as np

import matplotlib.pyplot as plt
import pandas as pd

import mglearn

Kpome Toro, MbI moJsiaraeM, 4To BbI OyzeTe 3alyCKaTh MPOrPaMMHBIN
Koz B Jupyter Notebook, ucromb3yst 3amedaTesnbHbie BO3MOKHOCTH
%matplotlib notebook mnu %matplotlib inline g moctpoenus
rpadpukoB. Ecim Bbl  He wucnoib3yere notebook wam  aTm
3aMedaresbHbIe KOMAaH/Ibl, BaM IPHUIETCS BbI3BaTh plt.show, 4TOOBI
BBIBECTU 3TU TPAPUKU.

Hekoropbie mpuMepbl HCHoib3yiorT GyHKInio display obooukn
IPython, 1oaToMy eciu NpPU BBIIIOJHEHUM ITPOTPAMMHOTO KOJa BbI
HoJiyyaere ommoOKy, B KOTOPOIl Tak WJIM WHade yromMuHaercst display,
3aIlyCTUTE CJEAYIONIYIO CTPOKY:

from IPython.display import display

Jlnst  pemennsi  mpoOeMbl  KOPPEKTHOTO  OTOOPAsKEHUST PYCCKUX
Hajmnuceil B Tpadukax matplotlib Bocmosb3yiiTech ciaeayonum
[IPOTPAMMHBIM KOJIOM:

plt.rc('font', family='Verdana')

TakuM 06pa3oM, IepBbIii OGJOK MPOrPaMMHOTO KOJA KasKIOH IJIaBbI
JIOJIKEH BBITJISIZIETD CJELYIONIMM 00pa3soM:

[ln1]

import numpy as np

import matplotlib.pyplot as plt
%matplotlib inline

import pandas as pd

import mglearn

from IPython.display import display
plt.rc('font', family='Verdana')

* CambIii ipocToii crocob Bocmosb3oBaThess Gubmmorekoii mglearn, ckauarh nanky mglearn ¢ GitHub u B
nepeMeHHOl okpyskeHuss PATH nponucarp mosHbid myTh K Heil. B Windows 7 /1 9TOro HaKMUTe KHOTIKY
ITyck, Boibepure IManems ymparmenus. J[Baxabl Haxmute Ha CucreMa, 3aTeM BbiOepute J[OMOJMHATETHHBIE
mapaMerpel cucTeMbl. Bo Bkiaske JlomommurempHo Hakmute Ha Ilepemennbie cpembl. BoiGepute Path u
HakMuTe Ha M3menutb. B mone 3HayeHwe mepeMeHHOM BBeAWTe NyTh K manke mglearn (Hampumep,
C:\Anaconda3\mglearn). — Ilpum. mep.
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CpasHeHue Python 2 n Python 3

Cy1ecTBYIOT [Be OCHOBHBIE Bepcun Python, KoTopbie IIMPOKO UCITOIB3YIOTCS
Ha JaHHbI MoMeHT: Python 2 (tounee, 2.7) u Python 3 (mocienuss Bepcust
3.5 Ha MOMEHT HalWCaHWs KHWTK). VHOTIA 3TO TMPUBOAUT K HEKOTOPOI
nyranuie. Python 2 yske akTuBHO He pasBHBaercs, a MOCKOJAbKY Python 3
COEP/KUT CYIIEeCTBEHHbIE N3MEHEHNUs], KO/, HalncaHHblii 111 Python 2, kax
npaBuyio, He samycturcss B Python 3. Ecim Bbl HOBMuok B Python wim
3allyCKaeTe HOBBIM TPOEKT C HYyJd, Mbl HACTOSATEJbHO PEeKOMEHyeM
HCIIOIb30BaTh ToceaHioi Bepcuio Python 3. Ecam y Bac ecth 00JbInoii
(dbparMeHT TPOrpaMMHOrO Koja, HamucaHHbiii s Python 2, Bam He HyKHO
4yT0-11160 MeHsATh. OfHAKO BbI JAOJUKHBI IOMBITaThCs mepeidtnn Ha Python 3
KaK MOXHO ckopee. BooObiie, mpy HalyicaHUM HOBOTO ITPOTPAMMHOTO KO,
KaK IIPABUJIO, JOBOJIBHO JIETKO HAIIMCATh KO, KOTOPBII Oyzer paboTaTh U MO
Python 2 u nox Python 3. Ecam y Bac Her HeoOXOAMMOCTH UCIIOIB30BATH
ycrapeBiliee  IIPOTPpaMMHOE — obecriedyeHne, Bbl  JOJDKHBI  00s3aTeIhbHO
ucnosb3oBath Python 3. Bech mporpaMMmHBIiI KOJ B 9TOH KHHUTE HaIMCaH
TakuM 00pasoM, 4To pabortaer B obenx Bepcusix. OJHAKO HEKOTOPBIE JeTaJIi
BBIBOJIA MOTYT OTJIMYAThCA B 9TUX BEPCUSIX.

Bepcnn bnbanoTtek, ncnoAb3yemble B 3TOW KHUMe

B 9T0il KHUre MbI HCIOJb3YeM CJAEAYIOI[ME BEPCUU paHee YIIOMSAHYTHIX
OUOJINOTEK:

In[9]:
import
print("Bepcua Python: {}".format(sys.version))

import as
print("sepcus pandas: {}".format(pd.__version__))

import
print("sepcus matplotlib: {}".format(matplotlib.__version__))

import as
print("sepcus NumPy: {}".format(np.__version__))

import as
print("sepcus SciPy: {}".format(sp.__version__))

import
print("sepcus IPython: {}".format(IPython.__version__))

import

print("sepcus scikit-learn: {}".format(sklearn.__version__))

Bepcus Python: 3.5.2 |Anaconda 4.1.1 (64-bit)| (default, Jul 2 2016, 17:53:06)
[GCC 4.4.7 20120313 (Red Hat 4.4.7-1)]

Bepcua pandas: 0.18.1

Bepcus matplotlib: 1.5.1

Bepcmsa NumPy: 1.11.1

Bepcmna SciPy: 0.17.1

4 g pellieHns 9TOi 3aaui OueHb yA00eH I1aKeT Six.
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Bepcua IPython: 5.1.0
Bepcua scikit-learn: 0.18

HecmoTpst Ha TO, YTO TOYHOE COOTBETCTBUE BHINIENIPUBEIEHHBIM BEPCUSIM
HEBa)KHO, Y Bac J0JUKHA ObITh ycTaHOBJIeHa Bepcust scikit-learn, KoTopast
ObLIa TIOCJIeHEH 10 KpaifHeil Mepe Ha MOMEHT HaIlMCaHUsT KHUTH.

Temepn, Korma MBI BCe YCTAaHOBUJIW, JaBaiiTe B MEPBBINI pa3 MPUMEHUM
MallliHHOE 0Oy4YeHue.

JTa KHWATA TIpeAroJiaraeT, 4To y Bac ycraHoBieHa scikit-learn
Bepcun 0.18 mam Gosee cBeskass. Momysb model_selection mosiBuICs
B Bepcun 0.18, u ecim BbI mcHosb3yere 0OoJiee PaHHIO BEPCHIO
scikit-learn, BamM HykHO 00HOBUTH scikit-learn, uTOOBI
BOCIIOJIb30BATLCS ITUM MOJLYJIEM.

B sTom pasnesie Mbl pacCMOTPUM TIPOCTOM MPUMEP MPUMEHEHUS MAalIMHHOTO
0oOyYeHUsT W IOCTPOMM HaIlly MepPBYI0 MOJENb. B Tpollecce M3I0KEHUS
Marepuajia Mbl TO3HAKOMUM BaC ¢ HEKOTOPBIMU OCHOBHBIMU IPUHIIATIAMUA U
TepPMUHAMU.

[TpeamonoxuM, uTo OOTAaHUK-TIOOMTENb XOUYeT KIacCu(HUIMpPoBaTh COpTa
HUPHUCOB, KoTopble OH cobpas. OH W3MepPUJ B CAHTUMETPAX HEKOTOPHIE
XapPaKTePUCTUKU MPHUCOB: [UVINHY W TIMPUHY JIENIECTKOB, a TaKKe [JINHY U
HIMPUHY YalleJUCTUKOB (cM. puc. 1.2).

Kpome TOTO, Yy HEro ecTh M3MEpPEeHUsI 3TUX K€ XapPaKTEePUCTUK UPUCOB,
KOTOpbIe paHee TT03BOJIMJIN OIIBITHOMY 3KCIIEPTY OTHECTU UX K COPTaM setosa,
versicolor v virginica. OTHOCUTENIbHO 3TUX WMPHUCOB OOTAHUK-JTIOOUTEH
YBEPEHHO MOKeT CKa3aTb, K KaKOMY COPTY HPUHAJIEKUT KaX/bli HPUC.
/laBaliTe  TIpeANOJNIOKKMM,  UYTO  II€peYMCJIEHHble  copTa  SIBJSIOTCS
eIMHCTBEHHBIMI COPTaMH, KOTOPbIe OOTAaHUK-JTIOOUTETh MOKET BCTPETUTDH B
JIUKOU TIPUPO/IE.

Harmra 1es1b 3aK/Ii04aeTcst B MOCTPOEHUH MOJIEI MAIIMHHOTO 00YydYeHMs,
KOTOpast CMOKET OOyYMThCS Ha OCHOBE XapaKTePUCTUK WPUCOB, YiKe
KJIaCCU(PUITMPOBAHHBIX 110 COPTaM, M 3aTeM IMPeICKaKeT COPT Jisi HOBOTO
IBETKA MpHCAa.

> Hampumep, ecau Bbl ycranoBusm maker Anaconda piust Windows, Bocmosbsyiitech MeHemkepoM conda:
conda install -c anaconda scikit-learn=0.18.1
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Nenecrok

HaWeMNCTUK =—

Puc. 1.2 CTpykTypa uBeTka npuca

[TockosbKy y HAC eCTh ITPUMEPHI, IO KOTOPBIX MBI Y>Ke 3HaeM MpaBUJIbHBIE
copTa Mpuca, pelllaeMasi 3ajada sBJseTCs 3ajadeil 00yyeHus ¢ yuureneMm. B
9TON 3ajauye HaM HYKHO CIIPOTHO3WPOBATh OJWH W3 COPTOB HpHca. ITO
npuMmep 3agaun  Kaaccuguranua (classification). Bo3MoKHBIE OTBETHI
(pasiMuHbIe copTa MpHca) HasbIBaloTCs Kaaccam (classes). Kaxapiii upuc B
HabOpe JaHHBIX MMPUHAMIEKUT K OZHOMY M3 TPEX KJIACCOB, TaKUM 0OPa3soM
peltaemMad 3ajiaya SBJSIETCS 3a/laueil TPeXKIacCOBO KaaccupuKaluu.

OTBeTOM 711 OTAEBHONM TOUKM JaHHBIX (UpHca) SBASETCS TOT WU WHOU
copT aToro 1BeTka. COpT, K KOTOPOMY NPUHAJJIEKUT ITBETOK (KOHKpeTHas
TOYKA JaHHBIX ), Ha3biBaeTcst MeTko# (label).

3arpy>xaem AaHHLIE

JlarHbIe, KOTOpPbIE MBI OyIeM MCIIOJIb30BaTh IS 9TOTO IIPUMeEpPa, — 9TO Habop
maHHbIX Iris, Kjaaccuyeckuii HaGOp MAHHBIX B MAIIMHHOM OOyYeHUU U
craructrke. OH y:Ke BKJIIOYEH B MOAYJIb datasets OuOmmorexku scikit-learn.
MpbI MOkeM 3arpy3uTh ero, BbI3BaB pyHKIMIO load_iris:

In[10]:

from import load_iris
iris_dataset = load_iris()

OO6bekT 1iris, Bosspamaembiii load_iris, saBisgercs obObexkToM Bunch,
KOTOPBIII 04eHb ITOX0K Ha cI0Bapb. OH COAEPKUT KJIIOUN U 3HAYEHUS:

In[11]:
print("Knwun iris_dataset: \n{}".format(iris_dataset.keys()))

Out[11]:
Knwun iris_dataset:
dict_keys(['target_names', 'feature_names', 'DESCR', 'data', 'target'])

3Hauenne Kiaoya DESCR — 9TO KpaTKoe oIucaHye Habopa JaHHBIX. 31eCh
MBI TIOKaKeM Hadajio omucaHus (OCTaBIIYIOCS YacTh OMUCAHUS BBl MOJKETE
MOCMOTPETh CAaMOCTOSTETHHO):
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In[12]:
print(iris_dataset[ 'DESCR'][:193] + "\n...")

Oout[12]:
Iris Plants Database

Notes

Data Set Characteristics:
:Number of Instances: 150 (50 in each of three classes)
:Number of Attributes: 4 numeric, predictive att

3Haqume:KﬂKﬂﬂ1target_names — 9TO MaCCHUB CTpOK,COHerQHHMﬁZCOpTa
IIBETOB, KOTOPBIE MbI XOTUM IIPDEACKA3ATDh:

In[13]:
print("HasBauusa oteetoB: {}".format(iris_dataset['target_names']))

Out[13]:
Ha3eauuAa otBeToB: ['setosa' 'versicolor' 'virginica']

3unauenue feature_names — 3TO CIHWCOK CTPOK C OMUCAHWEM KaKIOTO
MpU3HaKa:

In[14]:
print("Haseanua npusHakoB: \n{}".format(iris_dataset['feature_names']))

Out[14]:

Ha3BaHuA npu3HAKoOB:

['sepal length (cm)', 'sepal width (cm)', 'petal length (cm)',
'petal width (cm)']

CaMm maHHBIEe 3almMcaHbl B MaccuBax target u data. data — Maccus
NumPy, KOTOpBIIi CONEPKUT  KOJWYECTBEHHbIE W3MEPEHUs  JJINHBI
YalleJIuCTUKOB, IUPUHBI YallleJIMCTUKOB, JJUHBI JIEIeCTKOB W IIHMPUHBI
JIETIeCTKOB:

In[15]:
print("Tun maccua data: {}".format(type(iris_dataset['data'])))

Out[15]:
Tun maccmea data: <class 'numpy.ndarray's

Crpoku B Maccube data COOTBETCTBYIOT LBETaM WPHUCA, a CTOJOLbI
IPEJACTABASIOT co0O0il 4YeThIpe IPU3HAKA, KOTOPble OBbLIM M3MEPEHbI JIJIs
KasK/IOTO I[BETKA:

In[16]:
print("oopma maccuea data: {}".format(iris_dataset['data'].shape))

Out[16]:
dopma MaccuBa data: (150, 4)

MbI BUAMM, 4TO MACCHUB COIEP:KUT n3Mepenust st 150 pasjinyHbIX 1{BETOB
o 4 mnpusHakaMm. BCIOMHMM, 9TO B MamIMHHOM OOYYEHWM OT/eJbHbIE
9JIEMEHTBhl ~ Ha3bIBAIOTCST  mpuMmepamu (samples), a ux cBoiicTBa —
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xXapakrepacrtakamu Wi npazHakamu (feature). @opma (shape) maccua
JAHHBIX  ONpeieigeTcss  KOJMYECTBOM  IPUMEPOB, YMHOXKEHHBIM  Ha
KOJIMYECTBO TIPU3HAKOB. ITO SIBJISIETCST OOIIENPUHSTHIM COTJIANIEHUEM B
scikit-learn, u Bamm gaHHBIE Bcerja OYAyT IPEACTaBICHBI B aTOM (hopMe.
Husxe nmpuBeieHbl 3HaUEHNST TPU3HAKOB 1711 TIEPBBIX MSTH TTPUMEPOB:

In[17]:
print("Mepebie nate cTpok maccmea data:\n{}".format(iris_dataset['data'][:5]))

Out[17]:

MepBbie NATb CTPOK MaccuBa data:
[[ 5.1 3.5 1.4 0.2]

3.
.7 3.
6 3.
3.

PR R R
AUwbh

AR N

BarngnyB Ha 9TH JJaHHBIE, Mbl BUJIUM, UTO BCE TISITh IIBETOB UMEIOT IITUPUHY
gemmectka 0.2 ¢cM U TEpBBI I[BETOK MMeEET CaMylo OOJBINYIO [JIHHY
yalneJancTuka, 5.1 cm.

MaccuB target comepXuT copra y:Ke U3MEPEHHBIX I[BETOB, TOXKe
3anucaHHbie B Buje maccuBa NumPy:

In[18]:
print("Tun maccua target: {}".format(type(iris_dataset['target'])))
Out[18]:

Tun maccmea target: <class 'numpy.ndarray's

target mpezcraBisieT coO0I OJHOMEPHBINI MACCUB, IO OZHOMY 3JIEMEHTY
JIJIST KaKJIOro IIBeTKa:

In[19]:

print("oopma maccua target: {}".format(iris_dataset['target'].shape))
Out[19]:

Oopma MaccuBa target: (150,)

Copra KoaupyloTcst Kak 1iesbie uncia ot 0 1o 2:

In[20]:

print("OTBeTti:\n{}".format(iris_dataset['target']))

Out[20]:

OTBeThbl:
[O0O0OO0OOOOODOOODOOODOOONOOODONOOOOOOODOOODO0OOO
P0OOOOOOOOOOOIILIITILII1ITI1II1T2121212111121111111111
1111111111111111111111111122222222222
2222222222222222222222222222222222222
2 2]

3HaueHU 4yucesa 3a7aioTcss MaccuBoM iris[ 'target_names']: 0 — setosa,
1 — versicolor, a 2 — virginica.

30



Ha ocHoBe 3TuUX JaHHBIX HAM HYKHO TIOCTPOUTH MOJIEJIb MAIlTUHHOTO
0Oy4YeHusT, KOTopast MPeCKaKeT COpTa UpHca JIJIT HOBOrO Habopa N3MepeHn .
Ho npesk/ie, ueM Mbl TPUMEHUTD HAIIy MOJIETh K HOBOMY HaOOPY, MbI JTOJIKHBI
yOemIuThCsT B TOM, UTO MOJIETh HA CAMOM JieJie pabOTaeT U ee MPOrHO3aM MOKHO
JIOBEPSATD.

K coskanenuio, 1y OIIEeHKU Ka4yecTBa MOJIEJIM Mbl He MOKeM UCITOJIb30BaTh
JMaHHbIE, KOTOPble OBbLIM B3SATHl HAMHU JIIT ITOCTPOEHUS] MOJAEIU. ITO
0OyCJIOBJIEHO TeM, YTO Hallla MOJEIb MPOCTO 3AIOMHHUT BeCh OOYUaroOlTHil
HabOp M MO3TOMY OHa Bcerga OyIeT IpeACKa3biBaTh MPABUIBHYIO METKY IS
000# TOYKK JaHHBIX B 00ydaronieM Habope. ITO «3allOMUHAHNE» HUYETO He
TOBOPHUT HaM 006 06006ImaoIeil CriocoOOHOCTH MOAETH (IPYTUMHU CJIOBaMU, MBI
He 3HaeM, OyJIeT JIM 9Ta MOJIeJIb TaK JKe XOPOIo paboTaTh Ha HOBBIX JAHHBIX).

g onenkn s¢p@GeKTUBHOCTA MOAEINA, MbI TIPEIbSABISEM €l HOBbBIE
pa3MeueHHble JaHHbIe (pa3MedeHHble [aHHbIe, KOTOpPble OHa He BUesa
panbiiie). OOBIYHO 3TO AeIaeTCs MyTeM pa3OneHust COOPAHHBIX Pa3MEUEeHHBIX
maHHbIX (B manHoM ciaydae 150 1mBeroB) Ha aBe yactu. OqHa 4acTb JAHHBIX
HCIIOJB3YETCST [IUISI TIOCTPOEHUST Halllell MOJEJN MAIlUuHHOTO OOyYeHHsT |
HA3BIBACTCSl  0OyyYaomuMi JaHHbiMH  (training data) WA 0OyHaIOMHM
Haobopom (training set). OcrtajbHble JaHHBIE OYAyT WCIIOJIb30BAHbBI JIJIST
OIIEHKU KadyecTBa MOJEJU, UX Ha3bIBAIOT TeCTOBLIMH JaHHbIMHI (test data),
TecTOBBIM Habopom (test set) Wi KOHTpoJIbHBIM Habopom (hold-out set).

B 6mbimoreke scikit-learn ects pyHKIMsa train_test_split, KoTopas
nepeMenBaeT Habop MaHHBIX ¥ pa30MBaeT ero Ha JBe YacTh. JTa QYHKINS
otrbupaer B obOyuaioimuii Habop 75% CTPOK JAHHBIX C COOTBETCTBYIONUMHU
metkamu. OcraBiimecst 25% AaHHBIX C MeTKaMHU OOBSIBJISIOTCS TECTOBBIM
HabopoMm. Bompoc 0 TOM, CKOJBKO [JaHHBIX OTOMpPaTh B OOyYalOIUil H
TECTOBBI HAOOPBI, SIBJSIETCST AMCKYCCHOHHBIM, OIHAKO WCITOJb30BaHUE
TecToBOro Habopa, comepskaiiero 25% MTaHHBIX, SBJSETCS XOPOIIUM
MTPABUJIOM.

B scikit-learn maHHble, Kak IPaBIIO, 0O03HAYAIOTCS 3arJIaBHOM X, TOTr/a
KaKk MeTKM OO0O03HAYaloTCSI CTPOYHON y. ITO HaABESHO CTaHJAPTHOI
MaTeMaTn4yeckoil ¢hopMysIoil f(X)=y, TIe X ABJIsIeTCsT apryMeHTOM (hyHKIIUH, a
Yy — BbIBOIOM. B €OOTBeTCTBUM ¢ HEKOTOPBIMU MaTeMaTUYeCKUMU
COTJIAIIIEHUSIMU MBI HCIIOJIb3yeM 3arJiaBHyl0 X, TOTOMY 4YTO JaHHbIE
IIPEACTABJISAIOT COOOM ABYMEPHBIN MaccuB (MaTPUILY) ¥ CTPOYHYIO Y, TOTOMY
YTO I1eJieBas repeMeHHast — 3TO OJHOMEPHBIN MaccuB (BEKTOP).

[laBaiite BBI3OBeM (yHKIUIO train_test_split aysg HamUX JAaHHBIX U
3ajaguM oOydaiolie JaHHble, OOydalollie MEeTKH, TeCTOBbIe JaHHBbIE,
TECTOBBIE METKH, HCITOJIb3Y$I BBIIIEYIIOMSHYThIE OYKBHI:
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In[21]:

from import train_test_split
X_train, X_test, y_train, y_test = train_test_split(
iris_dataset['data'], iris_dataset['target'], random_state=0)

Ilepen pasbuenmem ¢yHKIusS train_test_split mepemernrmBaer HabOOp
JQHHBIX C TIOMONIBIO TeHepaTopa IMCEeBAOCTYYalHbIX Yynces. Ecan MBI TpocTo
BO3bMeM IocJefHne 25% HaOMOeHNiI B KayecTBe TECTOBOrO Habopa, Bce
TOYKM JaHHBIX OyZeT HWMeTh METKy 2, IOCKOJbKY BCE TOYKM JaHHBIX
OTCOPTUPOBAHbI TI0 MeTKaM (CMOTpuUTe BBIBOA AJd 1iris['target'],
[IOKa3aHHbIi paHee). VICroab3ys TeCTOBBINA HAOOP, COAEP/KALIUI TOJbKO OIH
13 Tpex KJACCOB, BBl HE CMO)KeTe OOBEKTHBHO CYAMTH 00 06oOImaroneit
CIIOCOOHOCTH MOJIEJIM, TaKUM 00pasoM, MbI ITepeMelIBacM HaIllli JaHHBIE,
4TOOBI TECTOBBIE JAHHBIE COAEP/KAIN BCE TPHU Kjacca.

YT06BI B TOYHOCTHU ITOBTOPHO BOCIIPOM3BECTH MOJYUEHHBIA PE3YJIbTAT, MbI
BOCIIOJIb3YEeMCSI TeHePaTOPOM TICEBOCTYYaHBIX 4uces ¢ (PUKCUPOBAHHBIM
CTapPTOBBIM  3HAUYE€HWEM, KOTOpOe 3aJlaeTcd C IIOMOIIbIO TapameTrpa
random_state. ITo MO3BOJUT cliesiaTh Pe3yJbTaT BOCIPOU3BOIUM, TTO3TOMY
BBIIIEIIPUBEEHHBINA IPOrPAMMHBII KO Oy[eT reHeprupoBaTh OAWH U TOT K€
pesyabtaT. MbI Bcerza Oyzem 3aaBaTh random_state mpu HMCIIOIH30BAaHUT
PaHJIOMU3UPOBAHHBIX TPOIEYP B 3TOU KHUTE.

BeiBomom dynakmmu  train_test_split sasiasioTca X_train, X_test,
y_train m y_test, koTopeie Bce gBadgTca MaccuBamu Numpy. X_train
COIEPKUT 75% CTPOK HabOpa JaHHBIX, a X_test comep:KuT ocTasimmecs 25%:
In[22]:

print("dopma maccuea X_train: {}".format(X_train.shape))
print("dopma maccuea y_train: {}".format(y_train.shape))

Oout[22]:
dopma maccmBa X_train: (112, 4)
dopma maccmuBa y_train: (112,)

In[23]:
print("dopma maccuea X_test: {}".format(X_test.shape))
print("dopma maccuea y_test: {}".format(y_test.shape))

Out[23]:
dopma mMaccmBa X_test: (38, 4)
dopma maccmuBa y_test: (38,)

ITepen TeM Kak CTPOUTH MOJEJIb MAIIMHHOIO OOYUYEHUSs, HEILJIOXO ObLIO ObI
HCCJIE0BATD JaHHBIE, YTOODI MTOHSITH, MOYKHO JIH JIETKO PEIINUTD IOCTaBIEHHYIO
3ajauy 6e3 MaIUHHOTO OOyUYeHUs WJIM COAEPIKUTCS JIM HYKHast MHMOOPMAIIHS
B JTaHHBIX.

Kpome Toro, rcciefoBanue JaHHBIX — 9TO XOPOIIMI CI1ocob 00HAPYKUThH
aHOMa/INK 1 ocobeHHocTH. Hampumep, BIIOIHE BO3MOKHO, YTO HEKOTOPBIE 13
BalllMX MPUCOB M3MePEHbBI B JII0MIMax, a He B cCaHTUMeTpax. B peasbHOM Mupe
HECTBIKOBKHU B JAHHBIX 1 HEOKUJIAHHOCTU OYeHb PacIpOCTPaHEHBI.
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OmvH U3 JIyYIInX CII0cOO0B MCCIeI0BaTh JaHHbIE — BU3YaJIU3UPOBATh UX.
ITO MOKHO CHeJaTh, WCIOJb3YsT guarpamMmy paccegaas (scatter plot). B
IrarpaMMe paccessHUS OJIMH TPU3HAK OTKJAAbIBAeTCS MO0 OCU X, a JIPyrou
OpU3HAK — 10 OCH Y, KaKAOMY HaOJIOJeHUI0O COOTBETCTBYET TOuka. K
COKAJIEHUIO, 3KPaH KOMIIbIOTEpPa WMMEIOT TOJIbKO JIBA W3MEpPeHUs, YTO
MI03BOJISIET Pa3MeCcTUThb Ha rpaduKke TOJBKO JBa (WJIM, BO3MOYKHO, TPH)
pU3HaKa OZHOBPeMeHHO. TakuM 06pa3oM, TPYAHO PasMeCTUTh Ha rpaduke
HaOOpbHI JaHHBIX ¢ Oojee uyeM TpeMms mnpusHakamu. OaMH M3 CIIOCOOOB
pelieHust 3Toi MPoOJIeMbl — TOCTPOUTh MATPHI[Y JHAIPAMM DACCCSHIA
(scatterplot matrix) wnu maphsie guarpammbl paccegrng (pair plots), Ha
KOTOPBIX OyAyT M300paskeHbl BCe BO3MOKHBIE Hapbl Mpu3HakoB. Ecim y Bac
ecTb HeOOJbIIOEe YKCA0 IPU3HAKOB, HAIPUMEpP, YeTbIpe, KaK 37eCh, TO
HCITOJIb30BaHUE MATPUIBI JUarpaMM paccesHus OyaeT BIIOJHE Pa3yMHBIM.
OpnnHako, BBl JOJ/UKHBI IOMHUTB, YTO MaTpulla [UarpaMM paccesiHusl He
ITOKa3bIBA€T B3aMMOJIEHICTBUE MEXK/JYy BCeMHU IPU3HAKaMU Cpasy, I03TOMY
HEKOTOPbIE€ MHTEPECHbIE ACIIEeKThI JAHHBIX He OYIYT BBISABJIEHBI C IIOMOIIBIO
9TUX TPapUKOB.

Puc. 1.3 mpexacraBiasier coOOH MaTpuily [AuarpaMM —PacCesHUST JIJist
MPU3HAKOB oOyuaitomiero Habopa. TOUKM JaHHBIX OKpalleHbl B COOTBETCTBUUI
C COpTaMU MPHCa, K KOTOPBIM OHKM OTHOCATCS. UTOOBI TIOCTPOUTH AMarPaMMBbl,
MbI CHauajIa mpeobpasoBbiBaeM MaccuB NumPy B DataFrame (OCHOBHBII THIT
TaHHBIX B OmbOmmoreke pandas). B pandas ectb QyHKIMS 11 CO3MaHMS
[MAapHBIX JUarpaMM paccesdHus I10Jl Ha3BaHueM scatter_matrix. Ilo
JIMaroHa/IM 3TOM MATPUIIbl PaCIolaraloTCs TMCTOTPaMMbl KaKJI0TO ITpU3HAKa:
In[24]:

# cozgaem dataframe w3 gaHHeix B maccmse X_train

# Mapkupyem cTosIbLybl, MUCIOJb3YA CTPOkM B iris_dataset. feature_names
iris_dataframe = pd.DataFrame(X_train, columns=iris_dataset.feature_names)

# co3gaem mMarpuly paccesaHnda u3 datafra/'le, BeT To4YeK 334aemM C [1oMoLbH V train

grr = pd.scatter_matrix(iris_dataframe, c=y_train, figsize=(15, 15), marker='o',
hist_kwds={'bins': 20}, s=60, alpha=.8, cmap=mglearn.cm3)
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Puc. 1.3 MaTtpuua guarpamm paccesaHunsa ans Habopa gaHHbix Iris,
LBET TOYEK AaHHbIX OnpeaenseTca MeTkaMum KrnaccoB

BBI‘JIHHyB Ha I‘pa(bI/IK, Mbl MOKEM YBUIETDHb, 4YTO, IIOXOK€, HU3MEPEHUA
YallleJINCTUKOB W JIEIIECTKOB IIO3BOJIAIOT OTHOCHUTE/JIbHO XOPOLIO Pa3/l€JNTb
TpU KJacca. ITO O3HAQYa€T, 4TO MOJAEC/JIb MallIMHHOI'O O6y‘{eHI/IH, BEPOATHO,
CMOJKET HAYYUTBCA pa3Ae/IATb UX.

[ loCTpOeHne Balwen NepBot MOAAN. MEeTOA Kk BAMXKaNLLINX

cocenen

Ternepb Mbl MOKEM HAYaTh CTPOUTD PEATbHYIO MOJEJb MAIIUHHOIO 00yYEHUSL.
B oOubiauoreke scikit-learn wuMeercss AOBOJBHO MHOIO aJTOPUTMOB
Kaaccu(UKALUU, KOTOPble Mbl MOIJIM Obl MCIIOJIb30BaTh IS IIOCTPOEHMUS
Mozenn. B maHHOM TipuMepe MbI OyieM HCIIOJIb30BaTh KiacCu(PUKATOP Ha
OCHOBE MeTofia k OGMUKalIIMX coceeil, KOTOPBI JIerKO WHTEPIPETUPOBATb.
[TocTpoeHe 9TOi MOIEIN 3aKII0YAeTCs JIUIIb B 3alIOMUHAHUM O0YYaoIIero
Habopa. /[l Toro, 4TOoOBI cae/aTh IPOrHO3 JJIsI HOBOW TOYKH JIAHHBIX,
AJITOPUTM HAXOIWT TOYKY B oOydarorieM Habope, KOTopast HaXOMUTCs OJIvsKe
BCEro K HOBOI TOYKe. 3aTeM OH MPHCBAUBAET METKY, IPUHAIEKAIYIO 9TOM
TOYKe 00yJalolero Habopa, HOBOI TOYKe JaHHBIX.
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k B Meronme k Omkalmux cocefleil 03HAYaeT, YTO BMECTO TOTO, YTOOBI
MCIIOIb30BaTh JIMIIb OJIMKAMIIEro cocea HOBOW TOYKHU JAHHBIX, MBI B XOJ€
00y4eHHST MOKEM PaccMOTpeTh Jioboe (ukcupoBanHoe unciao (k) cocepeii
(HamprMep, paccMOTPeTh OJmKaiiline TP WK IISATh cocefeir). Torma Mol
MOKEM C/leJIaThb TPOTHO3 /ISl TOYKM JNAHHBIX, UCIOJb3ys KJACC, KOTOPOMY
IPUHAIEKNAT OOMBITMHCTBO ee cocezieir. [ToxpobHee MBI TOrOBOPUM 00 3TOM
B IJaBe 2, a B JaHHBII MOMEHT MbI OyIeM WCIIOJb30BaTh TOJBKO OHOIO
cocejia.

B scikit-learn Bce MomenM MaIIMHHOTO OOYYEHHSI pealn30BaHbl B
cOOCTBEHHBIX KJaccaxX, HasblBaeMbIX Kjaccamu Estimator. AJjroputm
KaccuUKaluy Ha OCHOBE MeTofa k& OMMKalllmX coceleil peajn30BaH B
kjaaccuduratope KNeighborsClassifier moayssi neighbors. Ilpexae yem
HCII0Jb30BaTh 9Ty MOJEIb, HAM HYKHO CO3/aTh O0BEKT-IK3EMILISp KJacca.
ITO TMPOU30MIET, KOTJIa Mbl 3a/la/luM TapaMmeTpbl Mozean. CaMbiM BasKHBIM
napameTrpoM KNeighborsClassifier gaBisieTca KoamMuecTBO coceneil, KOTopbie
Mbl YCTAaHOBUM pPaBHbBIM 1:

In[25]:
from import KNeighborsClassifier
knn = KNeighborsClassifier(n_neighbors=1)

OO6bekT knn BKIIOYaeT B cebst aITOPUTM, KOTOPBIH OyAeT MCII0JIb30BAThCS
JUIST TIOCTPOEHMST MOJEIN Ha OO0y4alolMX [JaHHBIX, a TakKKe aJTOPHUTM,
KOTOPBII CreHEePUPYeT IIPOTHO3BI /IS HOBBIX ToueK JaHHBIX. OH Takxke Oymer
cozepKaTh MH(MOPMAINMIO, KOTOPYIO AJTOPUTM WU3BJE€K U3 O0yJaIOIINX
maHHbIX. B ciaysae ¢ KNeighborsClassifier oH Oyzer HPOCTO XpaHUTh
oOyuJaroIii Habop.

Jlst mocTpoeHust Mojiein Ha oOydarornieM Habope, MbI BBI3BIBAEM METO[
fit oObekTa knn, KOTOpBIII HPUHUMaeT B KadyeCTBEe apryMEHTOB MAaCCUB
NumPy X_train, comepxkammii oOydvaroriune gaHHble, n MaccuB NumPy
y_train, COOTBETCTBYIOIUI OOYYAIOINM METKAM:

In[26]:
knn.fit(X_train, y_train)

Out[26]:

KNeighborsClassifier(algorithm="auto', leaf_size=30, metric='minkowski',
metric_params=None, n_jobs=1, n_neighbors=1, p=2,
weights="uniform')

Mertozx fit BosBpaiaer caM 00bekT knn (1 U3MEHSIET eT0), TAKIM 00pasoM,
MBI TIOJIydyaeM CTPOKOBOe TIpejicTaBieHue Haiiero kiaccudukaropa. OHO
MOKa3bIBaeT HaM, KakKue IapaMeTphbl OBLIM KCIIOJb30BAHBI IIPU CO3JIAHUI
Mojzesin. [louTn Bce mapaMeTpbl MUMEIOT 3HAQUYEHUS 110 YMOJYAHWIO, HO BbI
TakKe MOsKeTe OOHapy:KMTh IapaMeTp n_neighbor=1, 3ajaHHBII HaMU.
bosbmuHcTBO MOmeneir B scikit-learn umeroT Maccy mapaMeTpoB, HO
OOJIbINIAsT YaCTh M3 HUX CBSI3aHA C ONTUMU3AI[ell CKOPOCTH BBIYMCJIEHUA WJIN
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npejfiHa3HavyeHa JJisi 0COOBIX CJydaeB WCIOJb30BaHUs. BaMm He HY/KHO
OECIIOKOUTHCST O APYTUX MapaMeTpax, MPUBEIeHHbIX 3/1eCh. BBIBOI MOe B
scikit-learn MoskeT OBITH OYEHD JTMHHBIM, HO HE HY/KHO ITyTaThest ero. Mbl
paccMOTPUM BCe BakKHbIe IapaMeTpbl B IaBe 2. B ocraBiieiicd 4acTu 3TON
KHUTH MbI He OyJeM IPHUBOAUTH BbIBOA Meroaa fit, MOCKOJbKY OH He
COJIEPKUT HUKAKOW HOBOW MH(MOPMAIINU.

Temepb MBI MOXXEM TIOJYYUTh TTPOTHO3BI, IPUMEHUB 3TY MOJIeJb K HOBBIM
JTAHHBIM, TT0 KOTOPBIM MBI €llle He 3HaeM IpaBUJIbHBbIe MeTKU. lIpencTaBbTe,
YTO Mbl HAIIU B JWKOW TIPUPOJE UPHUC C JJIMHOW YalleJTUCTUKa O CM,
HIMPUHON YarieaucTuka 2.9 cM, 1JuHoil Jjeriectka 1 ¢cM U MIUPUHOM JierecTka
0.2 cm. K KakoMy copTy mpuca HY:KHO OTHECTH 3TOT IBETOK? MBI MoxkeMm
MMOMECTUTD 9TU AaHHble B MaccuB NumPy, cHoBa Berumcisgs ¢opMy MaccuBa,
T.e. KOJn4ecTBO TpuMepoB (1), yMHOXKEHHOe Ha KOJUYeCTBO MPU3HAKOB (4):
In[27]:

X_new = np.array([[5, 2.9, 1, 0.2]])
print("dopma maccuea X_new: {}".format(X_new.shape))

out[27]:
dopma maccuBa X_new: (1, 4)

OO6paTuTe BHUMaHIe, YTO MbI 3allACAIN U3MEPEHUS TI0 OAHOMY IIBETKY B
aByMmepHbiii  MaccuB  NumPy, mockonbky scikit-learn pabortaer ¢
JIBYMEPHBIMU MAaCCUBAMU JJaHHBIX.

YTo0b!I cenaTh MPOTHO3, MBI BhI3bIBaeM MeTos predict obbekra knn:

In[28]:

prediction = knn.predict(X_new)

print("MporHos: {}".format(prediction))

print("CnporHo3supoBanHas meTka: {}".format(
iris_dataset['target_names'][prediction]))

Oout[28]:
MporHo3: [0]
CnporHo3npoBaHHaA MeTka: ['setosa']

Hama Mozenb mpenckasbiBaeT, 4YTO OSTOT HOBBI IIBETOK HpHCA
NpUHAIEKUT K Kaaccy 0, uTo o3HauaeT copT setosa. Ho xak y3HaTh, MOKeM
JU MBI JIOBepSATh Halied mojeaun? I[IpaBusbHBIN cOpT upuca g 3TOro
npruMepa HaM Hen3BeCTeH, a BeJlb UMEHHO T0JIy4eHue TTPaBUIbHBIX IPOTHO30B
U SBJgeTCs TJIaBHOU 3ajiaueil ocTpoeHus Mozen!
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ITO TOT caMbIii MOMEHT, KOT/[a HaM TIOHAJ00MTCST CO3/IaHHBIN paHee TECTOBBIN
HabOp. DTH JaHHBIE HE MCIOJb30BAINCH JJISI MOCTPOEHUS MOIEJH, HO MbI
3HaeM MMPaBUJIbHBIE COPTa JJIsT KAKIOTO MPHCAa B TECTOBOM Habope.

Takum 06pasoM, MBI MOMKEM CHeJIaTh IIPOTHO3 Js KaKIOro HpHca B
TECTOBOM Habope M CPaBHUTH €ro ¢ (PaKTHIECKOH MEeTKOH (YK€ M3BECTHBIM
copToM). MbI MOXeM OIIEHUTb KauyeCTBO MOJEJIU, BbIYUCIUB IIPABHIBHOCTH
(accuracy) — TPOIEHT IBETOB, /JJd KOTOPBIX MOJleJib TTPABUJIbHO
CIIPOrHO3MPOBaJa COpTa:

In[29]:
y_pred = knn.predict(X_test)
print("MporHose ana TectoBoro Habopa:\n {}".format(y_pred))

Oout[29]:
MporHo3bl AnA TecTtoBoro Habopa:
[21020201112111101100210020011021022102]

In[30]:
print("MpaBunbHocTb Ha TecToBoMm Habope: {:.2f}".format(np.mean(y_pred == y_test)))

Out[30]:
MpaBMIbLHOCTbL Ha TecToBoM Habope: 0.97

Kpome Toro, MbI MOJKEM UCIIOJIb30BaTh METO]] Score oObekTa knn, KOTOPHIii
BBIUMCJISIET MTPABUJIBHOCTD MOJIEH JIJIsl TECTOBOTO Habopa:

In[31]:
print("MpaBuibHOCTbL Ha TecToBoMm Habope: {:.2f}".format(knn.score(X_ test, y test)))

Out[31]:
MpaBMAbHOCTb Ha TecToBoM Habope: 0.97

[TpaBUJIHOCTH 3TON MOENN JIJISI TECTOBOTO HAbOpa COCTABJSIET OKOJIO
0.97, uTo o3HAUaeT, YTO MBI JAJTW TPABUJIbHBIN TPOTHO3 Mg 97% upucoB B
TectoBoM Habope. IIpy HEKOTOPBIX MaTeMaTHYeCKUX JOMYyIIEHHSIX, 9TO
O3HAYaET, UTO MBI MOKEM OKHJaTh, YTO Hallla MoJeab B 97% ciydaeB macT
MIPaBUJIBHBINA TIPOTHO3 JIJIst HOBBIX UPHCOB. JIJ1sT Hatero 60TaHUKa-TIOOUTE ST
9TOT BBICOKUI YPOBEHBb MPABUJIBHOCTU O3HAUYAET, UTO HAIla MOJIETh MOKET
OBITH JJOCTAaTOYHO HAAEKHON B MCIIOJb30BaHUU. B ciiefyronux ryaBaX MBI
00CyIuM, Kak MOKHO yJaydmiuTh 3(OGEKTUBHOCTD MOJENU, U € KaKUMU
MO/IBOJTHBIMU KaMHSIMU MOKHO CTOJTKHYTHCST TIPY HACTPOKE MOJIEJIN.

JlaBaiiTe MOABITOKEM TO, YeMy Mbl HAYYMJIUCh B 3TOW raBe. Mbl Hadaau ¢
KPaTKOTO BBEJEHHSI B MAIIMHHOTO oOy4eHre u cep ero mpuMeHeH!sI, 3aTeM
oOCyAMIN Pa3ndre MeXAy oOydeHueM ¢ yuuTeseM U obOydeHmem Oe3
YVUUTENS] W Jadd KPaTKuil 0030p HMHCTPYMEHTOB, KOTOpPbie MbI Oyaem
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UCIIOJIb30BaTh B 3TOW KHUTE. J3aTeM Mbl CHOPMYJUPOBAIN  3a/1auy
KaccuuKaIu MPUCcOB Ha OCHOBE TIPOBEJCHHBIX U3MEPEHUH XapaKTePUCTUK
1[BeTOB. MBI HCIIO/Ib30Baan HaOOp [JaHHBIX, B KOTOPOM 9KCIIEPT YiKe
MpeaBapUTEIbLHO KAacCu(UITUPOBAT UPUCHI IS TIOCTPOEHUST MOJIENN, TaKUM
00pa3oM, MbI pPellajn 3a7a4y OOYYEHHS C YUUTEJeM. BbIIo TPY BO3MOMKHBIX
copTa MPHUCOB — Setosa, versicolor w virginica, 4to [eajo Hally 3agady
3aj/laueil  3-kJyaccoBoil  kjaccudukanuu. B 3amade  kiaccuduranuu
BO3MOJKHBIE COPTa UPHCOB HA3BIBAIOTC Kaaccami (classes) a caMu Ha3BaHMS
coptoB — merkamu (labels).

Hab6op mannbix Iris cocrout m3 aByx mMaccuBoB NumPy: oguH comepskuT
marable W B scikit-learn ob6o3Hauaercs Kak X, IPYTOH COJEPKUAT
IpaBUJIbHBIE WM HY’KHbIE OTBEeTHI M o0OO3Havyaercs Kak y. MaccuB X
peCcTaBisieT co00# IBYMEPHBIN MAacCHUB IIPU3HAKOB, B KOTOPOM OJ[HA CTPOKA
COOTBETCTBYET OAHON TOUKE JAaHHBIX, a OAMH CTOJOEI] — OJHOMY IIPHU3HAKY.
MaccuB y mipezictaBiisieT coO0i OHOMEPHBII MAaCCHB, KOTOPBI /IS KasKI0TO
npuMepa CoIeP;KUT METKY KJiacca, 1esioe yucao ot 0 go 2.

MpbI pasgennin Haml HabOp AaHHBIX HA oOyyamomui Haoop (training set),
4TOOBI TIOCTPOUTH HAIILY MOJIENb, a TaKKe TecTOBbII HA0op (test set), 4ToObI
OIEHUTH, HACKOJIBKO XOPOIIIO Hallla MOJENb OyaeT KaaccuuinpoBaTh HOBBIE,
paHee He3HAKOMBIE €li JaHHBIE.

Mpbl  BBIOpaIM aArOPUTM KJAacCUPUKAMU Kk OmmKaillmx —cocefe,
KOTOPBIN TeHepupyeT IMPOTrHO3 IS HOBOU TOYKHM JaHHBIX, pacCMaTpuBas ee
Osmokaiinero cocena(eii) B obOydatoneM Habope. Bce aTo peanmsoBaHo B
kjacce KNeighborsClassifier, KOTOPBIN COAEPKUT AJTOPUTM, CTPOSIIUNA
MOJIeTb, a TaKKe aJTOPUTM, KOTOPBIM JaeT TIPOTHO3bI, WCIOIb3YS
MOCTPOEHHYI0 MOJesib. MBI co3zann  OObEeKT-9K3eMILISIP KJacca, 3ajaB
mapaMeTpbl. 3aTeM MbI ITOCTPOMJIM MOJIeJib, BbI3BaB MeTon fit m mepenan
obyuatomue gaHHbIe (X_train) m oOyuaromiue orBeThl (y_train) B KauecTBe
mapaMeTpoB. MbI OIEHWJIM KadecTBO MOJIEJIM C HCIOJb30BAaHUEM METO/IA
score, KOTOPBIM BBIYUCJSET MPABUJIBHOCTh Moje . Mbl IPUMEHUIN METO]T
score K TECTOBBIM JaHHBIM U TECTOBBIM OTBeTaM U OOHAPY’KUJIU, YTO HaIla
MO/IeJIb IEMOHCTPUPYET TTPABUIBHOCTD OKOJIO 97%. ITO 03HAYAET, UTO MOIETH
BBIJIAET MPABUJIbHbBIE TIPOTHO3BI Uit 97 % HabJoIeHri TecTOBOro Habopa.

IT1o yOeanIo Hac B TOM, YTO MOJIEIh MOYKHO TPUMEHUTH K HOBBIM JaHHBIM
(B HamieMm mpuMepe 3TO M3MEPEHUs XapaKTePUCTUK HOBBIX I1IBETOB), U MbI
HaJIeeMcsI, YTO 3Ta MOJIEJb JacT MPaBUJIbHbIE TTPOTHO3BI B 97% cirydaes.

Huxxe npuBoauTCs  KpaTkoe  U3JIOKEHWe  I[POrPpaMMHOIO  KOja,
HEOOXOIMMOTO JIJIsT BCEl TIPOIIeyPhl 0OOYUEHNST U OIEHKH MOJIEJIN:

In[32]:
X_train, X_test, y_train, y_test = train_test_split(
iris_dataset['data'], iris_dataset['target'], random_state=0)

knn = KNeighborsClassifier(n_neighbors=1)
knn.fit(X_train, y_train)
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print('"MpaBunbHocTb Ha TecToBoM Habope: {:.2f}".format(knn.score(X_test, y_test)))

Oout[32]:
MpaBMALHOCTb Ha TecToBoM Habope: 0.97

IToT (pparMeHT COAEPKUT GA30BbII KO, HEOOXOAMMBIN /IS TIPUMEHEHNSI
MO0O0TO  aAropuTMa MAIIUHHOTO o0OydeHusl ¢ moMmolbio scikit-learn.
Metonbr fit, predict u score gBigiorca oOIMMMU 719 MOJeJel
KOHTpOJIMpyeMoro obyuenuss B scikit-learn u, MCIOJB3YysS IMIPUHIUIIBL
IIpUBEJICHHBIE B 9TOU TJIaBe, BBl MOKETE TPUMEHUTD 9TU MOJIEJIN JIJIS1 PelIeHU
Pas3IMYHBIX 3a/a4 MAIIMHHOro 00ydenus. B ciexyiomnieil riaase Mbl ogpoOHee
PacCMOTPUM  Pa3jIMYHbIE MOJEIM MAIIMHHOTO OOYYEHHUSI C YYUTEJIEM,
nMmeromuecs B scikit-learn, u pacckakem, Kak yCIIEIITHO IIPUMEHATH UX.
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[ NABA 2. METOABI MAWINHHOIO OBYHEHISI
C YHUNTENEM

Kak MbI yske TOBOpMJIM paHee, MAIIUHHOE OOyYEHHE C YUUTETEM SIBJISIETCST
ONHUM M3 HanboJjiee YacTO MCIOJb3YEMbIX M YCIENIHBIX BUIOB MAIIMHHOTO
oOyuenust. B artoii riaBe Mbl Gosiee TOAPOOHO PACCKAKEM O MaIIMHHOM
0OyYeHUU C yuuTejaeM ¥ OObSICHUM paboTy HECKOJIBKUX IIOMYJISIPHBIX
anropuT™MOB. MbI yiKe pasOupasy NpUMeHeHHe MAIIUHHOTO OOydYeHHs C
yunTejseM B ryaBe 1: KiaccrUKaAIMI0 MPHUCOB IO HECKOJBKUM COPTaM C
HCIIOJTb30BaHNEM M3MePeHN (DPU3MUECKUX XapaKTEPUCTUK I[BETOB.

BcrmomunM, 4to 00ydeHre ¢ yIUTeNeM UCIOJIb3YeTCsT BCSIKMI pa3, KOT/a
MBI XOTHM TIpe[CKa3aTh OIpeAeJeHHbIl pe3yabTar (OTBET) MO TaHHOMY
00bEKTY, U y HAC eCTh Hapbl OOBEKT-0TBET. MBI CTPOUM MOJIE/Ih MAIITTHHOTO
00y4eHHs Ha OCHOBE STHX Iap OODBEKT-OTBET, KOTOPbIE COCTABJISIOT HAII
oOyuvaromuii Habop JaHHBIX. Halma 1esb COCTOMT B TOM, YTOOBI IOJIYYUThH
TOYHBIE IIPOTHO3BI JJISI HOBBIX, HUKOIJA paHee He BCTPEYABIIMXCS JaHHBIX.
MarnHHoe oOydeHne ¢ yUuTeeM 4acTo TpeOyeT BMeIIaTeTbCTBa YeI0BEKa,
4TOOBI TIOJYYUTH 00yUaAIONUil HAOOP JAaHHBIX, HO TIOTOM OHO aBTOMATH3UPYET
1 9aCTO YCKOPSIET pellieHre TPYAOEMKUX MJIN HEOCYIIECTBUMBIX 3aj1ad.

KAACCNUKaUNS N perpeccins

Ectp 1Ba OCHOBHBIE 3aauyd MaIIMHHOTO OOyYeHUS C  YYUTEIeM:
kaaccuguranmus ( classification) n perpeccrs (regression).

Ilenp kmaccuduKauu COCTOUT B TOM, YTOOBI CIPOTHOBUPOBATH METKY
kaacca (class label), koropas mpencraBiasier coboil BBIOOp M3 3apaHee
OTIpeIeJIEHHOTO CITMCKAa BO3MOKHBIX BapMaHTOB. B riaBe 1 MbI Mcmoib30BaIn
npumep KjaaccuuKaiu UPUCOB, KOT/Ia OTHOCUJIN I[BETOK K OJTHOMY U3 TpeX
BO3MOKHBIX COpPTOB. Kiaccudukaiiusg wHOrga pasiensercss Ha OHHAPHYIO
kaaccuguranmio ( binary classification), KoTopast SIBJISIETCS YaCTHBIM CJIy4aeM
paszie/ieHus Ha JBa KJacca, ¥ MyJIbTUKJIACCOBYIO Kaaccudukaruio (multiclass
classification), xorma B Kjaccu(UKAIMU Yy4acTByeT OoJjiee ABYX KJIACCOB.
bunapHyio knaccudukaimio MOXKHO MPEJACTAaBUTh KaK MOMNBITKY OTBETUTh Ha
MOCTaBJIEHHBIN BOIPOC B hopMmate «jaa/HeTs». Knaccudukaiiys aeKTPOHHBIX
IICeM Ha CIlaM M He-CIIaM SIBJISIETCS TIPUMEPOM OMHApPHOM KJIacCHUMDUKAIIIIL
B nannoit 3amaue OmHapHO# KiaaccuUKaIUM OTBET <«Ja/HET» Jaercs Ha
BOIIPOC <«SBJISIETCS JIU 9TO 3JIEKTPOHHOE TTUCHbMO CITAaMOM?»
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B OGunapHO#l KIaccupUKAIMd MbI 4acTO TOBOPHM O TOM, YTO OJIWUH
KJIaCC SIBJISICTCSI HOJIOXKHTEIbHBIM (POSILIVE) KIAcCoM, a IPYTroii Kiacc
aByseTcsa  orpunaregbHbiM  (negative)  kjaccoMm. llpu  aTom
<ITOJIOJKUTEJIbHBIIT» O3HAYAET 3/1eCh He HAJW4YWe BBITO/bI (IIEHHOCTN),
a O00beKT wuccienoBaHuss. TakuMm 00pasoM, MpHU TIOMCKE CcllaMa,
HOJIOKUTENTBHBIM KJIACCOM MOJKET OBITh KJacc «caM». Bormpoc o Tom,
KaKOil M3 9THX JBYX KJIacCOB Oy/IeT TOJOKUTENbHBIM, YacTO
CyObeKTHBEH M 3aBUCUT OT TIPEAMETHON 00JIaCTH MCCIe[OBAHMUS.

C nmpyroit cTOpOHBI, TpUMep KIacCU(MDUKAIIUNA UPUCOB SBJSETCS TPUMEPOM
MYJIbTUKJIACCOBOH Kiaccudukaiuu. Eie oqun mpumep — MPOrHO3UPOBAHUE
s3bika BeO-caiita. Kimaccamu 3mech OyzmeT 3apaHee OIpeNe€HHBIN CIIMCOK
BO3MOJKHBIX SI3BIKOB.

Ilenp perpeccuu COCTOUT B TOM, YTOOBI CIIPOTHO3MPOBATH HEIPEPHIBHOE
4MCI0 WX YHCA0 ¢ Iiasammeri toukor (floating-point number), ecin
HCII0JIb30BaTh TEPMHUHBI TPOrPaMMUPOBAHUS, WK BergecTBeHHoe yncao (real
number), ecin  TOBOPUTH  SI3BIKOM  MaTEMaTUYECKHUX  TEPMUHOB.
[TporHo3mpoBaHme TOMAOBOTO [I0XO/a 4YeJOBeKa B 3aBUCUMOCTU OT €ro
0oOpa3oBaHMsI, BO3pacTa M MeCTa JKUTEJIbCTBA SBJSETCS TPUMEPOM
perpeccuoHHo# 3amaun. [IporHosupyemoe 3HaueHue J0X0/a TPEACTABJSIET
coboil cymmy (amount) u MOKeT OBITH JIIOOBIM YHCIOM B 3aJaHHOM
nuana3oHe. Jlpyroii mpumep perpecCMOHHON 3ajlayd — IIPOTHO3UPOBAHUE
oObeMa yposkast 3epHa Ha (epMe B 3aBHCHUMOCTH OT TaKMX aTpuOYTOB, Kak
00beM TIPEIBIAYIIETr0 YposKasl, TII0rofa, M KOJUYECTBO COTPY/IHUKOB,
paborarouux Ha pepme. I cHOBa 06beM ypoKast MOKET OBITh JIIOOBIM YHCIOM.

Camblii POCTOil €IIOCOO OTJNYUTH KAACCU(PUKAIMIO OT PErpeccuu —
CIIPOCUTH, 3aJI0K€EHA JIN B TTOJyYeHHOM OTBETE OIpe/ie/ieHHAast HEPEPHIBHOCTD
(peeMcTBeHHOCTH). Ecim mosiyyeHHbIe pe3yJbTaTbl HENPEPBIBHO CBSI3aHbBI
IPYT C APYTOM, TO pelllaeMas 3ajadya sIBJsercs 3ajadeil perpeccun. Bozbmem
MPOTHO3MPOBAHUE TOMOBOTO JI0XO/a. 3/eCh SICHO BHJHA HENPEPBIBHOCTD
orBeta. PasHuma mexay roxoBbiM goxozoMm B 400008 wmm 400018 e
CYII[eCTBEHHA, XOTSI Peub HJEeT O Pa3HbIX JeHEeKHBbIX cymMMmax. Eciam Hamr
anroput™ npenckaspiBaer 399998 wam 400018, B To BpeMsi Kak OH JI0JIKEH
npeznckasarb 400008 (peasbHOe 3HaYeHME TOJOBOIO J0X0/a), Mbl He Oymem
HacTaWBaTh Ha TOM, 4YTO pasHWIAa cyllecTBeHHa. Haobopor, B 3amaue
paciio3HaBaHUM sI3bIKa Beb-caiiTa (3amade Kiaaccu(PUKALNMKM) OTBETHI YETKO
ompenenenbl. KoHTeHT caiita MokeT OBITh HammcaH JUO0 Ha OIHOM
KOHKDETHOM SI3bIKe, JM0OO Ha APYyroM. Meay s3bIKaMi HET HeIPepbIBHOIL
CBSI3W, He CYIIEeCTBYeT s3bIKa, HaXOJSIIErocsl MeXIy aHTJIUUCKUM W
dpaniysckum.’

5 MbI mpocuM TIpoIIeHHs y JIMHIBUCTOB 3a yIPOIIEHHOE MNpEACTaBJeHHe O SA3bIKaX KaK OTAEJbHBIX M
(buKCHpPOBaHHBIX OOBEKTAX.
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B MamuHHOM OOydYeHMH € y4YUTeJIeM HaM HYKHO IIOCTPOMTH MOJIEJIb Ha
00yYaroIMX JaHHBIX, a 3aTe€M IOJYUYNUTh TOYHBIE ITPOTHO3BI JJIsI HOBBIX, €II[e
He BCTPEYABIIMXCS HaM JaHHBIX, KOTOpPble KMEIOT Te e caMble
XapaKTEePUCTUKN, YTO U MCIIOJIh30BaHHBIM Hamu oOyudatommii Habop. Ecin
MOJIeJIb MOJKET BbIZIaBaTh TOUYHBIE IIPOTHO3bI Ha paHee He BCTPEYABIIUXCS
JAHHBIX, MBI TOBOPHM, YTO MOJeJb OOJajaerT CIOCOOHOCTBIO 0000ITaTh
(generalize) pesynbrar Ha TecToBble JaHHble. HaM HE0OXOAUMO IOCTPOUTH
MoOJesib,  KoTopast ~ Oyzer  ob6jafarh  MaKCHMajabHOI  0000IatoIei
CIIOCOOHOCTBIO.

OOBIYHO MBI CTPOUM MOJEIb TaKKM 00Pa3oM, 4TOOBI OHA JaBajia TOUHbIE
IIPOrHO3bI Ha oOyuaiomieM Habope. Ecim obyuaronuii 1 TecTOBBIII HaOOPBI
UMEIOT MHOTO OO0Iero Mexay co0oi, MOKHO OXKHUAAaTh, 4TO MOJENb OyxeT
TOYHOH W Ha TecToBOM HaOope. OIHAKO B HEKOTOPBIX CJAydasX 9TOTO He
npoucxoaut. Hampumep, eciay Mbl CTPOMM OYEHb CJIOKHBIE MOJEJIH,
HEOOXOMMO IOMHHTh, UYTO Ha OOydarolleil BBIOOPKE MOYKHO IIOJYYUThH
IIPOU3BOJILHYIO IIPABUIBHOCTb.

JlaBaiiTe B3TJIsTHEM Ha BBIAYMAHHBINA IIPUMEP, YTOOBI MTPOUJLIIOCTPHUPOBATE
oToT Tesuc. CKaxkeM, HAUMHAIOIUI CIEUAJNUCT 10 aHAJIU3Y JAHHBIX XOUeT
CIIPOTHO3MPOBATh MOKYIIKY KJIMEHTOM JIOAKU Ha OCHOBE 3allMCell O KJIMEHTaX,
KOTOpbIE paHee IIPUOOPeIN JIOAKY, M KJIMEeHTaX, KOTOPbIe He 3aMHTEPEeCOBAHbI
B NOKyHKe JOAKW. ' Ileap cocTouT B TOM, 4YTOOBI OTIIPABUTH PEKJIAMHbBIE
[UCbMa KJIMEHTaM, KOTOPbIE, BEPOSITHO, XOTST COBEPLIUTbH IOKYIKY, U He
OECIIOKOUTD KJIMEHTOB, HE 3aMHTEPECOBAHHBIX B IIOKYIIKE.

ITpeoaoKuM, y HaC €CTh 3allUCU O KJIMEeHTaX, IIPUBEJeHHbIe B Tab/IuIe

2.1.

" B neficTBUTENBHOCTH 9TO CI0KHAS TTPpo6GeMa. XOTS Mbl 3HAEM, YTO OCTAJIbHbIE KJIMEHTHI ellle He KyIHJIN y
HAC JIOJIKY, OHU MOTJIM KYITUTh €€ ¥ KOTO-TO €llle, WM OHU MOTYT OTKJIAJIbIBATh COEPEKEHNs M MIIAHNPOBATH
HOKYTIKY JIOAKU B OyAyIIeM.
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Bospacr Konuuectso aBTomobunei EcTb co6CcTBEHHbIN Konunuecrso CemeitHoe Ectb Kynun
B cO6CTBEHHOCTH aom petei nonoxenue | cobaka | nogky

aa
na
HeT

66
52
2
25
44
39
26
40
53
64
58
33

BAOBEL, HeT na

KeHat HeT na

KeHat na HeT

HeT X0N0CT HeT HeT

HeT
aa
HeT
aa
aa
aa
aa
Het

pasBeseH na HeT

KEeHaT Aa HeT

xonocr HeT HeT

KEeHaT Aa HeT

pasBeseH HeT na

passeneH HeT HeT

KeHat na na

Rl wl R,k M-
Rl wl R, olw] s

X0N0CT HeT HeT

Ta6bnuua 2.1 MNpumep gaHHbIX O KNUeHTax

[TopaboTaB ¢ JaHHBIMA HEKOTOPOE BPEeMs, HaIll HAaUMHAIOI[AI CIIeIMaIiuCT
dbopMyaupyer cieayioliee IPaBUIO <«eCAU KJIUEHT cTapiie 45 JeT, y Hero
MeHee Tpex jeTeil, b0 y Hero Tpoe M OH JKeHaT, TO OH CKOpee BCETO KYITUT
JM01Ky». Ecam crpocuTh, HACKOJIBKO XOPOIIO pabOTaeT 3TO IPABUJIO, HAIll
CIeIuaJncT BOCKINKHET «oHo naeT 100%-myio npaBuiabHOCTB!> U B camom
mesie, JJis JAaHHBIX, IPUBEIECHHBIX B TaOJMIlE, 9TO MPABUJIO JIEMOHCTPUPYET
HJICAJIbHYIO MTPaBIIBHOCTh. MBI MOT/Iu ObI chOPMYINPOBATh MAcCy IIPaBUII,
OOBSICHSIIONINX TIOKYIIKY JOAKKA. 3HAYeHUsI BO3PACTa IMOSIBJISAIOTCS B Habope
JTAHHBIX JINIIb OAWH Pa3, TAKMM 00pa3oM, MbI MOTJIM OBl CKa3aTh, YTO JIIOAN B
Bo3pacte 66, 52, 53 u 58 JeT XOTAT KYIHUTh JOAKY, TOTJa KaK BCE OCTAJIbHbIE
He coOMparTcs ee MOKymaTh. HecMoTps Ha TO 94TO MOKHO C(HOPMYJIUPOBATH
MHO’KECTBO IIPaBWJI, KOTOPbIe XOPOIIO paboTaroT IJIs ITUX HaOJIOJEeHMUI,
cJIe[lyeT IIOMHUTD O TOM, YTO HaM He MHTEPECHBI TPOTHO3BI JIJIsI 9TOr0 Habopa
JTAHHBIX, MbI YK€ 3HAeM OTBETHI JIJIsI 3TUX KJWEHTOB. Mbl XOTUM 3HATh, MOTYT
JIX HOBbI€ KJMEHTBbI KYIUTh JOAKY. IloaTOMY HaM HY:KHO IIPaBUJIO, KOTOPOE
Oyzer Xopolo paboTaTh [JIsI HOBBIX KJIMEHTOB, W pocriskeHne 100%-Hoii
MPaBUJIBHOCTH Ha oOydarolieil BHIOOPKe He MOMOKeT HaM B 9ToM. Hesbss
OKHU/IaTh, YTO IPABWJIO, CHOPMYJNPOBAHHOE HAIIUM CIIEI[HATUCTOM, OyIeT
TakK JKe XOpOIIo paboTaTh M 1T HOBBIX KJAMEHTOB. Iloxoike, ¢ aTUM y Hac
CJIOKHOCTb, BeJlb Y HAC MaJjIo AaHHbIX. Hampumep, yacThb mpaBuia «aImbo Tpoe
U OH JKeHaT» c(HOPMYJIUPOBAHO IO OJHOMY KJIUEHTY.

EnuHCTBeHHDBI TOKa3aTeJb KadecTBa pabOThl aJfOPUTMa Ha HOBBIX
JIAHHBIX — 3TO MCIIOJIb30BaHUE TecTOBOro Habopa. OIHAKO MHTYUTUBHO® Mbl
OKHUJIaeM, YTO IIPOCTBbIE MOZEIN AOJUKHBI Jiydiie o600IMarh pe3yiabTraT Ha
HOBBIe HaHHbIE. Ecim ObI MpaBUIO 3Bydaso <«Jaoau crapiie 50 JjieT XOTsaT
KYIIUTh JIOAKY» U OHO OOBSICHSIO OBl TOBEJEHHE BCEX KJNEHTOB, MBI

8 U coBepiieHHO 0GOCHOBAHHO ¢ TOYKM 3PEHUS MaTEMATHKH.
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noBepsiii Obl eMmy OoJibllle, YeM IPaBUIy, KOTOPOE IIOMHMO BO3pacTa
BKJIOYAI0 ObI KOJMYECTBO JeTell W ceMeliHoe mosoxkenue. IToaromy Ham
BCerja HysKHO HCKaTh CaMyIo IIPOCTYIO Moiesib. IlocTpoenyie Mogeu, KOTopast
CJIMIITKOM CJIOKHA JIJIsI MMeloIierocst y Hac oObema mHpopMaiuyu (4To u
cleJial Hall HAYMHAIOUIUN CIIEIUAJUCT 10 aHAJIM3y JaHHBIX), HA3bIBAETCSI
nepeobyvermnem (overfitting). llepeobydeHue TPOUCXOAUT, KOTAA Balia
MOJIEJIb CJIMIIKOM TOYHO IIOACTPAMBAETCS IO OCOOEHHOCTU OOYyYaloIiero
HabOpa M BbI TOJIy4YaeTe MOJE/Ib, KOTOPask XOPOIIo paboTaeT Ha 00ydaioleM
Habope, HO He ymeeT 00O0OINATh Pe3yabTaT Ha HOBBIe AaHHBIE. C Apyroi
CTOPOHBI, €CJIM Ballla MOJAE/b CAUIIKOM IIPOCTA, CKaKeM, BbI C(hOPMYIHMPOBATIH
IIPaBUJIO <BCE, Yy KOIO €CTh COOCTBEHHBIA JOM, ITOKYIAeT JOAKY», BB,
BO3MOJKHO, HE CMOIJIM OXBaTUTh BCE MHOTOOOpasue M M3MEHYNBOCTD JaHHBIX,
U Ballla MOJieJIb OyIeT II0X0 paboTaTh gaxke Ha obydamonieM Habope. Beibop
CJIMIIIKOM TTPOCTON MOJIeNI Ha3biBaeTcs Heqoooygernem (underfitting).

Yem ciokHee MOeb, TeM Jydiie oHa OyzeT paboTaTh Ha OOYyYaOIINX
manabIX. OHAKO, eC/IM Halla MOJIEJb CTAHOBUTCS CJIMIIKOM CJIOKHOMN, MbI
HauMHaeM YJeJdTh CJAUIIKOM MHOTO BHUMaHMS Ka)KJIOW OTIeJbHOU TOYKe
JaHHBIX B HaimeM oOydaioieM Habope, M 9Ta MOJAEIb He OyAeT XOPOIIOo
0000111aTh Pe3yIbTaT Ha HOBBIE JaHHBIE.

CyiecTByer ONTUMAJIbHAs TOYKA, KOTOpas IIO3BOJISIET  IIOJIYYUTh
HAWJIYYIIyio 0600mamonyo crnocobHocTb. COOCTBEHHO 3TO U €CTh MOJEJb,
KOTOPYIO HaM HY>KHO HaMlTH.

Kommpomrice Mexxay mepeobydeHreM U HeZooOydeHreM TOKa3aH Ha PHC.
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Puc. 2.1 Komnpomucc mexay CnoXHoCTbo Mogenu
1 NPaBUbHOCTbLIO Ha 0by4atoLLen 1 TeCToBON BblIGOpKax
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Ba)xHO OTMETUTD, YTO CJIOKHOCTH MOJEJIN TECHO CBSI3aHA ¢ U3MEHYUBOCTBIO
BXOJIHBIX JAHHBIX, COJEPIKAIINXCS B BalleM oOydaioieM Habope: ueM OO0JIbIle
pasHooOpasre TOYeK JaHHBIX B BamieM Habope, TeM 0OoJiee CIOKHYIO MOZE/b
MOJKHO HCITOJIb30BaTh, He OECIOK0sich 0 mepeobyderHnn. OOBIYHO OOIBIINIL
oObeM JAHHBIX JaeT OoJibliiee pasHooOpasme, TakuM 00pa3oM, OOJIbIINe
HaOOPBI JAHHBIX II03BOJIAIOT CTPOUTH OoJiee CJIOKHBIE Momean. OpHako
npocToe AyOJaMpoBaHUEe OAHMX M TeX e TOYeK JAaHHBIX WU cOOp OdYeHb
ITOXOKUX JAHHBIX 3/1eCh HE ITOMOJKET.

Bosspaiasich K mpogaskaM JIOJOK, MOKHO CKa3aTbh, YTO €CjIi Obl Y Hac
ob110 60stee 10000 cTPOK JaHHBIX O KJIMEHTaX W BCEe OHU MOTYMHSIIVCH OBl
[IPABUJIY «€CJIM KJIMEHT crapiie 45 Jier, y Hero MeHee Tpex jereil, Jubo Tpoe
U OH JK€HaT, TO OH CKOpPee BCEro KYIUT JIOAKY», MbI ObI ¢ rOpa3mo OOJIbIeil
BEPOSATHOCTHIO IIOBEPUJIM B 9TO IMPABUJIO, YeM eCcau Obl OHO OBLIO
chopMyInpoBaHO JIHIIb 110 12 cTpokam Tabamisr 2.1.

YBenuuenne oObeMa JAaHHBIX U IIOCTpOeHMe OoJiee CJIOKHBIX MOJEJIeil
Y4aCcTO TBOPAT Yyjeca Py PelIeHNH 3aj1ad MAIIUHHOTO OOYYEHUsI C YUUTEJIEM.
B aT0i1 KHITE MBI cOCpeoTOUNMCS Ha paboTe ¢ JaHHBIMU (DUKCHPOBAHHOIO
pasmepa. B JieiicTBUTEIbHOCTH BBI, KaK IIPABUJIO, CAMU MOYKETE OIIPEIEIUTh
00beM COOMPAEMBIX JAHHBIX, 1 9TO MOKET OKa3aThCsl OOJiee IMOJIE3HBIM, YeM
KOPPEeKTMPOBKAa M HacTpolika Bamieil wmozaenu. Hwukorma He crout
HeI0OI[EHNBATh ITPEMMYIIIECTBA YBEINUYeHns 00beMa JaHHbIX.

Tenepb MbI paccMOTpUM HauboJiee IOIYJIAPHbIE AJTOPUTMbI MAIIUHHOIO
oOyueHHs U OOBACHUM, KaKk OHM OOydyaloTCs Ha OCHOBE JaHHBIX M Kak
BBIYUCJISAIOT IIPOrHO3bl. KpoMe TOro, Mbl pacCKakeM O TOM, KaK IIPUHIUII
CJIOKHOCTHU PEAIN3YeTCs st KasKIO0H U3 9THX MOJeNel, ¥ MOKakeM, KaK TOT
UM WHOH aJrOPUTM CTPOUT MOJeab. MbI PacCMOTPUM IIPEUMYIIECTBA U
HEJJOCTATKU KasKIOTO aIrOPUTMa, a TaKKe PACCKaKeM O TOM, IPUMEHUTEIbHO
K KaKiM JaHHBIM JIydIlle BCEr0 MCIIOJIb30BaTh TOT WJIM WHON aJropuT™. Ml
TaKkKe 0ObSICHUM 3HaYeHue Hanboiee BasKHbIX IIapaMeTPOB U OILUi. MHorue
AJITOPUTMbI MMEIOT OIIMK KJACCU(UKALUU W PErPeCcCHy, II0ITOMY Mbl
onuIeM obe OIINN.

Heobst3aTeIbHO JIeTalbHO BUNTBHIBATHCS B OIMKMCAHUE KaxKI0r0 aJrOpPUTMA,
HO [OHMMaHKME MOJENU JACT BaM JIydilee IIPeACTAaBAEHUE O Pa3IUYHbIX
crocobax pabOThI AJITOPUTMOB MalllMHHOTO 00y4eHus. Kpome Toro, aTy riaBy
MOKHO HCIIOJIb30BaTh B KayeCTBE CIPABOYHOIO PYKOBOJACTBA, U BBl MOXKETE
BEPHYTBCS K HEll, ec/ii He 3HaeTe, Kak paboTaeT TOT UM WHOM aJITOPUTM.
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HekoTopble Habopbl AQHHBIX

Jlas  wamocTpaliuy  pa3IMYHBIX  QJITOPUTMOB MBI Oy[eM HCIIOJIb30BaTh
HECKOJIbKO  HabOpoB  gaHHBIX. Hekoropble HabOOpPBI JaHHBIX  OyzaeT
HEOOIBIIMMI U CUHTETHYECKUMHU (TO €CTh BBIAYMAHHBIMU ), IIPU3BAHHBIMU
MOYEPKHYTh OTAEIbHBIE ACIEKTHl aJIrOPUTMOB. [lpyrue HaOGOPbI JaHHBIX
OyayT OOJNBIINMHU, pEaTbHBIMUA IIPUMEPAMI.

[IpumepoM cuHTETHYeCKOro Habopa [aHHBIX s JABYXKJACCOBOI
KaccuduKanuy sBisieTcs: Habop maHHBIX forge, KOTOPHIN COAEPIKHUT JBA
npusHaka. IIporpamMMHBbIN KON, TPWBEAEHHBIN HUIKE, CO3/AeT AuarpaMmy
paccesHus (puc. 2.2), BU3yaqusnpysi Bce TOUYKU JAaHHBIX B 9ToM Habope. Ha
rpadrKe TEPBBI MPU3HAK OTJIOKEH HAa OCU X, a BTOPOil — 1o ocu y. Kak 310
Bcersa ObIBaeT B AuMarpaMMax —paccsieHus], Kaxkjaas TOYKa JaHHBIX
npejicTaBiIeHa B Bujie ogHOTO Mapkepa. [BeT u hopma Mapkepa ykaspiBaeT Ha
KJIacc, K KOTOPOMY TPUHAJJIEKUT TOUKA:

In[2]:

# reHepupyem Habop f[aHHbIX

X, v = mglearn.datasets.make_forge()

# cTpomm rpaguk 419 Habopa [aHHbIX
%matplotlib inline
mglearn.discrete_scatter(X[:, 0], X[:, 1], vy)
plt.legend(["Knacc 0", "Knacc 1"], loc=4)
plt.xLlabel("MepBuii NpusHak")
plt.ylabel("BTopoi npusHak")

print("dopma maccuea X: {}".format(X.shape))

Out[2]:
dopma MaccmBa X: (26, 2)
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Puc. 2.2 Jnarpamma paccesHus gna Habopa gaHHbIx forge
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Kak BUIHO M3 CBOAKH IO MacCHBY X, 3TOT HabOp COCTOUT M3 26 TOYEK
JAHHBIX U 2 TPU3HAKOB. [lJiS WAMIOCTpAllMy aJATOPUTMOB PErpeccuiu, Mbl
BOCIIOJIb3YEMCSI CUHTETHYeCKMM HabopoM wave. Habop maHHBIX wnMeer
e/IMHCTBEHHBI BXOJHOM IPU3HAK W HENPEPBIBHYIO I€JEBYIO MEPEMEHHYIO
WM oTKIHK (response), KOTOPBIM MbI XOTUM cMmojenupoBaTb. Ha pucynke,
MMOCTPOEHHOM 37iech (puc. 2.3), 0 OCHM X PacIojlaraeTcsl eInHCTBEHHBIN
MPU3HAK, a TI0 OCU y — IlesieBas nmepemeHHast (OTBET).

In[3]:

X, v = mglearn.datasets.make_wave(n_samples=40)
plt.plot(X, y, 'o")

plt.ylim(-3, 3)

plt.xLlabel("Mpu3Hak")

plt.ylabel("lleneBaa nepemeHHan")

3 T T T T T
2r ° i
= ® b
g 1_ - . -
é @ @ @ ®
u ® ® ®
@ ol e o @ S " |
°
E [ ] * g e
o [ ] |
s ~1e® L) *
= o® ® o
-3 L ® _
°
_3 l l l l l
-3 —2 -1 0 1 2 3
MpU3HaK

Puc. 2.3 N'padumk ona Habopa AaHHbIX wave, Mo OCK X OTIIOXKEH NPU3HaK,
Nno ocu y — Lenesasi nepeMeHHas

MBI HCIIOIb3yeM 3TH O4YeHb IPOCThie, HU3KOpa3MepHbIe HaOOPhI JaHHbIX,
MOTOMY 4YTO WX JIETKO BU3YaJIM3UPOBaTh — TleyaTHasd CTPaHUIlA WMeeT JBa
U3MepPeHus, W JaHHble, KOTOPbIe COfepKar Oojiee [BYX MPU3HAKOB,
rpaduyecKy TPeACTaBUTh TPYAHO. BBIBOI, MMOJyYeHHBIH 11 Habopa ¢
HeOOJIBIIMM YHCJIOM TIPU3HAKOB WiN  Huzkopazmepaom (low-dimensional)
HaOope, BO3MOKHO, He MOATBEPAUTCS sl Habopa MaHHBIX C OOJIBIINM
KOJIMYECTBOM ~NPU3HAKOB WU  BbIicokopazmepHoro (high-dimensional)
HaOopa. Ecaum Bbl  momMHUTE 00 9TOM, TPOBEPKA aJTOPUTMa Ha
HU3KOPa3MepHOM HabOpe JAHHBIX MOKET OKA3aThCsT OUEHb TTOJIE3HOM.
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MbI OIOJHUM 3TH HEeOOJIbIIE CHHTETHYECKHe HAOOPhI JaHHBIX JABYMsI
peanbHBIMKI HabopaMu, KOTOPbIe BK/IOUEHb B scikit-learn. OauH u3 HUX —
HAaOOp JIAHHBIX II0 paKy MOJIOYHON JKeje3bl Y HUBepcuTeTa BuckoHncuH
(cancer a4 KpaTKOCTH), B KOTOPOM 3allMCaHbl KJIWHUYECKUE W3MEPEHUs
OITyXOJIe MOJIOUHOH sKeye3bl. Kaxkmast omyxosb obo3HavaeTcst Kak «benigns
(«100poKayecTBeHHAsI», MJIsI HearpecCUBHBIX OIyXxoJseil) wuan malignant
(«3JIOKauecTBEeHHasA», [IJIsI PAKOBBIX OIyXOJieil), W 3ajlada COCTOUT B TOM,
4TOOBI HAa OCHOBAHUU M3MEPEHUI TKaHW JaTh IIPOTHO3, SBJISIETCS JIN OILYXOJIb
3JI0KQ4YeCTBEHHO.

/lannble MoOXHO 3arpy3uTh us scikit-learn ¢ mnomonpio (GyHKIUU
load_breast_cancer:

In[4]:
from import load_breast_cancer

cancer = load_breast_cancer()
print("Knwun cancer(): \n{}".format(cancer.keys()))

Out[4]:
Knwun cancer():
dict_keys(['feature_names', 'data', 'DESCR', 'target', 'target_names'])

Habopbl paHHBIX, KOTOpbIe BKJIIO4YeHbI B scikit-learn, oO6bIYHO
XpaHATCS B BHUje 00BEKTOB Bunch, KoTopbie cojepskaT HEKOTOPYIO
uHdopmaluio o Habope JaHHBIX, a Takke (hakTUUyecKue JaHHble. Bee,
4TO BaM HY’KHO 3HaTh 00 0oObekTax Bunch — 9TO TO, 4TO OHM MOXOKH
Ha CJIOBApW, C TeM TIPEUMYIIECTBOM, YTO BbI MOXKETe IPOYUTATH
3HaYeHUs, UCToJib3ys Touky (bunch.key BmecTo bunch[ 'key'])

Habop manubix BKIodaer 569 Ttouyek maHHbIX U 30 MPU3HAKOB.

In[5]:
print("®opma maccuBa data gna Habopa cancer: {}".format(cancer.data.shape))

Out[5]:
Oopma MaccuBa data ansa Habopa cancer: (569, 30)
N3 569 Touek manubix 212 noMmedenbl Kak 3JI0KayeCTBEHHBIE, a 357 Kak
J0OpOKauecTBEHHBIE,
In[6]:

print("Konanyectso npumepos ana kaxgoro knacca:\n{}".format(
{n: v for n, v in zip(cancer.target_names, np.bincount(cancer.target))}))

Oout[e6]:

KonnyecTso npuMepoB AN KaxAoro Kaacca:
{'benign': 357, 'malignant': 212}

YT0oOBI TOJYYUTH COAep:KaTeJbHOE OIMCaHWe KaskJoro IPH3HaKa,
B3TJIsTHEM Ha atpubyT feature_names:

In[7]:
print("vena npusHakos:\n{}".format(cancer.feature_names))
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Out[7]:

NMeHa npW3HaKoB:

['mean radius' 'mean texture' 'mean perimeter' 'mean area’
'mean smoothness' 'mean compactness' 'mean concavity'
'mean concave points' 'mean symmetry' 'mean fractal dimension'
'radius error' 'texture error' 'perimeter error' 'area error'
'smoothness error' 'compactness error' 'concavity error'
'concave points error' 'symmetry error' 'fractal dimension error'
'worst radius' 'worst texture' 'worst perimeter' 'worst area'
'worst smoothness' 'worst compactness' 'worst concavity'
'worst concave points' 'worst symmetry' 'worst fractal dimension']

Ecin Bam umHTEepecHO, TO Oojiee TOAPOOHYIO HHMOPMALMIO O JaHHBIX
MOJKHO IIOJIyYUTb, IIpounTaB cancer.DESCR.

Kpome Toro, mist 3amad perpeccui Mbl OyIeM HCIIOJb30BaTh PealbHBbII
Habop JaHHBIX — Habop ganHbIX Boston Housing. 3ajaua, cBsg3aHHas ¢ 9TUM
HAaOOPOM JAHHBIX, 3aKJII0YAETCS B TOM, YTOOBI CIIPOrHO3MPOBATH MEIMAHHYIO
CTOMMOCTD JIOMOB B HeCKoJIbKUX paiionax boctona B 1970-e roabl Ha ocHOBe
Takoil nH(opMaInn, Kak ypoBeHb mpectymHocTH, 6ausocth Kk Charles River,
VIAJEHHOCTh OT pafuaJbHBIX MarucTpaseil u T.1. Habop maHHBIX COMEPKUT
506 Touek maHHBIX U 13 NPU3HAKOB:

In[8]:

from import load_boston

boston = load_boston()

print("dopma maccuea data ana Habopa boston: {}".format(boston.data.shape))

Out[8]:
dopma mMaccuBa data ans Habopa boston: (506, 13)

Onsrh ke, BbI MOKETe IMOJYyYUTh OoJsiee MOAPOOHYI0 HHGOPMAIUIO O
Habope JaHHBIX, IpounTaB aTpubyT boston.DESCR. B maHHOM ciiydae Mbl
bosiee [eTaNbHO TIPOAHANIM3UPYeM HAOOp [JaHHBIX, ydTs He TOJbKO 13
U3MEPEeHUU B KayeCcTBe BXOJHBIX ITPU3HAKOB, HO U IIPUHSB BO BHUMaHUE BCe
Bzaumo/ercTBuA (interactions) Mexny Tpu3HakaMu. VIHbIMU CJIOBaMH, MBI
OyleM YYUTBIBATh B KauecTBe IPU3HAKOB HE TOJBKO YPOBEHDb MPECTYITHOCTH
U YIQIEHHOCTb OT paJhajbHBbIX MarucTpajed 1Mo OTAeJIbHOCTH, HO U
B3aUMOJICICTBUE YPOBEHb IMPECTYMHOCTU—YIAJ€HHOCTh OT PaJuaJbHbIX
MarucTtpajein.  BrirodeHue — NpPOU3BOAHBIX  NPU3HAKOB  HA3bIBAETCS
KOHCTpyHpOBaHHeM  IpH3Hakop (feature —engineering), KOTOpOe  Mbl
paceMmoTpuM 6Gosiee moapobHo B TiaBe 4. HaGop JaHHBIX € IPOM3BOIHBIMU
NpU3HAKaM1 MOKHO 3arpy3uTh ¢ OMOIIbIo pyHKIMKU load_extended_boston:
In[9]:

X, v = mglearn.datasets.load_extended_boston()
print("dopma maccuea X: {}".format(X.shape))

Out[9]:
dopma mMaccmBa X: (506, 104)

[Tonyyennbie 104 npusznaka — 13 uMCXOAHBIX MPU3HAKOB IIOC 91
IIPOU3BO/IHBIN MTPU3HAK.
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Mbl GymeM WCIOJIh30BaTh 3TH HAOOPHI JAHHBIX, YTOOBI OOBSICHUTH U
IIPOUJLIIOCTPUPOBATL  CBOMCTBA  PA3JIMYHBIX  AJTOPUTMOB  MAIIMHHOIO
obyuenns. OpHako ceilyac aaBaiiTe mepeijieM K caMUM aJropurMmam. Bo-
IEPBbIX, Mbl BepHEMCS K alroput™my kA OJMKalIIMX coceleil, KOTOPBIii
paccMaTpUBaIK B IIPEAbIAYILNEN IIaBe.

MeToA k BAnXanLmx coceaen

Asnroput™ k GJMKARIIMX cocefiell, BO3MOYKHO, SIBJISIETCSI CaMbIM IIPOCTBIM
AJITOPUTMOM MaIlIMHHOTO 0oOyuenus. IlocTpoeHne Moaenn 3akjIIO4aeTCs B
3allOMUHAHUN obydJaioriero Habopa mAaHHbX. /[t TOro, YTOOBI CHEmaTh
IIPOTHO3 JIJTIST HOBOM TOYKHM JAHHBIX, aJTOPUTM HAaXOAUT OJMKallliie K Heil
TOYKM 0OydYaioIero Habopa, To eCTh HaXOMUT «OJMKANIITNX COCEenei.

KAaccnprkaumsl € NOMOLLLIO K cocenein

B mpocreiiiieM BapuaHTe aJroputM Ak OJMKaMIINX cocelell paccMaTpPUBaeT
JIUIITH OHOTO OJIMZKANIIIEro coceia — TOUKY oOydaromiero Habopa, OJImsKe BCero
pacIioJIo;KeHHYI0 K TOYKe, JJIi KOTOPOW Mbl XOTHUM IOJYYUTh IPOTHOS.
[TporHo30M SIBJISIETCSI OTBET, ysKe M3BECTHBIN sl JaHHOM TOUYKU 00yUaroN[ero
Habopa. Ha puc. 2.4 mokasaHo pelienue 3agaun KaaccruduKaiuu 1 Habopa
naHHbix forge:

In[10]:
mglearn.plots.plot_knn_classification(n_neighbors=1)
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Puc. 2.4 lporHo3bl, nonyyYyeHHble ans Habopa AaHHbIX forge
C NOMOLLbIO MOAEeNV oaHOro bnmxaniwiero cocena
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3mech Mbl 100aBUJIM TPU HOBbIE TOYKM JIAHHBIX, MMOKA3aHHbBIE B BH/IE
3Be3iouek. /Iyt Kakmoil Mbl OTMETHJIM OJMKANUIIYI0 TOYKY O00yJaioIiero
Habopa. IIporuos, KOTOPHIN AaeT aarOpuTM OMHOTO OJIMIKAWIIero cocema —
MeTKa 3TOU TOUKM (TI0Ka3aHa IIBETOM MapKepa).

Bmecto Toro, 4TOOBI yUUTHIBATH JIAIH OJHOTO OJIMKAKMIIEr0 COCea, MBI
MOKEM PacCMOTPETh IPOM3BOJIbHOE KoJndecTBO (k) cocemeit. Otcioga u
MPOMCXOAUT Has3BaHUE aJroput™Ma k Ommxaimmx cocemeir. Korma bl
paccMmarpuBaeM 6oJiee OHOTO COCENa, JJist TPUCBOEHUSI METKU HCITOJIb3YETCSI
rojocoBarme (voting). DTO O3HA4YaeT, UTO S KaKI0H TOYKU TeCTOBOTO
Habopa MBI MOJICYNTHIBAEM KOJMUYECTBO COCENEH, OTHOCSIUXCS K Kaaccy 0, u
KOJIMYECTBO cocefieil, oTHocanuxcd K kiaaccy 1. 3areM Mbl TIpucBanBaeM
TOYKE TECTOBOrO Habopa Hambosiee 4acTO BCTPEYAMONIMICS KJacc: APYTHMU
cJIOBaMH, MbI BbIOMpaeM KJjacc, HaOpaBImuii OOJBITUHCTBO cpean k&
OmmKailmux cocefeit. B mpumepe, mnpuBemenHoMm Huke (puc.  2.5),
HCIIOJIB3YIOTCST TPU OJIMKAUIIIX cOocea:

In[11]:
mglearn.plots.plot_knn_classification(n_neighbors=3)
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Puc. 2.5 lNporHo3ssbl, nony4veHHble Ans Habopa gaHHbIX forge
C MOMOLLbI0O MOAENM TpexX Grnvkanwmnx coceaemn

W cHOBa MPOTHO3BI Tlepe/laHbl IBETOM MapKepa. BuaHO, 4TO IMTPOTHO3 /IS
HOBOW TOYKM JIaHHBIX B BEpPXHEM JIEBOM YIJy OTJMYAeTCd OT IPOTHO3a,
MOJIy4E€HHOTO ITPH UCIOJb30BAHUK OHOTO OJIMIKANIIEro cocea.

XOTs JaHHbBII PUCYHOK WJLTIOCTPUPYET 3a7ady OMHAPHOI KIacCu(rKaIinm,
STOT METOJ MOKHO IPUMEHHTHh K HabOpaM JaHHBIX C JIOOBIM KOJHYECTBOM
KJaccoB. B ciydae MyJIbTUKJIACCOBON KJyaccU(UKAIIMKA Mbl TIOICUUTHIBAEM
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KOJIMYECTBO cocefiel, TpUHAJJIeKAIIMX K KakJIOMY KJaccy, M CHOBa
IIPOTHO3MPYeM HanboJjiee 4acTO BCTPEYAIOIIMIICS Kacc.

Tenepp gaBaiiTe MTOCMOTPHUM, KaK MOKHO IIPUMEHUTH aJTOPUTM Kk
OIMKANIINX cocelieil, ucob3yst scikit-learn. Bo-mepBbix, MbI pas3meanm
HAIlX JIaHHble Ha OOyYalolmMil M TeCTOBBIH HAOOPbI, YTOOBI OLEHUTH
0000IIAIOIYIO0 CIIOCOOHOCTH MOJIE/IN, PACCMOTPEHHYIO B ryiaBe 1:

In[12]:
from import train_test_split
X, v = mglearn.datasets.make_forge()

X_train, X_test, y_train, y_test = train_test_split(X, y, random_state=0)

Jlasiee BBITIOJIHSIEM MMIIOPT U CO3/[aeM 00BEKT-9K3EMILISP KJIacca, 3a1aBast
ImapaMeTphl, HallpUMep, KOJUYECTBO cocelieil, KoTopoe OyIeM HCIIOJIb30BaTh
g Kiaaccudukaimy. B 1aHHOM ciiydae Mbl yCTaHABJIMBAEM €ro PaBHBIM 3.

In[13]:
from import KNeighborsClassifier
clf = KNeighborsClassifier(n_neighbors=3)
3areM IMOATOHsSEM KaaccupUKaToOp, MCIOJb3yst obydatomuii Habop. s
KNeighborsClassifier aro o3Hauaer 3amoMuHaHHe HabOpa MAHHBIX, TAKUM

00pa3oM, Mbl MOJKEM BBIYMCIUTH COCEEH B X0/e TPOrHO3MPOBAHMS:

In[14]:
clf.fit(X_train, y_train)

1;ITO6bI I[MIOJIYYUThb IIPOTHO3bI AJIAd TECTOBBIX JAdHHBIX, Mbl BbI3bIBAEM METO/
predict. /[y ka0l TOYKM TECTOBOTO HaOOpa OH BBIUKCJISET ee OJIMKANIINIX
cocefleii B oOyuaiorieM HaObope M HaXOAWT CPeAd HUX Hambojee YacTo
BCTpeanHHHﬁCHfKHaCC
In[15]:
print("MporHo3s Ha TecTtoBoMm Habope: {}".format(clf.predict(X_test)))
Out[15]:

MporHo3bl Ha TecToBOM Habope: [1 01 0 1 0 0]

Jlna onenkn oboOmAoNEein crnocoOOHOCTH MO Mbl BBI3BIBAEM METO/I
score C TeCTOBBIMU JAHHBIMU U TECTOBBIMU METKAMU:

In[16]:
print("MpasunbHocTb Ha TecToBoMm Habope: {:.2f}".format(clf.score(X_test, y_test)))

Out[16]:
MpaBuAbHOCTbL H3 TecToBOM Habope: 0.86

MBI BUIMM, YTO Hallla MOJIEJIb UMeEeT IIPaBUIBHOCTD 86%, TO eCThb MOJIE/b
PaBUJIBHO IIpejcKasaia Kaacc s 86% IpuMepoB TeCTOBOro Habopa.
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AHanm3s KNeighborsClassifier
Kpome Toro, aisi JBYMEPHBIX MAacCHMBOB JaHHBIX MbI MOKEM ITOKa3aTh
IIPOrHO3BI JIJIT BCEX BO3MOKHBIX TOYEK TECTOBOTO HabOpa, pasMecTUB B
IIJIOCKOCTH Xy. MBI 3a71aIUM IIBET IIJIOCKOCTH B COOTBETCTBUU C TEM KJIACCOM,
KOTOPBIIE OyZeT MPUCBOEH TOYKE B HTOH 00JACTH. ITO IO3BOJIUT HaM
cchopMupoBath rpaHHLy ApaHATHI pemrerHm (decision boundary), koropast
pas3bmBaeT IJIOCKOCTHh Ha JBe 00JacT: 00J1acTh, T/e aJTOPUTM IIPHCBAaUBaeT
kiacc 0, 1 06/1acTh, TIe aJTOPUTM IIpPHCBanuBaeT Kjacc 1.

[IporpamMMHBIli  KOJI, TPUBENEHHBIA HWKe, BU3yaJU3UPYeT TPAHUIIBI

NPUHATHUS PElleHUl JIJIsT OJTHOTO, TPeX U JIeBATHU cocelleil (II0Ka3aHbl HA PUC.
2.6):

In[17]:
fig, axes = plt.subplots(1, 3, figsize=(10, 3))

for n_neighbors, ax in zip([1, 3, 9], axes):

# co343eM 0ObEKT-KAACCUPUKATOP M IO4IOHAEM B OfHON CTPOKE
clf = KNeighborsClassifier(n_neighbors=n_neighbors).fit(X, y)
mglearn.plots.plot_2d_separator(clf, X, fill=True, eps=0.5, ax=ax, alpha=.4)
mglearn.discrete_scatter(X[:, 0], X[:, 1], y, ax=ax)
ax.set_title("konnyectBo cocegpen:{}".format(n_neighbors))
ax.set_xlabel("npusHak 0")
ax.set_ylabel("npusHak 1")

axes[0].legend(loc=3)

KONM4YecTBo cocepei:l KONWYecTBo coceaei:3 KONWYecTBO coceaei:9
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npusHak 0 npusHak 0 npusHak 0

Puc. 2.6 NpaHnubl NPUHATUA peLleHnin, Co34aHHble MOLESNbIO
Bnvxanwmnx cocegen anga pasnmyHbiX 3Ha4eHun n_neighbors

Ha pucynke cieBa MOXHO yBUIETh, YTO MCIOJH30BAHNE MOJEJU OTHOTO
OJIMZKAIIIEro cocela JaeT TPaHUIly TPUHSTHUS PelieHui, KOTopasi OdYeHb
XOPOIIIO COTJIACYeTCsT ¢ OOYYArONIMMK JaHHBIMU. Y BeJIMUEHUE YHCIa COCeeit
INPUBOANT K CIJIAKMBAHUIO TPAaHUIIBI IPUHATHS pelieHuii. bDojee riaakas
rpaHuIila COOTBETCTBYeT OoJjiee IPOCTOil Mopjeau. JpyrumMu cIoBaMmHu,
WCITOJIb30BaHNE HECKOJbKUX COCE/Iel COOTBETCTBYET BBICOKOM CJIOKHOCTH
Mojiesi (KaK IMOKa3aHo B IPaBOil yacTu puc. 2.1), a ucob3oBaHme GOIbIIOr0
KOJINUECTBA COCeNlell COOTBETCTBYET HU3KOW CJOXKHOCTU Mojenn (Kak
MoKa3aHo B JieBoW 4dactu puc. 2.1). Ecim B3ATh KpaillHuii ciaydail, Korja
KOJIMYECTBO cocefieil OyZeT paBHO KOJUYECTBY TOUEK AAHHBIX OOYYaIOIIero
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Habopa, Kaxkjas TOYKAa TeCTOBOro Habopa OyIeT WMeThb OJHUX M TeX Ke
cocezieir (cocemsimu OyzmeT Bce TOYKM oOydaroliero Habopa) u BCe MPOTHO3bI
OyAyT OAMHAKOBBIMU: OyerT BbIOpaH KjacC, KOTOPBIN sBJsercs Haubosee
YaCTO BCTPEYAOIIMMCsI B 00ydaroieM Habope.

/laBaiiTe BBISICHUM, CYIIECTBYET JIA B3aMMOCBSI3b MEKIY CJOKHOCTBIO
MojiesTn 1 0000IIaoIell CITOCOOHOCTDHIO, 0 KOTOPOI MbI TOBOPUJIN paHee. MbI
clle/laeM 9TO € ITOMOINbBIO peaybHOro Habopa JaHHbIX Breast Cancer. Hautem
C TOTO, YTO Pa300beM JaHHbIe HA OOYYAIOIINI U TECTOBBIN HAOOPBI. 3aTe€M MBI
OI[EHNM KadyecTBO pabOThI MOZAEIM Ha 00ydYarolleM U TeCTOBOM Habopax c
MCIIOJIb30BAaHNEM PAa3HOTO KOJIMUeCTBa cocezieil. Pe3ymbTaThl MOKa3aHbBI Ha
puc. 2.7:

In[18]:
from import load_breast_cancer

cancer = load_breast_cancer()
X_train, X_test, y_train, y_test = train_test_split(
cancer.data, cancer.target, stratify=cancer.target, random_state=66)

training_accuracy = []
test_accuracy = []

# npobyem n_neighbors or 1 go 10
neighbors_settings = range(1, 11)

for n_neighbors in neighbors_settings:
# CTpoumM Mofesib
clf = KNeighborsClassifier(n_neighbors=n_neighbors)
clf.fit(X_train, y_train)
# 3annceiBaem pasuibHOCTb HA 06YYawueM Habope
training_accuracy.append(clf.score(X_train, y_train))
# 3a3nMChIBAEM MIPABNILHOCTL HA TECTOBOM Habope
test_accuracy.append(clf.score(X_test, y_test))

plt.plot(neighbors_settings, training_accuracy, label="npaBunbHocTb Ha obyuvawuem Habope')
plt.plot(neighbors_settings, test_accuracy, label="npaBunabHocTb Ha TecToBOM Habope")
plt.ylabel("MpaBuabHocTb")

plt.xlabel("konnyectBo cocepern'")

plt.legend()

Ha srom rpaduke mo ocu y OTJIOKEHA HMPABUIBHOCTh Ha 00yYaroiem
Habope M TPaBUJIBHOCTH Ha TECTOBOM HabOpe, a IO OCH X — KOJUYECTBO
coceieil. B peasbHoCcTH 1107100HbBIE TPADUKHI PEIKO OBIBAIOT TJIaJKUMMU, MbI I10-
IpeKHEMY MOJKEM YBUIETh HEKOTOpPble TIIPU3HAKKW IepeoOydYeHust U
Hepoo0yuenuss (obOparure BHUMaHHE, UYTO IIOCKOJBKY WCIIOJIb30BaHUE
HeOOJIBIIOTO KOJIMYECTBA COCEIEl COOTBETCTBYET OoJiee CIOKHOW MOJIEIH,
rpaduK npezpcrasisger coboil nzobpaskenue puc. 2.1, 3epkajibHO OTpakKeHHOe
10 Topu3oHTaN ). IIpy MCIIOIB30BaHIN MOIEIN OJHOTO OJIVIKAIIIEro cocena
IPaBWJIBHOCTH Ha  oOydamomieM HaGope wuzpeaibHa. OjHako  mpu
HCITOJIb30BaHUK OOJIBIIEr0 KOJUYECTBA COCEEH MOJeNb CTaHOBUTCS BCe
IpoIlle U IPaBUJIBHOCTh Ha obOyudatomeM Habope majgaer. IIpaBUibHOCTH Ha
TECTOBOM Habope B CjIy4ae HCIOJb30BaHUS OJHOTO COCela HIIKE, YeM IIPH
WCIIOJIb30BAaHUM  HECKOJIBKUX cocelleli. OJTO yKa3blBaeT Ha TO, YTO
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UCIIOJIb30BaHNE OJHOTO OJIMKAMIIEro cocefa MPUBOAUT K TOCTPOEHUIO
CINTIIKOM CJIOXHOU Mozenu. C Ipyroli CTOPOHBI, Korfa ucrosb3yorcs 10
coceieii, MOJIeJTb CTAHOBUTCSI CJUIIKOM TIPOCTOI 1 OHAa pabOTaeT elle Xy:Ke.
OnTtuMaabHOE KauecTBO PabOThI MO HaOJIOMAeTCs THAe-TO MOCEPEANHE,
KOT/la WMCHOJB3YIOTCS TMIecTh cocemeil. OMHAKO MOCMOTPUM Ha IIKATIy .
Xyammast Mo KauyecTBY MOJIENb IaeT MPaBUIBHOCTD HAa TECTOBOM HabOPe OKOJIO
88%, 4TO MO-TIPEKHEMY MOKET OBITh ITPUEMJIEMbIM PE3YJIbTaTOM.

l'DD | I | 1 | | | |
— TOYHOCTL Ha oby4arouwem Habope
0.98 | — TOYHOCTb Ha TecToBOM Habope

0.96 |- =

0.94 | -

ToYyHOCTE

0.92 |- 5

0.90 E

GBB | | I | 1 | 1
1 2 3 4 5 5] 7 8 9 10

KONWYEeCTBO coceaei

Puc. 2.7 CpaBHeHMe npaBunbHOCTN Ha oby4atoLemM 1 TeCToBoM Habopax
Kak oyHKLMKN OT KONn4ecTBa cocenemn

Perpeccuns k banmxanLumnx coceaemn

CylecTByeT TakyKe PerpecCHOHHBIA BapHaHT airoputMa kA OJvKalmmx
cocezeir. OmsTh Ke, JaBaiiTe HAYHEM C PACCMOTPEHUSI OIHOTO OJIVKaiiIiero
cocesla, Ha 9TOT pa3 BOCIIOJIb3yeMCs HaDOPOM JaHHBIX wave. MbI J00aBUIM
TPU TOYKU TECTOBOrO HaboOpa B BHJE 3eJIEHBIX 3Be3/[0YeK 110 ocu X. I[IporHos
C MCIIOJIb30BAHUEM OJHOTO COCela — 3TO IeJeBOe 3HaueHue OJrKailiero
cocena. Ha puc. 2.8 mporHossl okasaHbl B BUJle CUHUX 3BE3/I0YEK:

In[19]:
mglearn.plots.plot_knn_regression(n_neighbors=1)
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Puc. 2.8 lNporHo3bl, NonyyYeHHble C MOMOLLbI perpeCccnMoHHON Moaenmu
oAgHoro bnvxkanwero coceaa ans Habopa AaHHbIX wave

I cHoBa /it perpeccuy Mbl MOYKEM HCIIOJIb30BaTh OOJIbIIEe KOJUIECTBO
OKaimux coceneit. Ipu MCImob30BaHNN HECKOJIBKIX OMMKANIINX coceeit
MIPOTrHO30M CTAHOBUTCS Cpe/iHee 3HaueHne COOTBETCTBYIOIIUX cocejeil (puc.

2.9):

In[20]:
mglearn.plots.plot_knn_regression(n_neighbors=3)
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Puc. 2.8 [NporHo3bl, Nofy4eHHbIe C NOMOLLbIO PErPECCUOHHON MOgEeNK
Tpex bnmxanwmnx coceagen ansa Habopa AaHHbIX wave

Asroput™ perpeccun k& OMMIKAMIIMX coceleil peajn30oBaH B KJacce
KNeighborsRegressor. OH  wucnoJsb3yercs TOYHO  TaK  Ke,  Kak
KNeighborsClassifier:

In[21]:
from import KNeighborsRegressor

X, vy = mglearn.datasets.make_wave(n_samples=40)

# pazbuBaem Habop [aHHbIX WAVe Ha 00YYawuyw v TECTOBYH BblOOPKM
X_train, X_test, y_train, y_test = train_test_split(X, y, random_state=0)

# Co3/3eM SK3eMIIAp MOAE U YCTAHABINBAEM KOJMYECTBO COCEAEN pAaBHbM 3
reg = KNeighborsRegressor(n_neighbors=3)

# rogroHaem Mogesib C MCIO0JIb30BAHNEM 06YYaWUX [aHHbBIX 1 06YYamwynx OTBETOB
reg.fit(X_train, y_train)

A Temepb HOJYyYUM IIPOTHO3BI JJIT TECTOBOTO HAabOPa.

In[22]:
print("MporHosel ana TectoBoro Habopa:\n{}".format(reg.predict(X_test)))

Oout[22]:
MporHosul AnA TecTtoBoro Habopa:
[-60.054 0.357 1.137 -1.894 -1.139 -1.631 0.357 0.912 -0.447 -1.139]

Kpome TOro, Mbl MOKeM OlleHUTb KaueCcTBO MOJIEJIU C TIOMOIIbI0 MeTOo/a
score, KOTOPBII /I PErpecCHOHHBIX MOjie/Iell Bo3Bpalaer 3Hauenne R% R?,
TaKKe U3BEeCTHBIN Kak KOa(UIMeHT feTepMuHaIlNU, SIBJSETCS IToKa3aTeaeM
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KadeCTBa pGFPGCCHOHHOfI MoA€/IM W IIPUHUMAET 3HA4YE€HUA OT 0 10 1.
3nauenue 1 COOTBETCTBYET HﬂeaﬂbHOﬁ HpOFHOSprKHHGﬁ CHOCO6HOCTH; d
3HaquH€()COOTBGTCTBYQFKOHCT&HTE]MOHeﬂﬂ,KOTOpaHQHHHH)HpeﬂCKaBHBaeT
cpeaHeeSHaquHeaneTOB1306yannueN[Ha6ope,y_traim

In[23]:
print("R”2 Ha TecToBOM Habope: {:.2f}".format(reg.score(X_test, y_test)))

Out[23]:
R”2 Ha TecToBOM Habope: 0.83

B pmannoM caydae 3Hauenme R? cocrasiser (.83, 4ro ykasbiBaeT Ha
OTHOCHUTEJIbHO XOPOIiee KaueCTBO TOATOHKUA MOJIEJIN.

AHanm3s moaeAn KNeighborsRegressor

[IpuMeHUTETHHO K HAIlEMy OJHOMEPHOMY MAaCCUBY JaHHBIX MBI MOYKEM
YBUIETHh TPOTHO3BI I BCEX BO3MOKHBIX 3HadeHUI mpusHakoB (puc. 2.10).
Jlast 9TOro MBI CO37aeM TECTOBBI HaOOp [JaHHBIX ¥ BU3YaIH3UPYyEM
MOJTy4YeHHbIe JIMHUK ITPOTHO30B:

In[24]:
fig, axes = plt.subplots(1, 3, figsize=(15, 4))
# co3gaem 1000 ToYeK [AHHbIX, PABHOMEPHO PACIIPEENIEHHbIX Mexgy -3 n 3
line = np.linspace(-3, 3, 1000).reshape(-1, 1)
for n_neighbors, ax in zip([1, 3, 9], axes):
# rnosy4yaem nporHossl, ucrnoab3ya 1, 3, un 9 cocegeni
reg = KNeighborsRegressor(n_neighbors=n_neighbors)
reg.fit(X_train, y_train)
ax.plot(line, reg.predict(line))
ax.plot(X_train, y_train, '~', c=mglearn.cm2(0), markersize=8)
ax.plot(X_test, y_test, 'v', c=mglearn.cm2(1), markersize=8)

ax.set_title(
"{} neighbor(s)\n train score: {:.2f} test score: {:.2f}".format(
n_neighbors, reg.score(X_train, y_train),
reg.score(X_test, y_test)))
ax.set_xlabel("MpuzHak")
ax.set_ylabel("lleneBana nepemenHasn")
axes[0].legend(["MporHo3ul Mogenn", "O6bydyawuume AaHHbie/oTBETH",
"TecToBble AaHHblie/oTBeTh"], loc="best")

1 neighbar(s} 3 neighbor{s) 9 neighbor(s)
train score: 1.00 test score: 0,35 train score: 0.82 test scaore: 0,83 train score; 0.73 test score; 0.65
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MprsHak

MNpnzHak

Puc. 2.10 CpaBHeHMe NpOrHo30B, MOSTyYEHHbIX C MOMOLLBI perpeccum Gnvxanmwmx
cocefen Ans pasnuyHbIX 3Ha4eHun n_neighbors
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Kax BHNJIHO Ha I‘paCbI/IKe, IIPpHU UCIIOJIb30BAHWHU JIMIIb OJHOI'O COCENA KaK/IaAd
TOYKa o6yqa101uer0 Ha6opa HMeeT O4YeBH/JHOE BJIMAHKME Ha IIPOIrHO3bl, U
IIpeacCKa3aHHbI€ 3HAYEHMA IIPOXOAAT 4EPE3 BCE TOYKU JaHHBDBIX. ITO IIpUBOJANT
K O4Y€HDb HeyCTOﬁQHBbIM ITPOTHO3aM. YBennuenune uncia COCG‘I[GIL/,I IIpUBOJIUT K
IIOJIY4EHHNIO 6oJiee  CIUIasKEHHBIX IIpOruo30B, HO IIpM 9TOM CHMIKAETCA
IIPpaBUJIbHOCTD IIOATOHKHU K O6y‘{aIOI]_[I/IM JaHHbIM.

MpenMyLLecTBa, HeAOCTaTKM U NapameTphl

B mpuniumne, B kaaccuduxarope KNeighbors ecTh 1Ba BaskKHBIX IapaMeTpa:
KOJIMYECTBO COCEle M Mepa PaCCTOSIHUS MEKAy TOYKaMu JaHHbIX. Ha
IIPaKTUKE UCIO0Jb30BaHIe HeOOIbIIOro Ynca coceneil (Hampumep, 3-5) 4acTo
paboTaer XOpOIo, HO BbI, KOHEYHO, MOKETE CAMOCTOSITEIbHO HACTPOUTD ITOT
napameTp. Borpoc, cBs3aHHBII ¢ BBIOOPOM IIPABWJIBHON MepbI PACCTOSHIUS,
BBIXOIMT 32 PaMKH 9TOil KHHUTH. [0 yMOJIYaHWMIO MCIIOJIB3YETCsI eBKJINIOBO
paccTosHie, KOTOPoe XOPOIIo paboTaeT BO MHOTUX CUTYAIIHSIX.

OmHUM 13 MPENMYIIECTB MeToa OJMKANIINX COceeil STBISETCS TO, UTO
9Ty MOJIEJIb OU€Hb JIETKO MHTEPIIPETUPOBATH U, KaK IIPABUJIO, 9TOT METOJ AaeT
preMJIeMoe KadeCcTBO 0e3 HeOoOXOAMMOCTH HCIOJb30BaHUST OOJIBIIOTO
KoamdecTBa HacTpoek. OH gBJIseTCS XOPOIIMM  0a30BBIM  aJTOPUTMOM,
KOTOPBIII ~ HY;KHO I0IpoOOBaTh B IEPBYIO OdYepeldb, IIPEKIE YeM
paccMarpuBaTh 0OoJiee CIOKHBIE MeTOoAbl. Kak mpaBuiio, moCcTpoeHrne MOZIEIH
OJIMKANIINX coceiell MPOUCXOANT OYeHb OBICTPO, HO, KOT/A Balll 0OyYatOIIHii
Habop OuYeHb OOJIBIION (C TOYKU 3PEHUs KOJIMYECTBA XapaKTEPUCTUK /I
KOJIMYeCTBa HaOJIIOJEHIIT) TOMydeHre TPOrHO30B MOYKET 3aHATh HEKOTOPOE
BpeMst. IIpyM HCIOMB30BAaHUM AJTOPUTMA OJIMIKAWIIMX —CcOCeleil  BakKHO
BBITIOJTHUTH TTPEBAPUTEIBHYIO 00pabOTKY JaHHBIX (CMOTpHUTE TJaBy 3).
JlaHHBIIT METO He TaK XOpoIIo paboTaer, Korja pedb uaer 0 Habopax JaHHbBIX
¢ OOJIBIIMM KOJUYECTBOM IPU3HAKOB (COTHM M 6oJiee), 1 OCOOEHHO ILIOXO
paboTaer B CUTyallWi¥, KOIJa IOAABJSIONlee YMCJIO IIPU3HAKOB B OOJIbINIEN
yacTh  HaOJIOMeHWI KMEIT HyJieBble 3HadeHWsT (TaKk Ha3bIBaeMble
Pa3pekeHHbIe HAOOPhI JAaHHBIX VI Sparse datasets).

Takum 00pa3oM, HECMOTPsSI Ha TO YTO AJTOPUTM OJIMKAMIINX cocejpeit
JIETKO MHTEPIIPETHPOBaTh, Ha IPAKTUKE OH HE YacCTO MCIIOJIb3YeTCs M3-3a
CKOPOCTU BBIYKMCJEHUNH U €ro HecrmocobHocTr o06pabaThiBaTh OOJIBIIOE
KOJIMYECTBO MPU3HAKOB. MeTo, KOTOPhII Mbl 00CYAMM HUKe, JIMIIEH STHX
HEJIOCTATKOB.

JIuHeliHbIe MOJEIN MPECTABISAIOT COOOM KJIacc MOJENed, KOTOPbIE IMIMPOKO
HCIOJIB3YIOTCS Ha TPAKTUKe W OBLIN TPEIMETOM JeTaabHOrO M3y4eHUs B
TedeHre IOCeJHNX HEeCKOJIbKNX JeCATUIETHI, a UX MCTOPHUS HACUMTHIBAET
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6osee cra Jjier. JIuHeliHbIe MO AT IIPOTHO3, WCIOJIb3YSl JHHEHHYIO
Gyurnao (linear function) BXOIHBIX IIPU3HAKOB, O KOTOPOH MBI pacCKakKeM
HIKe.

/\VIHEeNHLIe MOAEAN ANSI perpeccmn
Jlnst perpeccun obmast mporHo3Has GopMyia JUHEHHOW MOIEIN BBITJISIIAT
CJIEAYIOIINM 00Pa3soM:

¥y =wWO0]* x[0] + W] * x[1] +...+ W p] * X[ p] + Db

3aech x]0] mo x[p] obosHavatoT mpusHaKU (B JAHHOM IPUMEpPE YKCJIO
XapaKTEePUCTUK paBHO pt1) I OTAEeNbHOW TOYKM MaHHBIX, W U b —
mapaMeTpbl MOJIeJId, OIleHWBaeMble B Xoje OOydeHus, W § — IIPOTHO3,

BbIZlaBaeMblii  Mojesnbio. /s Habopa MaHHBIX € OAHUM TIPU3HAKOM 3Ta
bopmysia umeeT BUA;

Yy =wW0]*x[0]+b

Bo3MOXHO M3 IIKOJBHOTO Kypca MaTeMaTUKU Bbl BCIIOMHHUTE, YTO 3Ta
dopmysa — ypaBHenue mupsimoii. 3xmech x|0] gBiasgercs HakaoHOM, a b —
caBurom 1o ocu y. ° Korma Mcnonb3yercss HECKOJIBKO —ITPU3HAKOB,
pPETPecCCUOHHOE YpaBHEHUE COAEPKUT TapaMeTpbl HAKJOHA s KasKIOTO
npusHaka. Kak BapuaHT, MPOrHO3UPYEMbII OTBET MOKHO TIPEJCTAaBUTDh B BHUJIE
B3BEIIEHHOW CYMMBI BXOJIHBIX IPH3HAKOB, Tle Beca (KOTOPbIE MOTYT OBITh
OTPUIATEJIbHBIMI ) 33/IaI0TCST JIEMEHTaMU .

[Torrpobyem BbrumcanuTh mapamerpbl w|0] u b mis Hamero oIHOMEPHOTO
HabOpa JaHHBIX Wave C MOMOIIBIO CJIEAYIONIEel CTPOKKM MPOrPaMMHOIO KOJa

(cm. puc. 2.11):

In[25]:
mglearn.plots.plot_linear_regression_wave()

Out[25]:
w[0]: 0.393906 b: -0.031804

% Boslee TOYHO HAKJIOH NpEACTABIsAeT cOOOi TaHTeHC yIJla HAKJIOHA JIMHUM PErpeccMd W Ha3bIBAETCS
perpeccMoHHBIM K03(h(UIMEHTOM, a CIABUI OIpe/esdeT TOYKY IlepecedeHMsl JIMHUU Perpeccud € OCbIO
OPJIMHAT U HA3bIBAETCSI CBOOOIHBIM YJIEHOM WM KOHCTAHTOU. — [Ipum. mep.
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— model
e e training data

Puc. 2.11 lNporHo3bl IMHenHon moaenu ans Habopa gaHHbIX wave

Mbl 106aBUIM KOOPAMHATHBIN KpecT Ha rpaduk, YTOOBI MPSMYIO OBLIO
[POIlle UHTEPIPETUPOBaTh. B3rigHysB Ha 3HaueHue w[0], Mbl BHIUM, YTO
HAKJIOH JOJ/UKeH ObITh OKOJ0 0.4 W 9TO BU3yaJbHO IOATBEPKAAETCS Ha
rpaduke. Koncranra (Mecro mepecedeHMs JIMHUM IIPOTHO30B C  OCBIO
OpJAMHAT) YyTh MEHBIIIE HYJIsI, YTO TaKKe TMOATBEPIKIAETCS TPAPIKOM.

JIuHeiiHbIe MOZEIM [JIE PErpeccuyd MOXKHO OXapaKTepr3oBaTh Kak
perpecCuoHHbIE MOJIE/IN, B KOTOPBIX TIPOTHO30M SIBJISIETCS TIPSIMAst JIMHUST JIJIsT
OZIHOTO TIPU3HAKA, IUIOCKOCTh, KOIJA MKCIIOJb3yeM JBa IPU3HAKA, WJIN
TUTIEPIJIOCKOCTD /IS OOJIBIIIET0 KOJMYeCTBa M3MepeHuit (TO ecTh, KOraa
HCIIOJIb3YeM MHOIO IIPU3HAKOB ).

Eciy mporHossl, MOAyYEHHbIE ¢ HMOMOIBIO MPSIMOI JIMHUU, CPAaBHUTH C
nporHo3amu  KNeighborsRegressor (puc. 2.10), wucrosb3oBaHue JUHUU
perpeccuu st MoJydeHrs TPOTHO30B KaKeTcst oueHb cTporuM. [Toxosxe, 4To
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BCEe MEJIKME JeTaqd JAaHHBIX HE YYUTHIBAIOTCS. B HEKOTOPOM CMBICTIE 3TO
BepHO. MBI BUABUTAEM CHUIbHOE (M B HEKOTOPOH CTENeHM HepeanbHOe)
IPEeIIoNoKEeHNe, 4TO Hallla IieJeBas IIepeMeHHas y SABISETCS JUHEeHHON
KoMOuHanueil npusHakoB. OpHaKO aHaJU3 OJHOMEPHBIX JAHHBIX JAeT
HECKOJIBKO MCKAKEHHYI0 KapTuHy. Jlng HaGoOpoB JAaHHBIX € GOJIBIIMM
KOJIMYECTBOM NPU3HAKOB JUHENHBIE MOIEIN MOTYT OBITh O4eHb IOJE3HbI. B
YaCTHOCTH, €CJIM Y BaC KOJMYECTBO IIPU3HAKOB IIPEBBIIIAET KOJIUIECTBO TOUEK
JAaHHBIX I 00y4YeHns, Mo0OyIo IIeJIeBYI0 MEPEMEHHYIO  MOKHO MPEKPACHO
cMoJIeIMpoBath (Ha obydaromeil BRIOOPKe) B Buje JuHeinoi ¢pynkmmn. '’

CyliecTByeT pasiW4Hble BUJALl JUHEHHBIX MOJENEH I PEerpecchu.
Paznumne MeXIy STHUMU MOJENSAME 3aKJII04aeTCs B CIIOCO0e OlleHWBAHUS
IIapaMeTPOB MOAETH W ¥ b 110 00ydaromUM JaHHBIM U KOHTPOJIE CJIOKHOCTI
mozenn. Termeph MbI pacCMOTPUM HamboJee MONyJISpHbIE JTUHEHHbIE MOJEIN
JUISL PETPECCUN.

/A\nHenHas perpeccus (OObIHHbIA METOA HBUMEHbLLLIVMX KBAAPAaTOB)
JIluneiinast perpeccuss WM OOBIYHBIFH METOJ HAHMCHBIIHX KBAJPATOB
(ordinary least squares, OLS) — »3to cambpiii TpocToii u Hamnboee
TPAIUIIMOHHBIA MEeTOJl perpeccuu. JInHelHas perpeccusda HaXOAUT ITapaMeTPbl
w u b, KoTopble MUHUMMBUDYIOT CPEJHEKBAAPATHYCCKYIO OmHOKY (mean
squared error) MeXIy CIIPOTHO3UPOBAHHBIMU U (DAKTUYECKUMU OTBETAMU J B
obyuaroriem Habope. CpeaHeKBapaTUYHAs OMIMOKA paBHA CyMMe KBaJpaTOB
pa3HOCTEeN MeXIy CIPOTHO3MPOBAHHBIMU 1 (PaKTMIECKUMHU 3HAYEHUSIMU.
JIuHeliHast perpeccusi MPOCTa, YTO SBJISIETCS TPEUMYIIECTBOM, HO B TO JKe
BpeMs y Hee HeT MHCTPYMEHTOB, TTO3BOJISIONIMX KOHTPOJIUPOBATDH CJA0KHOCTD
MOJIEJIN.

Hwuxe npuBOAMTCS MPOTPAMMHBIM KO/, KOTOPBIA CTPOUT MOJIEJb,
npuBe/ieHHYI0 Ha puc. 2.11:
In[26]:
from import LinearRegression

X, y = mglearn.datasets.make_wave(n_samples=60)
X_train, X_test, y_train, y_test = train_test_split(X, y, random_state=42)

1r = LinearRegression().fit(X_train, y_train)

[TapameTpbl  «HakJoHa» (W), TakKe Ha3blBaeMble BecaMu  WJIHU
Koagppumentamu ( coefficients), xpansrcs B aTpubyre coef_, Torma Kak
casur (offset) v KorcramTa (intercept), obo3Hadaemast Kak b, XpaHUTCS B
aTpubyTe intercept_:

In[27]:

print("lr.coef_: {}".format(lr.coef_))
print("lr.intercept_: {}".format(lr.intercept_))

' D10 J1erKO yBHUIETD, €CIM BBl HEMHOTO 3HAKOMBI C JIMHEHHON anreGpoii.
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Out[27]:
lr.coef_: [ 0.394]
1lr.intercept_: -0.031804343026759746

Bbl MokeTe 3aMeTHTh CTPAaHHbBIN CHUMBOJI TIOJYEPKUBAHUS B KOHIIE
HasBaHuil arpubyToB coef_ u intercept_. Bubanoreka scikit-learn
BCerjia XpaHUT BCe, YTO SIBJSIETCSI MPOU3BOIHBIM OT OOyYarON[UX
JaHHBIX, B aTpuOyTax, KOTOPble 3aKaHUYMBAIOTCS  CHMBOJIOM
HOYEPKUBAHUS. IJTO JEJaeTcs JJIsl TOro, 4yToOBbl He CIyTaTh WX C
MOJTb30BATEJNbCKUMU TTapaMeTPaMH.

AtpubyT intercept_ - 3T0 Bcerza OT/IeIbHOE YHCJIO C IJIABAIONIEH TOUKOT,
Torga Kak arpubyt coef_ - sto maccmB NumPy, B KoTOpoM Kakaomy
HJIEMEHTY COOTBETCTBYET BXOMHOUW mpu3Hak. [lockoibKy B HabOpe MaHHBIX
wave UCIOJIb3yeTCd TOJIbKO OJWH BXOJHOW NpU3HaK, Lr.coef_ comep:kut
TOJIbKO OJIH 3JIEMEHT.

JlaBaiiTe TIOCMOTPUM TPaBUJIBHOCTH MOJEIN Ha OOydYaiolieM M TECTOBOM
Habopax:

In[28]:

print('"MpaBunbHOCTbL Ha obydakuem Habope: {:.2f}".format(lr.score(X_train, y_train)))
print("MpaBunbHocTb Ha TecToBoM Habope: {:.2f}".format(lr.score(X_test, y_test)))

Out[28]:
MpaBuAbHOCTL Ha oby4awwem Habope: 0.67
MpaBUIbLHOCTb Ha TecToBoM Habope: 0.66

3nauenne R° B paiione 0.66 ykaspiBaeT Ha He O4eHb XOpOIIee KayeCTBO
MOJIEJIN, OHAKO MOKHO YBH/IETh, YTO PE3yJIbTaThl Ha 00YUAIOIEeM 1 TECTOBOM
HaboOpax OYeHb CXOKM MeXIy coboil. Bo3mMokHO, 9TO yKaspiBaeT Ha
Heoo0yueHne, a He mepeobyuenue. /[yt 9Toro 0JHOMEPHOTO MaCCHBa JaHHBIX
OIACHOCTH TIepeo0OyUYeHNsT HEBEINKA, TIOCKOJIbKY MOJENb OueHb pocTa (MJIH
crpora). OHAKO /JIsI BBICOKOPa3MePHBIX HAOOPOB JaHHBIX (HaOOPOB JaHHBIX
¢ OOJIBIIMM KOJIMYECTBOM IIPU3HAKOB) JIMHEHHbBIE MOJETN CTAHOBSITCS OoJiee
CIIOKHBIMU U CYIIECTBYeT 0ojiee BBICOKAsT BEPOSATHOCTH MePeo0ydeHMSI.
JlaBaiite mocMoTpuM, Kak LinearRegression cpaboraer Ha OoJjiee CIOKHOM
Habope JMaHHbBIX, HapuMep, Ha Habope Boston Housing. Bemomuum, 4T0 9TOT
Habop maHHBIX nMeeT 506 mpumepoB (HaOmomennit) u 105 MTPOM3BOIHBIX
PU3HAKOB. Bo-TIepBBIX, MBI 3arpy3uM Ha0Op HaHHBIX U Pa3o0beM €ro Ha
oOyJaromuii M TecTOBbIH HaOOpBHL. 3areM IIOCTPOMM MOJAEIb JIMHEHHOI
perpeccuu:

In[29]:
X, v = mglearn.datasets.load_extended_boston()

X_train, X_test, y_train, y_test = train_test_split(X, y, random_state=0)
1r = LinearRegression().fit(X_train, y_train)
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IIpH CpaBHEHUM IIPaBUJIBHOCTHU Ha O6yanHH€MZII T€CTOBONIZH&60an
BbIACHAETCA, YTO MblI O4Y€EHb TOYHO IIPEACKA3bIBAEM Ha O6yanHH€M Ha60pQ
OJHAaKO R2 Ha TECTOBOM Ha6ope nMeer 40BOJIbHO HU3KOE 3Ha4Y€eHHE:

In[30]:
print('"MpaBunbHOCTbL Ha oby4akuem Habope: {:.2f}".format(lr.score(X_train, y_train)))
print('"MpaBunbHocTb Ha TecToBoM Habope: {:.2f}".format(lr.score(X_test, y_test)))

Out[30]:
MpaBuabHOCTbL Ha oby4yawuwem Habope: 0.95
MpaBWABHOCTbL HA TecToBOM Habope: 0.61

ITO HECOOTBETCTBHME MEXKIY IPaBUJIbHOCTHIO Ha oOydaiolieM Habope u
NPaBUJIBHOCTHIO Ha TECTOBOM Habope SIBJISIETCS SIBHBIM  MPU3HAKOM
1epeoOyYEHNsT U TI09TOMY MbI JOJIKHBI TIOMBITAThCS HAWTH MOJEJb, KOTOPast
MO3BOJIUT HaM KOHTPOJHUPOBaTh CJOKHOCTh., OmHa n3 Hambojee YacTo
HCIIOJIb3YEMBIX aTbTEPHATHB CTAHAAPTHON JIMHEWHON perpeccun — rpebHeBast
perpeccusi, KOTOPYIO Mbl paCCMOTPUM HUKe.

[ pebHeBas perpeccus
I'pebneBas perpeccus !! Takske ABigeTcs JUHEHHONW MOJENBIO pPErpeccum,
moaToMy ee (hopMyJia aHaJIOTHMYHA TOM, YTO UCIIOAb3YETCS B OOBIYHOM METO/E
HAaMEHBIINX KBaapaToB. B rpebHeBoil perpeccun KoaddummeHTsr (W)
BBIOMpAIOTCS HE TOJABKO C TOYKKM 3PEHHUSI TOTO, HACKOJHKO XOPOIIO OHU
MIO3BOJISIIOT TIPEICKA3bIBATh HA OOYYAIONINX JAHHBIX, OHU €Ille TOATOHSIIOTCS B
COOTBETCTBUU C JOIOJHUTENbHBIM oOrpaHndeHrieM. Ham HYKHO, 4YTOOBI
BeJTMurHA Koa(hPUIMeHTOB OblIa KaK MOKHO MeHbIre. /[pyruMu cioBaMu, Bce
9JIEMEHTBI W JOJUKHBI OBITh OJM3KU K HYJII0. JTO O3HAYaeT, YTO KasKIbIi
MPU3HAK IOJKEH UMEeTh KaKk MOKHO MeHbIllee BJAUSTHUE Ha pe3yJabTat (TO eCTh
KK/l IPU3HAK JOJIKEH NMeTh HeOOJIbIIOi PerpecCuOHHbIN KOah(UINEHT)
1 B TO K€ BpeMsi OH JIOJKEH TIO-TIPesKHEMY 00J1alaTh XOPOIIell MTPOrHO3HOMN
CWJIOW. ITO  OrpaHUYEeHUe  SBJISIETCS  TPUMEPOM  PErVIgpH3AIHH
(regularization). Perynsipusaiiisi o3Ha4aeT sIBHOE OrpaHUYeHre MOJIEH IJisI
IpefoTBpalleHus IepeoOydenns. Peryngpusalius, WCIOJIb3YIOMAsACT B
rpeGHEBOIT perpeccun, u3BecTHa Kak L2 peryiaspusarus.'

I'pebHeBast perpeccun peannmsoBaHa B Kiacce Linear_model.Ridge.
JlaBaiiTe MOCMOTPUM, HACKOJIBKO XOPOIIO OHa paboTaeT Ha pacIIipPEeHHOM
Habope ganHbix Boston Housing:

In[31]:
from import Ridge

ridge = Ridge().fit(X_train, y_train)
print("MpaBuibHOCTL Ha obyuvawwem Habope: {:.2f}".format(ridge.score(X_train, y_train)))
print("MpaBuibHocTb Ha TecToBoM Habope: {:.2f}".format(ridge.score(X_test, y_test)))

"' B kauecTBe CMHOHMMA UCIOAb3YeT TEPMUH «PUUK-Perpeccust». — [pum. nep.
12 C maremaTnueckoil Toukn 3penust Ridge mrpadyer L2 HopMy KO3(DUIMEHTOB WK €BKIMIOBY [IHY
W,
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Out[31]:
MpaBuabHOCTbL Ha obyyawuwem Habope: 0.89
MpaBWNbHOCTbL Ha TecToBoM Habope: 0.75

31ech MBI BUAMM, 4YTO Ha oOyudaromieM Habope Mojeidb Ridge maer
MEHbIIVIO TIPaBUJIbHOCTh, 4YeM MojieJb LinearRegression, Torma Kak
PaBUJIBHOCTh Ha TECTOBOM Habope B ciydyae IpUMeHeHUsl TpeOHEBOI
perpeccuu  Baire. IJTO COIJIacyeTcd ¢ HalluMu — oxkujganusamu. l[lpu
HCITOJIb30BAaHNN JTUHEINHON perpeccru Mbl HOJYYIIn mepeobydenne. Ridge —
MoJiesib ¢ 6oJiee CTPOrMM OTPAaHMUYEHHEM, II09TOMY MEHbIIE BEPOSITHOCTD
nepeoOydeHust. MeHee CI0KHAsT MOJEh O3HAYaeT MEHBIIYIO IPaBUJIbHOCTD
Ha oOyuJarornieM Habope, HO JIy4Inyio 0000y I0 CIIOCOOHOCTD. 110CKOIBKY
HAC MHTEpPeCcyeT TOJIbKO 0000IIamIas CIoCOOHOCTh, Mbl JOJLKHBI BBIOPATH
Mozenb Ridge BMecTo mMojienn LinearRegression.

Mogenb Ridge mo3BoJisieT HATH KOMIIPOMUCC MEKY NMTPOCTOTOW MOJIEIN
(mosryuerneM KoahPUINEHTOB, OJU3KAX K HYJII0) U KaueCTBOM ee PabOThI Ha
oOyuarorieM Habope. Kommpomuce MeXIy HMPOCTOTOW MOJENN U KayeCTBOM
paboTel Ha obOydamoneM Habope MOKeT OBITh 3aJlaH IT0Jh30BaTEIeM IIPU
nmoMmoIy napamerpa alpha. B mpezapiaynieM nipuMepe Mbl HCIIOJb30BAJIN
3HauUeHuWe TapaMerpa 10 yMoJidyaHuio alpha=1.0. BropodeMm, HeT HUKaKuX
MPUYUH CYUTATh, YTO 3TO JJACT HAM ONTUMAIbHBIN KOMIIPOMUCCHBIN BapUaHT.
OnTtumanbHoe 3HaueHue alpha 3aBUCUT OT KOHKPETHOTO UCIOJb3yeMOTO
HabOpa JaHHBIX. Y BeandeHre alpha 3acraBisger KoaGUIIMEHTI CKIMATHCS
10 OJUBKMX K HYJIO 3HAUEeHWi, YTO CHUKAeT KayecTBO pabOThI MOJIEIM Ha
oOyJaroreM Habope, HO MOJKET YJIYYIIUTb ee 00OOIIAMIIYI0 CITOCOOHOCTD.
Hanpumep:

In[32]:

ridge10 = Ridge(alpha=10).fit(X_train, y_train)

print("MpasunbHOCTL Ha obyuvawwem Habope: {:.2f}".format(ridgel0.score(X_train, y_train)))
print("MpaBunbHoCTb Ha TecToBoM Habope: {:.2f}".format(ridgel0.score(X_test, y_test)))

Out[32]:
MpaBuabHOCTb Ha oby4awuwem Habope: 0.79
MpaBUIBLHOCTb Ha TecToBoM Habope: 0.64

Ymenbiiag alpha, Mbl c;kuMaeM KO3 @UITMEHTHI B MEHbBIIEN CTeTlleH!, YTO
O3HauaeT /IBUsKeHue BIpaBo Ha puc. 2.1. [Ipu oueHb Masbix 3HaueHUsAX alpha,
orpaHuyeHre Ha Ko UIMEHThl TTPaAKTUYEeCKU He HaKJAbIBAeTCs U Mbl B
KOHEYHOM HUTOTe TOJy4aeM MOJe/b, HATOMUHAIONLYIO JIMHENHYIO PEerpecCuio:
In[33]:
ridge®@1 = Ridge(alpha=0.1).fit(X_train, y_train)

print('"MpaBunbHOCTbL Ha oby4akuem Habope: {:.2f}".format(ridge@1.score(X_train, y_train)))
print("MpasunbHocTb Ha TecToBoMm Habope: {:.2f}".format(ridge0l.score(X_test, y_test)))

Out[33]:

MpaBuabHOCTbL Ha oby4vawuwem Habope: 0.93
MpaBUAbHOCTb Ha TecToBoM Habope: 0.77
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[Toxoxke, uTo 3mech mapamerp alpha=0.1cpaboran xopoiro. Mbl MOTJIH ObI
ompoOoBaTh  yMeHbIIUTH alpha eme Oosblile, dYTOOBI  YJIYYIUThH
obobmaonyo crocobnoctb. Ceiiyac oOpaTuTe BHMMaHHE Ha TO, Kak
napameTp alpha cooTHoCcHTCST cO coKHOCTBIO Moziesin (puc. 2.1). B riaBe 5
MBI PACCMOTPHUM METO/IbI ITPABUIHHOTO 1O00PA TTapaMeTPOB.

Kpome Toro, Mbl MO:KeM Jiydllle TOHSITh, Kak IapaMmerp alpha MmeHser
MOJI€eJIb, MCIIOJIb30BaB aTpuOyT coef_ ¢ pasHbIMU 3HaueHussMH alpha. Uewm
Bbime alpha, TemM Oojiee JKeCTKOe OrpaHMYEHHE HaKJIaJblBaeTcs Ha
K02 UITUEHTDI, TTO3TOMY CJIEAYeT OKUJIaTh MEHbIINe 3HAUeHUS 2JIeMEHTOB
coef_ mig BbICOKOTO 3HadeHus1 alpha. ITo moaTBepskaaeTcs rpaduKOM Ha
puc. 2.12:

In[34]:

plt.plot(ridge.coef_, 's', label="I[pebHeBas perpeccua alpha=1")
plt.plot(ridge10.coef_, '~', label="IpebHeBaa perpeccusa alpha=10")
plt.plot(ridge@1.coef_, 'v', label="[pebHeBas perpeccua alpha=0.1")

plt.plot(lr.coef_, 'o', label="/lnvennaa perpeccusa")
plt.xlabel("WHgekc ko3dduumeHTa™)
plt.ylabel("OueHka koadduumeHTa")

plt.hlines(0, 0, len(lr.coef_))

plt.ylim(-25, 25)

plt.legend()

il T T T T . I
[pebHeBas perpeccus alpha=1

|
a [pebHesas perpeccus alpha=10
v [pebHeBas perpeccus alpha=0.1
@ JIMHeWHasa perpeccus

20 +

L]

OueHka KoadpdHuuMeHTa

1
0 20 40 60 80 100 120
MHaekc KoapduumenTa

Puc. 2.12 CpaBHeHMe OLEHOK KO3IdhPULMEHTOB rpebHeBOW
perpeccum ¢ pasHbiMu 3HadeHusiMn alpha n nuHenHon perpeccum

31ech 0Ch X COOTBETCTBYET ajieMeHTaM aTpuOyTa coef_:x=0 moKa3bIBaeT
K02 pUIMenT, CBI3aHHBI C IEePBBIM TPHU3HAKOM, X=1 — Ko03(ddUuImeHT,
CBSI3aHHBIM CO BTOPBIM IIPU3HAKOM M TaK jajiee, BILIOTh /0 x=100. Ocb y
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IIOKa3bIBaeT YMCJOBbIE 3HAYEHUS COOTBETCTBYIOIMX KO3((MUIIMEHTOB.
KitoueBoit umHbopmaliieil 31ech gBagercss To, 4To A1d alpha=10
KO2((UITMEHTHI TIaBHBIM 0Opa3OM PACIIONIOKEHBI B AMAla3oHe OT -3 10 3.
Koadpdunmentsr mais mogenu Ridge ¢ alpha=1 Heckoibpko 6Gosbime. Toukn,
coorBeTcTByone alpha=0.1, wumelor 0ojJiee BBICOKME 3HAYEHUS, a
OOJIBITUHCTBO ~ TOYEK, COOTBETCTBYIOIIMX JIMHEHHOW perpeccun  6e3
peryasipuzanun  (4TO COOTBeTCTBYyeT alpha=0), HACTOIBKO BeJWKH, YTO
HaXO/ISATCS 3a TpejieslaMi JuarpaMMbl.

Eute oauH crioco6 MOHATH BIMSHUE PEry/spU3alii 3aKII0YAETCS B TOM,
4yTOObI 3apUKCHpPOBaTh 3HaueHue alpha M IpU 9TOM MEHSTH JOCTYITHBII
00beM 00yJaoImKX AaHHBIX. Mbl chOPMUPOBaIN BHIOOPKK Pa3HOro oObeMma
Ha oOcHoBe Habopa maHHbIXx Boston Housing wu 3arem mocTpomnsn
LinearRegression m Ridge(alpha=1) Ha MOJy4YEeHHBIX ITOJMHOKECTBAX,
yBeqmunBag o0bem. Ha puc. 2.13 mpuBogsarcs rpaduku, KOTOPbIE
MOKa3bIBAIOT KauyecTBO PadOTHI MOJAEIN B Bue (PYHKIMKM OT oObeMa Habopa
JTAHHBIX, UX ellle Ha3bIBAIOT KpHBbIMH 00yyderns (learning curves):

In[35]:
mglearn.plots.plot_ridge_n_samples()

— - training Ridge — - training LinearRegression
— test Ridge — test LinearRegression
1.0+ SRS s R _ )
0.8 - .
o
< 0.6} .
v
]
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v op4fb .
0.2} .
GD | | L |
0 100 200 300 400 500

Training set size

Puc. 2.13 Kpuble 06yyeHns rpebHeBon perpeccumn u
nHenHon perpeccun ans Habopa gaHHbIx Boston Housing
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Kak u ciemoBaio oXumath, He3aBUCUMO OT 00beMa JaHHbBIX TPABUIHHOCTD
Ha oOyJaroreM Habope Bcerja BhIllle MPaBUJIbHOCTH Ha TECTOBOM Habope, Kak
B CJly4ae WCIOJb30BaHUsI TPeOHEBOW perpeccMu, TaK ¥ B CJydae
HCIIOIb30BaHUs JUHEHONW perpeccun. I1ockobKy rpebHeBast perpeccust —
peryJsipu3upoBaHHasl MOieJib, BO BCEX CJydasx Ha oOydaromeMm Habope
IPaBUJIBHOCTh TI'PEOHEBON perpeccuy HUKe MPaBUIBHOCTU JIMHEHHOI
perpeccun. OgHAKO MPaBUJIBHOCTH Ha TECTOBOM Habope y TpeOHEBOIl
perpeccuu BbIIIEe, 0COOEHHO JisI HEeOOJBIINX IOAMHOKECTB MaHHBIX. [Ipum
oObeMe paHHbIX MeHee 400 HaOIONEHUI JUHENHAs pPerpeccust He CIocoOHa
0OyunThcs dyemy-abo. I1o Mepe BospacTanusi oObeMa JaHHBIX, JOCTYITHOTO
IUIsT MOJIETMPOBaHust, 006e MO CTAHOBSITCS JIyYIlle W B WTOTEe JIMHEHasI
perpeccuist IOroHsieT TPpeOHEBYI0 PErpeccuio. Y poK 371eCh COCTOUT B TOM, 4TO
IPU JOCTaTOYHOM OOBbeMe O0ydalol[uX AAaHHBIX PETYJISIPU3AINs CTAHOBUTCS
MeHee Ba)KHOI M IIPU YIOBJIETBOPUTEIHBHOM OObeMe JaHHBIX TpeOHeBas U
JIMHEHas perpeccun OyayT AEMOHCTPHUPOBATH OJMHAKOBOE KaueCTBO pabOThI
(ToT aKT, YTO B JAHHOM CJIy4ae 3TO IMPOUCXOAUT TIPU MCIOJTH30BAHUU
MIOJIHOTO Habopa [aHHBIX, SIBJSETCS IIPOCTO CAyd4alHOCTBIO). Eime oxna
WHTepecHas1 jeTaib puc. 2.13 — 3TO CHUIKeHUe TPaBUIbHOCTU JIMHEMHOMN
perpeccun Ha oby4daromem Habope. C Bo3pactanreMm oObeMa JaHHBIX MOJEIN
CTAaHOBUTCSI BCE CJIOJKHEE MTEPe0OyUNThCS WU 3allOMHUTD JaHHbIE,

N\acco
AnbrepHatuBOli Ridge kak MeTona peryJisgpusaliuyd JUHEHHOU perpeccuu
apisiercst Lasso. Kak um rpebHeBasi perpeccus,, J1acco TakKKe CHKIMAeT
Koo PUIMEHTH 0 OJM3KUX K HYJII0 3HAUYeHUH, HO HECKOJbKO WHBIM
crioco6oM, HasbiBaeMbIM L1 perynsapusanueii.’® Pesyaprar L1 perynsapusanum
3aKJ04aeTcss B TOM, UTO T[IPU HKCIOJIb30BAaHUM JIACCO HEKOTOpbIe
KOa(D(PUIIMEHThl CTAHOBATCS PpaBHbl TOYHO Hyso. llonydaercs, dTo
HEKOTOpbIe TPU3HAKU MOJHOCTBIO MCKJIOYAIOTCS M3 MOJEIU. ITO MOXKHO
paccMaTpuUBaTh KaK OJWH U3 BHUAOB aBTOMAaTHYECKOTO OTOOpa IPU3HAKOB.
[Tosmyuenue HyJIeBbIX 3HAUEHUU [JIS HEKOTOPBIX KO3 OUIIMEHTOB YacTo
VIIPOIAET WHTEPIIPETAIINI0 MOAEIN U MOKET BBISIBUTH Hambojee BajkKHbIE
NPU3HAKU Balleld MOJIEJIN.

JlaBaiiTe TpPUMEHUM METOJ JIacCO K PacCIIMpeHHOMY Habopy JaHHBIX
Boston Housing;:

In[36]:
from import Lasso

lasso = Lasso().fit(X_train, y_train)

print('"MpaBuabHOCTL Ha oby4akuem Habope: {:.2f}".format(lasso.score(X_train, y_train)))
print("MpaBuibHOCTL Ha KOHTposbHOM Habope: {:.2f}".format(lasso.score(X_test, y_test)))
print("KonnyectBo ucnonb3oBaHHbix npu3Hakos: {}".format(np.sum(lasso.coef_ != 0)))

13 JTacco mrrpadpyer L1 Hopmy BekTOpa K03(hOUIMEHTOB WU, APYTUMH CJIOBaMH, CyMMY aOCOJIIOTHBIX
3HaueHul Koa(hUIIMEeHTOB.
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out[36]:

MpaBuabHOCTb Ha oby4vawuwem Habope: 0.29
MpaBUABHOCTL Ha KOHTPOJIbHOM Habope: 0.21
Ko/IM4eCcTBO MCNOJIb30BaHHLIX NPU3HAKOB: 4

Kak BuaHO u3 CBOAKHU, Lasso JaeT HU3KYIO IMPaBUJIbHOCTb KakK Ha
oOyuJarolieM, Tak U Ha TeCTOBOM Habope. DTO yKasbIBaeT Ha HeJ000y4eHue U
MbI BuuM, uyto u3 105 mpusHakoB mCoab3y0TCs TOMbKO 4. Kak m Ridge,
Lasso Tak:ke MMeeT HapamMeTp peryJisipusaiiuu alpha, KOTOpbI onpeaenger
CTelleHb cXKaTus Koa((@UIMeHTOB /0 HyJeBbIX 3HaueHUil. B mpenpiayiiem
prMepe Mbl HCIOJb30BaIN 3HaYeHHe M0 yMmosdanuio alpha=1.0. YrtoOb
CHU3UTH HeL000ydeHue, AaBaiite mompodyeMm ymeHbInTh alpha. Ilpu atom
HaM HY)KHO YBEJUYUTh 3HaueHue max_iter (MakcuMasibHOE KOJUYECTBO
uTepaiun ):

In[37]:

# Mbl yBe/mMYnBaeM 3HavyeHme "max_iter”,

# uHaye Mogesb BbiACT MPEAVIIPEXJEHNE, YTO HYXHO YBEIMYUTb max_iter.

lasso001 = Lasso(alpha=0.01, max_1iter=100000).fit(X_train, y_train)

print('"MpaBunbHoCTb Ha obydakuem Habope: {:.2f}".format(lasso@01.score(X_train, y_train)))

print('"MpaBunbHocTb Ha TecToBoM Habope: {:.2f}".format(lasso001.score(X_test, y_test)))
print("KonnyectBo ncnonb3soBaHHeix npusHakos: {}".format(np.sum(lasso001.coef_ != 0)))

Out[37]:

MpaBuUAbHOCTL Ha oby4awwem Habope: 0.90
[paBUIbHOCTb Ha KOHTPOJIbHOM Habope: 0.77
KonnyecTBO MCNONb30BaHHbLIX NPU3HaKoB: 33

Bosee Huskoe 3nauenune alpha MoO3BOJIIIO HAM TIOJYIUTH O0Jiee CIOKHYIO
MOJIeJb, KOTOpasi POAEMOHCTPUpPOBaa Gosiee BBICOKYIO MPaBUJIBHOCTH Ha
oOyuaioleM U TecTOBOM HaOopax. Jlacco pabortaeT HEMHOTro JIydilie, Yem
rpebHeBast Perpeccusi, ¥ Mbl HCIIOJb3yeM Jinib 33 mpusHaka u3 105. ITo
JesaeT JaHHYIO MOJZEIh OoJiee JIETKOM ¢ TOUYKHM 3PEHMsST WHTEPITPETAINH.

OnnHaxko, eci MBI YCTAHOBUM CJIMTIIKOM HU3KOe 3HaYeHue alpha, Mbl CHOBa
HUBesupyeM 3Gh@EKT Pperyaspusaliui W TOJyYNM B KOHEYHOM WTOTe
nepeoOydeHue, MPUIs K Pe3yabTaTaM, aHAJOTUYHBIM Pe3yJIbTaTaM JIMHEHO
perpeccuu:

In[38]:

1asso00001 = Lasso(alpha=0.0001, max_iter=100000).fit(X_train, y_train)

print('"MpaBunbHOCTbL Ha obyyawuem Habope: {:.2f}".format(lasso00001.score(X_train, y_train)))
print("MpasunbHocTb Ha TecToBoM Habope: {:.2f}".format(lasso00001.score(X_test, y_test)))
print("KonnyectBo mcnonb3oBaHHbix npusHakoB: {}".format(np.sum(lasso00001.coef_ != 0)))

Out[38]:

MpaBuabHOCTbL Ha oby4vawwem Habope: 0.95
MpaBUNILHOCTb Ha KOHTPOJIbHOM Habope: 0.64
KonnyecTBO MCNOJIb30BAHHLIX MPU3HAKoB: 94

Onatp XKe, MBI MOXeM IOCTpoUTh Tpaduku A9 KoI(hPOUITNEHTOB
pa3JIMYHBIX MOjiesield, aHajornunubie puc. 2.12. Pe3ysbTaT nipuBejieH Ha puc.

2.14:
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In[39]:

plt.plot(lasso.coef_, 's', label="Jlacco alpha=1")
plt.plot(lasso001.coef_, '~', label="Jlacco alpha=0.01")
plt.plot(lasso00001.coef_, 'v', label="/Nlacco alpha=0.0001")

plt.plot(ridge@1.coef_, 'o', label="IpebHeBaa perpeccus alpha=0.1")
plt.legend(ncol=2, loc=(0, 1.05))

plt.ylim(-25, 25)

plt.xlabel("NHaekc koadduumeHTa")

plt.ylabel("OueHka koadduumeHTa")

m ® Jlacco alpha=1 v v Jlacco alpha=0.0001
4 4 Jlacco alpha=0.01 e e [pebHesas perpeccus alpha=0.1
T T T T T
v
20 | v v oy 3 v |
@ v v v v A

OueHKa KoagduuneHTa

¥

1 1
0 20 40 &0 20 100 120
WMHaekc KospduurenTa

Puc. 2.14 CpaBHeHne K0adhdPMLUNEHTOB A4 Nlacco-perpeccmm
C pasHbiMM 3Ha4YeHnsiMn alpha n rpebHeBoN perpeccumn

Jlnst alpha=1 MbI BUAMM, 9TO HE TOJHKO OOJBIMUHCTBO KOI(MOUIINEHTOB
paBHbI HYJIO (UTO MBI y:Ke 3HAJIM), HO U OCTaJibHble KOI(PMUIIMEHTHI TaKKe
Majbl 10 BeJuynHe. YMeHbIIMB alpha g0 0.01, mosyyaem pellieHue,
NOKa3aHHOe B  BHJE  3€JE€HBIX  TPEYrOJbHUKOB,  OOJbIIAst  YacTh
K02 UITUEHTOB /i1 TTPU3HAKOB CTAHOBSATCS B TOYHOCTU PaBHBIMU HYJIO.
I[Ipu alpha=0.0001 MBI TTOJIyyaeM MPaKTUYECKU HePeryJJIspu3npoBaHHYIO
MOJIe/Ib, ¥ KOTOPOW OGOJBIIMHCTBO KOI(MOUIIMEHTOB OTJIMYHBI OT HYyJsS U
uMmeoT Oosbiie 3HadeHus. [T cpaBHEHMsS] TPUBOAMTCS —HAWIydlllee
pellieHre, MMoJIydeHHOe ¢ MOMOINbI0 TpebHeBoi perpeccun. Mozenb Ridge ¢
alpha=0.1 mMeer Takyio Ke IPOTHOCTHUYECKYIO CIIOCOOHOCTH, YTO U MOJEJb
jacco ¢ alpha=0.01, ogHaKO IPU MCIOJb30BaHUN TPEOHEBON PErPecCun BCe
K02 UITUEHTBI OTJIUYHBI OT HYJIS.
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Ha mpakrtuke, Korza cTOUT BIOOp MeXAy rpeOHEBOI perpeccueil u Jacco,
IPEANOYTEHNE, KaK MPABIUJIO, OTAaeTcs TpebHeBoii perpeccun. OmHAKO, eCu
y Bac ecThb OOJIbIIIOEe KOJTUYECTBO MPU3HAKOB U €CTh OCHOBAHUS CYUTATh, UYTO
JIUIIh HEKOTOPBIE M3 HUX BasKHBI, LaSSO MOKET OBITh ONITUMAIbHBIM BEIOOPOM.
AHaJIOTUYHO, ecliM BaM HY’KHa JIETKO WHTepIpeTupyemas MojieJib, Lasso
IIOMOJKET IOJYYUTh TaKylo MOJelb, TaK KaK OHa BBIOEpET JIMIIb
IIOJIMHOKECTBO BXOJHBIX HpHU3HaKoB. B Oubimoreke scikit-learn takske
nmeetcs kiacc ElasticNet, kotopsril coderaer B cebe mrpadbl Lasso 1 Ridge.
Ha mpaxktuke sTa KomOwWHarums paboTaer Jydile BCEro, BIPOYEM, ITO
JIOCTUTAETCsI 3a CYeT JIBYX KOPPEKTUPYEMbIX IapaMeTpoB: oauH s L1
perysipusanuu, a Apyrou — amas L2 peryasgpusaiiun.

/\VIHENHBIE MOABAUN AASI KAGCCUN(PUKaUN

JIuHeliHble  MOJe/M  TakKe  I[MUPOKO  MCIHOJB3YIOTCS B 3ajlayax
knaccudukanuu.  JlaBaiiTe = TMOCMOTPUM — CHavaja  Ha  OMHAPHYIO
KJaccudukaiio. B aTom ciydae mporHo3 MoJiy4aioT ¢ MOMOIIBIO CJefyollei

bopmyJibL:
¥ = W[0]* X[0] + W{1]* 1] +... + W p]* X[ p] + b > 0

DopmyJia oueHb MMOXOXKa Ha (BopMyJy JIMHENHON Perpeccuu, HO Telepb
BMECTO TOTO, YTOOBI IIPOCTO BO3BPATUTH B3BEIICHHYIO CYMMY IIPU3HAKOB, MbI
3ajlaeM JIJIsI TIPOTHO3UPYEMOro 3HaueHusl Topor, PpaBHbI Hy0. Ecmm
(OYHKI[MS MeHbIIe HYJIsI, MbI IPOTHO3UPYEM Kjacc —1, eci oHa OoJIbIIe HY.JIS,
MBI IIPOTHO3UPYEM Kjacc +1. ITO MPOrHO3HOE MPABIIIO SBJISETCS OOIAM IS
BceX JIMHEMHBIX Moziesiel Kinaccudukamnuu. OnaTh ke, eCTb MHOTO Pa3InuHbIX
crroco6oB HaitTh KoadduimeHTsl (W) U KOHCTAHTY (D).

Jlng nuHeHBIX MozeJiell perpeccuy BBIXOJ § SBJSIETCS JIMHEMHOU

dbyHKIMel TPU3HAKOB: JIMHUEH, MJIOCKOCThIO WJU TUNEPIIOCKOCTHIO (/1715
OOJTBIIIOTO KOJIn4YecTBa M3MepeHnin). s JUHENHBIX MojieJien
KJIaccuDVKaIUN rpaHana npuHATag pemrernri (decision boundary) siBusiercst
JuHeHON (hyHKIMel aprymenTa. [[pyrumu ciioBamu, (OMHAPHBIHN ) TMHETHBIIT
kjaaccudukaTop — 3To KjaaccuduKaTop, KOTOPBIM pasjesndeT /Ba KJacca C
MOMOIIbIO JIMHUM, TIJIOCKOCTA WJUA TUTEPIJIOCKOCTU. B aTOM pasjesie Mbl
NpUBeIeM KOKPETHbIe PUMEPDI.

CyimecTByeT Macca aJrOPUTMOB OOyYeHUsl JMHEHHBIX Mopeneil. /lBa
KPUTEPHUs 33/1al0T PA3INYUs MEXKIY aJrOPUTMaAMU:

* V3aMmepsieMble METPUKK KayeCTBa IMOATOHKKM 00YYaroNX JaHHBIX;

e DaKT UCMOIH30BAHUS PETYJIAPUIAIUN U BUJl PETYJISIPUIAINN, €CJIU OHA

HCIOJTb3yeTCH.

PaziuyHble aJrOpuTMBbI 110-Pa3HOMY OIPEIENSIOT, UTO 3HAUUT «XOpOoIlas
MO/ITOHKA OOYYaIoIINX JAaHHBIX». B CHIy TeXHUKO-MaTeMaTUYECKUX PUYNH

71



HEBO3MOKHO CKOPPEKTHUPOBATh W U b, 4T0OBI MUHUMU3UPOBATH KOJIUYECTBO
HEBEPHO KJacCU(MUIIMPOBAHHBIX CJy4YaeB, BblJaBaeMoe aJrOPUTMaMH, Kak
MOKHO ObLIO ObI HazesiThesl. C TOYKYM 3pEeHMsT TTOCTABJECHHBIX HAMU TIeJIei 1
pa3nMyHbIX cdep IpUMEHEHUs Pas3JndyHble BapUaHTbl METPUK KadyecTBa
MOJTOHKY (TaK HasbIBaeMble (VHKIHH 10oTeps Wiu loss functions) He UMeOT
OOJIBITIOTO 3HAYEHMSI.

JIBymst  Hambosiee  paclpoOCTPAaHEHHBIMU — aJTOPUTMaMU  JIMHEHHON
KJacCcuUKAINU SIBISIIOTCS JOorHcTHdeckas perpeccus (logistic regression),
peanm3oBaHHas B kjacce Llinear_model.lLogisticRegression, u .1mwHerHbIH
meros omopHbIx BekTopor (linear support vector machines) win JTuHeHbII
SVM, peanusoBanubiii B knacce svm.LinearSVC (SVC pacmniudpoBbiBaeTcs
Kak support vector classifier — KJIacCHQHKATOP OIOPHBIX BEKTOPOB).
HecmoTpss Ha cBoe Ha3BaHue, JIOTUCTUYECKAsd PErpeccusi  SBJISIETCS
AJITOPUTMOM KJacCU(UKAIUK, a HEe AJITOPUTMOM PEerpeccuiu, U ero He cJaeayeT
MyTaTh C JUHEMHOU perpeccuei.

Mpb1 Mokem npuMeHUTH Mojean LogisticRegression um LinearSVC k
HaboOpy MaHHBIX forge M BU3yaJM3WPOBATh TPAHUILy NPUHSTHS PENIEHMUI,
HalJIeHHYT0 TUHEHHBIMU MoziesissMu (puc. 2.15):

In[40]:
from import LogisticRegression
from import LinearSVC

X, v = mglearn.datasets.make_forge()
fig, axes = plt.subplots(1, 2, figsize=(10, 3))

for model, ax in zip([LinearSVC(), LogisticRegression()], axes):
clf = model.fit(X, y)
mglearn.plots.plot_2d_separator(clf, X, fill=False, eps=0.5,

ax=ax, alpha=.7)

mglearn.discrete_scatter(X[:, 0], X[:, 1], y, ax=ax)
ax.set_title("{}".format(clf.__class__._ name__))
ax.set_xlabel("MpusHak 0")
ax.set_ylabel("MpusHak 1")

axes[0].legend()

LinearSVC LogisticRegression
lnlt' "ih o0 0 A ‘} 1h‘ A
o A A A AAl o A A A -

MpusHak 1
®
>

MNpu3sHak 1
®
>

® ®
oe *e
LJ Py L ® ° ®
™ ® o ®
] ]
Mpu3Hak 0 Mpu3Hak O

Puc. 2.15 NpaHnubl NPUHATUS peLleHnin NHenHoro SVM n normctmyeckon perpeccum
Ans Habopa gaHHbIX forge (Mcnonb3oBanucb 3Ha4YeHUs NapamMeTPoB N0 YMOSTHaHUIO)
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Ha sToMm pucyHKe, Kak 1 paHblIile, TIEPBbIi IPHU3HAK Habopa JaHHBIX forge
OTJIOJKEH I10 OCU X, a BTOPOU MPU3HAK — TI0 OCH Y. 3/1eCh TTOKa3aHbl IPAHUIIBI
NPUHATUS  pellleHU, HaujgeHHble LinearSVC wu  LogisticRegression
cooTBeTcTBeHHO. OHU TIPe/CTaBJIeHbl B BUJEe MPSMBIX JUHUM, OTAEISIONINX
00/1acTh 3HaueHUN, KaacCH(UIIMPOBAHHBIX Kak Kiaacc 1 (B BepxHeil yacTu
rpaduka) ot obsacTv 3HaYeHWH, KaaccuuimpoBaHHbIX Kak kiacc 0 (B
HIDKHel yactu rpaduka). [pyrumu ciroBamu, jrobast HOBasi TOYKA JAHHBIX,
KOTOpast JIGKUT BBIIIE YEPHOH JMHUKM OyZeT OTHeceHa COOTBETCTBYIOIIEH
MOJIeNIbIO K Kjaccy 1, Torma kak Jiobast TOUKa, JesKalias HUuKe YepPHOM JIMHIH,
Oyzmer otHeceHa K Kiaccy 0.

O6e Mojenn MMEIT CXOKHe TPaHWIbl TPUHATHS pemreHnin. OOpaTute
BHUMaHUe, 4T0 00€e MOIeJIN HEIPABIIHbHO KIacCUMDUITMPOBAIH ABe TOUKH. 1o
YMOJUaHNI0 00e MOZENN WCIOJb3YIOT L2 peryisipusanmio, TOT JKe CaMblil
METO/I, KOTOPBII UCIIOIb3YETCs B TPEOHEBOI PErPECCH.

[lnsa LogisticRegression u LinearSVC KOMIIPOMHUCCHBIN I1apaMeTp,
KOTOPBII OIpesesIsieT CTeleHb peryJsipusaliui, HasbiBaercsi C, m Oosee
BbICOKHE 3HadyeHUs1T C COOTBETCTBYIOT MeHbIIeH peryigpusdanuu. JIpyrumum
CJIOBAaMH, KOIJla BBl MCIIOJIb3yeTe BBbICOKOe 3HaueHue Tnapamerpa C,
LogisticRegression wum LinearSVC mbITalOTCA IIOJOTHATh MOJeNdb K
00yYaoIMM JaHHBIM KaK MOYKHO JIy4Ille, TOrJa KaK IPH HU3KUX 3HAYCHUSIX
napamerpa C MOAeaN [elaloT OOMbIINl  aKIeHT Ha IOWCKe BeKTopa
Koo duimeHToB ( W), OJIU3KOro K HYyJIIO.

CyiecTByer elfe oOaHa HWHTEpecHasi JeTalb, CBs3aHHas ¢ PabOTOi
mapamerpa C. Mcnonb3oBanue HU3KKUX 3HauYeHWN C MPUBOAUT K TOMY, YTO
AJITOPUTMBI TIBITAIOTCS TIOACTPOUTHCS IO «OOJBIIMHCTBO> TOYEK IaHHBIX,
TOrjJa Kak MCIOJIb30BaHue OoJjiee BBICOKMX 3HaueHUi C IOJYepKUBaeT
Ba)KHOCTb TOTO, 9YTOOBI ~Kask[aasi OTAeJbHAs TOYKa JaHHBIX  OblIa
KkjJaccupuimpoBada  npaBuyibHO.  Huske  npuBoauTcs — WITIOCTpAIlvs
ncrnoab3oBanus LinearSVC (puc. 2.16):
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In[41]:

mglearn.plots.plot_linear_svc_regularization()

C = 0.010000 C = 1.000000 C = 100.000000
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Puc. 2.16 NpaHnubl NPUHATUA pelleHnn NMnHenHoro SVM
C pasnuyHbIiMK 3HaYeHuamn C gns Habopa gaHHbIx forge

Ha rpaduke cieBa moxkasaHa Mozeb ¢ O4eHb MaJieHbKUM 3HaudeHureMm C,
COOTBETCTBYIONUM OOJIBIIION CTEIIEHN PEry/Isspu3aliii. bosbInas yacTh TOYEK
kinacca 0 HaxomsaTcs B HIDKHeEH yacTy rpadrka, a O0IBIIMHCTBO TOYEK Kjacca
1 maxoxmsaTcss B BepxHell yacth. CUJIBHO PeTyJsSpPU30BaHHAs MOEb JaeT
OTHOCHUTEJIBHO TOPU3OHTAJIBHYIO JIMHUIO, HEIPABUJIBHO KJIACCU(MDUIMPYS IBe
Toukn. Ha menTpanbHoMm rpaduke 3HadeHnme C HEMHOIO BBIIIE M MOJEIb B
OOJIbIIIEH cTeleHu dboxycupyercs Ha IIBYX HEIPaBUJIBHO
KJaccUDUIIMPOBAHHBIX MPUMepax, HAKJOHSIS TPAHUILY NPUHSATHSI PENIeHU.
Haxkomner, Ha rpacduke cripaBa o4eHb BICOKOE 3HaYeHre C MOJIe/IM HAKJIOHSIET
TPaHMILy TPUHATHS  PelleHuil  elle  CUJIbHee, Telepb  IPaBUJIbHO
Kjaaccuduipys Bce Touku kaacca 0. OxgHa u3 Todek kjacca 1 mo-mpexxHeMy
HENPaBUJIbHO KJacCU(UIIMPOBAHA, ITOCKOJbKY HEBO3MOXKHO IPaBUJIbHO
KiIaccuUIUpoBaTh Bce HAOJIONEHUST 9TOro Habopa MaHHBIX C IOMOIIBIO
npsaMoil muHuu. Mojenb Ha Tpaduke clipaBa cTapaeTcsd W30 BCeX CHJI
MPaBUJIbHO KJaccu@UIMPOBAaTh BCE TOYKHM, HO He MOKET HaTh XOPOIIEero
000011eHNST cPpady st 000MX KJIaccoB. [IpyruMu cJIoBaMu, aTa MOZE/Ib CKOpee
BCEro mepeodydeHa.

Kak u B cyyae ¢ perpeccueit, JruHeliHble MOJEIN KIacCU(MDUKAIUA MOTYT
MOKa3aThCsl  CJMINKOM  CTPOTUMH B YCJIOBUSIX  HU3KOPA3MEPHOTO
MIPOCTPAHCTBA, Ipeaiaras TPaHUIbl NPUHSTHS PeIIeHuil B BUJE IPSIMbBIX
JUHAN wWid  1iockocTeil. Ouarh JKe, NPU HaJW4YUK  OOJIBIIOrO YKCJIA
U3MEpPEeHUI JIMHEeHbIe MOJAeIN KJIACCHU(UKAIMU IPHOOPETAIOT BBICOKYIO
MPOTHO3HYI0O CUJIy W C YBeJUYEHWEM 4YHCJIa TPU3HAKOB 3alluTa OT
epeoOydeHnst CTAaHOBUTCS Bce GoJiee BasKHOI.

Jasaiite Oosee moapobHO pasbepeM paboTy LogisticRegression Ha
Habope nanHbIX Breast Cancer:
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In[42]:
from import load_breast_cancer
cancer = load_breast_cancer()
X_train, X_test, y_train, y_test = train_test_split(
cancer.data, cancer.target, stratify=cancer.target, random_state=42)
logreg = LogisticRegression().fit(X_train, y_train)
print('"MpaBunbHOCTbL Ha obydawuem Habope: {:.3f}".format(logreg.score(X_train, y_train)))
print('"MpaBunbHocTb Ha TectoBoMm Habope: {:.3f}".format(logreg.score(X_test, y_test)))

Out[42]:
MpaBUIbHOCTb Ha oby4vawuwem Habope: 0.953
MpaBMABHOCTbL Ha TecToBOM Habope: 0.958

3HaueHune 10 yModaHuio C=1 obecrieunBaeT HETIOX0€e KaueCTBO MOJIEIH,
IIPaBUJIBHOCTH Ha 00ydarolieM 1 TeCTOBOM Habopax cocrasiisteT 95%. OnHako
MIOCKOJIbKY KAuecTBO MOJIEJIM Ha 00ydaroIeM U TECTOBOM HabOpax MPUMEPHO
O[IMHAKO, BIIOJIHE BEPOSITHO, YTO MBI HeZoOOydYWIM Moenb. JlaBaiite
norpobyeM yBenduTh C, 4TOOBI IOAOTHATH G0JIee THOKYIO MOJIEIb:
In[43]:
logreg100 = LogisticRegression(C=100).fit(X_train, y_train)

print("MpaBuibHoOCTL Ha obydvawwem Habope: {:.3f}".format(logreg100.score(X_train, y_train)))
print('"MpaBunbHocTb Ha TecToBoM Habope: {:.3f}".format(logreg100.score(X_test, y_test)))

Out[43]:
MpaBuabHOCTbL Ha oby4yawwem Habope: 0.972
MpaBUIbLHOCTL Ha TecToBOM Habope: 0.965

Vcmosnb3oBanre C=100 mpuBeo K 0Oojiee BBICOKOW ITPaBUIBHOCTH Ha
oOyuJarorieii BHIOOPKE, a TakyKe HEMHOTO YBEJIMYMJIACh ITIPAaBUJIBHOCTh Ha
TECTOBOI BBIOOPKE, UTO IMOATBEPIKAAET HAIll JOBOJ O TOM, UTO OoJiee CIOKHAS
MOJIeNTb TOJKHA ¢paboTaTh JIydlire.

Kpome TOrO, MBI MOXEM BBIACHUTH, YTO MPOU3OUIET, €CJau Mbl
BOCIIOJIb3yeMCsl  OoJiee peryJsipu3oBaHHON Mozeabio (ycraHoBus (=0.01
BMECTO 3HaYeHUs 110 yMoa4aHuio C=1):

In[44]:

logregf@1 = LogisticRegression(C=0.01).fit(X_train, y_train)

print("MpaBuibHOCTL Ha obydvawuwem Habope: {:.3f}".format(logreg@01.score(X_train, y_train)))
print("MpaBunbHocTb Ha TecToBoM Habope: {:.3f}".format(logreg@@l1.score(X_test, y_test)))

Out[44]:
MpaBuAbHOCTL Ha oby4awuwem Habope: 0.934
MpaBUIbLHOCTb Ha TecToBOM Habope: 0.930

Kak u ciemoBajio 0kuaaTh, KOra Mbl TOJYYNUIN HEZOOOYUEHHYIO MOIEh
1 TIepeMecTUIMCh BJEBO TI0 IIKase, TOKa3aHHOU Ha puc. 2.1, MpaBUIbHOCTH
KaK Ha oOydaroleM, Tak ¥ Ha TeCTOBOM HabOpax CHU3MUJIACH 110 CPABHEHUIO C
MPaBUJIbHOCTHIO, KOTOPYIO MbI IOJYUUJIN, WCIIOJb30BaB IapaMeTpbl 10
YMOJTYQHUIO.

W, nakoHell, naBaiiTe MOCMOTPUM Ha KO2((MUIIMEHTHI JOTUCTUIECKOMN
perpeccuu, TOJy4YeHHbIE C WCIOJb30BAaHUEM TpeX Pa3JIUYHbIX 3HAUYEeHUN
napametpa perysaspusdanuu C (puc. 2.17):
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In[45]:
plot(logreg.coef_.T, 'o', label="C=1")

plot(logreg100.coef_.T, '~', label="C=100")

plot(logreg@01.coef_.T, 'v', label="C=0.001")
xticks(range(cancer.data.shape[1]), cancer.feature_names, rotation=90)
hlines(0, 0, cancer.data.shape[1])

plt.
plt.
plt.
plt.
plt.
plt.
plt.
plt.
plt.

ylim(-5, 5)

xlabel("NHpekc koapduumeHTa™)
ylabel("OueHka ko3dduumeHTa")

legend()

[Tockombky LogisticRegression 1o ymon4aHuio wucmoJsb3yer L2
peryJasgpusaluio, pe3yJabTaT MOX0X Ha pe3yJbTaT, MOJyYeHHBbIH Mpu
ncrosib3oBanun  mozean Ridge (puc. 2.12). bBompmas cremnenb
peryJsgpusanuu cujabHee cCKuMaeT Kod(hGMUIMEHTbl K HYJIO, XOTS
K02 UIMEHTbI HUKOTAA He CTAaHYT B TOYHOCTH PABHBIMHU HYJIIO.
W3yuuB rpaduk Oojiee BHUMATEIbHO, MOKHO YBHIETh WHTEPECHBII
acdexr, ITPOU3OTIE/ITITI c TPETbUM koaunmerToM,
koo uimenTom mpusHaka «mean perimeters. Ilpm C=100 u C=1
K02 UIMEHT OTpuIlaTeseH, Toraa Kak npu C=0.001 koadduimenT
MOJIOKUTEIEH, TPH 9TOM €ro OIleHKa OoJibllle, YeM OIleHKa
koadduimenTa npu C=1. Korza Mbl mHTEPIIPpETUPYEM JTAHHYIO MOJIEJb,
Koa((puIMeHT TOBOPUT HaM, KaKOU KJIACC CBS3aH C 3TUM MPU3HAKOM.
BoamoskHO, uTO BbICOKOE 3HAUeHUe TTPU3HaKa «texture error» CBsI3aHO
C TIpUMEpPOM, KIacCU(PUITMPOBAHHBIM KaK  <«3JI0KAaueCTBEHHBIN».
Onnako um3MeHeHMe 3HaKa KoadduimeHTa A8 IIPH3HAKa <«mean
perimeter» oO3HavyaeT, 4YTO B B3aBUCUMOCTH OT paccMaTpUBaeMOit
MOJIEJIN BBICOKOE 3HaUeHHe «mean perimeters» MOXKET yKa3blBaTh JHOO
Ha J00pOKavyecTBEHHYIO, JNOO Ha 3JI0KAaYe€CTBEHHYIO OIyXOJIb.
[IpuBenennblii  mpuMep  TOKa3bIBaeT, 4YTO  WHTEPIPETUPOBATH
K0a(h(pUIIMEHTHI TMHENHBIX MOJIesiell Bcer/ia Hy>KHO C OCTOPOXKHOCTBIO
U CKETUITU3MOM.
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MHaekc KospduureHTa

Puc. 2.17 KoathpuumeHTbl, NonyyeHHbIe C MOMOLLIbIO JTOTMCTUYECKON perpeccum
C pasHbiMu 3Ha4YeHusimmn C ons Habopa gaHHbIX Breast Cancer

Ecy MBI XOTUM TIOJIy4UTh O0Jiee MHTEpPIpeTabeIbHYI0 MOIE/Ib, HaM MOKET
nmomMoub L1 peryngpusanus, TOCKOJbKY OHAa OTPAaHWUYMBAET MOJIEJb
HCTIOJTb30BaHNEM JIMITh HECKOJIbKNUX Mpu3HakoB. Huske mpuBoauTcs rpaduk
¢ KoaduiimeHTaMu U olleHKaM¥ TTpaBubHOCTH 17151 L1 perynsipusanuu (puc.

2.18):

In[46]:
for C, marker in zip([0.001, 1, 100], ['o", "~', 'v']):
1r_11 = LogisticRegression(C=C, penalty="11").fit(X_train, y_train)
print("MpaBuabHOCTb Ha obydyeHun ana norperpeccun L1 c C={:.3f}: {:.2f}".format(
C, lr_l1.score(X_train, y_train)))
print("MpaBunbHocTb Ha TecTe ana norperpeccun 11 ¢ C={:.3f}: {:.2f}".format(
C, lr_l1.score(X_test, y_test)))

plt.plot(lr_11.coef_.T, marker, label="C={:.3f}".format(C))
plt.xticks(range(cancer.data.shape[1]), cancer.feature_names, rotation=90)
plt.hlines(0, 0, cancer.data.shape[1])

plt.xlabel("WHaekc koadduumeHTa")

plt.ylabel("OueHka koadduumeHTa")

plt.ylim(-5, 5)
plt.legend(loc=3)

Out[46]:

MpaBuAbHOCTb Ha obyyeHun ans norperpeccum 11 ¢ C=0.001: 0.91
MpaBUAbHOCTb Ha TecTe ans norperpeccun 11 c C=0.001: 0.92
MpaBuabHOCTb Ha obyyeHun ansa norperpeccum 11 c C=1.000: 0.96
MpaBuAbHOCTL Ha TecTe ana norperpeccum 11 ¢ C=1.000: 0.96
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MpaBUAbHOCTbL Ha obyyeHun ans norperpeccum 11 c (=100.000: 0.99
MpaBuUNbHOCTL Ha TecTe Ana norperpeccun 11 ¢ C=100.000: 0.98

Buznno, 4TO cyllecTByeT — MHOTO Tapajiiesiel MeXIy JHUHEeWHbIMU
MOJIEJIIMU  JIJIsST OMHAPHOM KJacCUu(UKAIMU W JUHEHHBIMA MOJETSIMU JIJIsI
perpeccuu. Kak u B perpeccuu, OCHOBHOE pa3jinuurie MeXKAY MOAETSIMU — B
mapamMeTpe penalty, KOTOpPBINI BJWSET Ha PETYJSIPHU3AIUI0 W OIpEeseT,
OyIeT JIi MOJEJIb UCII0Ib30BaTh BCE JOCTYITHbIE TIPU3HAKY UK BHIOEPET JINIITh
MOIMHOKECTBO TTPU3HAKOB.
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Puc. 2.18 KoadpdumumeHTbl normctnyeckon perpeccumn ¢ L1 wrpadgom ans
Habopa AaaHHbIX Breast Cancer (Mcnonb3oBanucb pasnmyHble 3HadeHus C)

AVIHENHBIE MOACAU AASI MYABTUKAGCCOBOW KASCCUMUKaUNNA

MHorue uHeiiHble MOAENN KaaccupUKaIuM MpeaHa3HAaueHbl JHIIb s
OMHapHOW  KjaccMUKaIMd W He  PACHPOCTPAHAIOTCS Ha  CIydYaii
MYJBTUKJIACCOBON  Kjaccuukaimu (3a UCKJIIOYEHUEM JIOTUCTUYECKON
perpeccumn). O61epacipocTpaHHEHHbBII TTOJIXO/I, ITO3BOJISTIONINIA
PaCIIPOCTPAHUTh  AJTOPUTM  OMHAPHON  KjaaccuuKalmwu Ha  Caydail
MYJIbTUKJIACCOBON KJacCU(PUKAIIMA Ha3bIBAeT TIOAXOJIOM <OJHH IIPOTHB
ocrampabix> (one-vs.-rest).'* B mopxone <«OQWH TIPOTUB OCTAJbHBIX» /IS
KaKJOr0 KJIacCa CTPOUTCS OMHApHAs MOJENb, KOTOPas IIBITAETCS OTHENUTh

" Taxske ncnosmb3yercst Ha3BaHUe «OAUH MPOTUB Beex» (one-vs.-all). — Ilpum. mep.
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3TOT KJacC OT BCeX OCTAJbHBIX, B pe3yJbTaTe 4Yero KOJWYECTBO Mojesiei
orpesiesisieTcsl KOJWYeCTBOM KJjaccoB. /[l momydeHWsT TPOTHO3a TOYKaA
TecTOBoro Habopa TofaeTcsi Ha Bce OWHapHBIE KJIaCCHU(UKATOPHI.
KnaccuduraTop, KOTOpBIil BbIZAeT 0 CBOEMY KJaccy HamboJbllee 3HaYCHIE,
«100EKIaeT> 1 METKa 3TOr0 KJacca BO3BPAIAETCS B KauecTBe IPOTHO3a.
Vcmonb3yst OuHapHBIH —KaaccuUKaTOp I KakJOTO KJacca, MBI
oJiydaeM OAMH BeKTOp KoadhduimentoB (w) m oxHy KoHcTanty (D) 1o
KakaoMy kiaaccy. Kiace, KoTopbrii mosrydyaer Hanboibliee 3HaY€HNe COTJIACHO
HIKeNpuBeIeHHON (hopMyJie, CTAHOBUTCST TTPUCBOEHHON METKOM KJacca:

WO]* x[O] + W] * x[A] +...+ W[ p] * X[ p] + Db

MaremaTnyeckuii anmapaT MYJbTHUKJIACCOBOU JIOTUCTUYECKON perpeccuu
HECKOJIbKO OTJIMYAeTCs OT IOJXO0Aa «OAWH IIPOTUB OCTAJIbHBIX», OJHAKO OH
TakkKe JlaeT OJAWH BEKTOP KO UIIMEHTOB U KOHCTAHTY /I KaKJOTO Kjacca
U HCITOJIb3YET TOT JK€ CaMblil CII0CO0 MOIyYeHHsT IIPOTHO30B.

JlaBaiiTe IPUMEHNM METOJI «OAMH IIPOTUB OCTAJIHHBIX» K IIPOCTOMY HaOOPY
JAHHBIX € 3-KJaccoBOW KJaccudukaimein. Mbl UCIONIb3yeM JABYMEPHBIN
MacCUB JAHHBIX, T/le KaXK/Iblll KJacc 3ajlaeTcsd JaHHBIMU, MOJYYeHHBIMU W3
rayccoBckoro pacnpezenenus (cm. puc. 2.19):

In[47]:
from import make_blobs

X, y = make_blobs(random_state=42)
mglearn.discrete_scatter(X[:, 0], X[:, 1], vy)
plt.xlabel("MpusHak 0")

plt.ylabel("MpusHak 1")

plt.legend(["Knacc 0", "Knacc 1", "Knacc 2"])
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Mpu3sHak 0

Puc. 2.19 [IByMepHbI CUHTETUYECKMI HABOP AaHHbIX, CoAepXXalluuin Tpu Knacca

Tenepsb obydaem kiraccudukarop LinearSVC Ha 5ToM HabOpe JaHHBIX:
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In[48]:

linear_svm = LinearSVC().fit(X, y)

print("dopma koadpuumeHTa: ", linear_svm.coef_.shape)
print("®opma koHcTauTh: ", linear_svm.intercept_.shape)

Out[48]:
Oopma koadpduumenta: (3, 2)
Oopma KoHCTaHTh: (3,)

Mbr Buaum, uto atpudyt coef_ mmeer dopmy (3, 2), 93TO 0O3HAYAET, YTO
KaXXJasa CTpOKa coef_ COIEPKUT BEKTOP KOB(I)(l)I/IL[I/IeHTOB IJId KaXI0ro mu3
Tpex KﬂaCCOB,a‘KaﬁUHﬂﬁ CTOH6€H COAEPXKUT 3HAYECHUE KOBdeHHHCHTa IJIsL
KOHKPETHOI'O IIpH3HaKa (B ITOM Ha60p€ JAaHHbIX W©X HBa). 1&TpH6yT
intercept__TeHepb ABJIAETCA OJJHOMEPHBIM MAaCCHBOM, B KOTOPOM 3allMCaHbI
KOHCTAHThBI KJIaCCOB.

[laBaiiTe BuU3yanmusupyem JUHUUA (TPAHUIBI TPUHATUS  PeEIIeHnln ),
MOJIy4eHHBIE C TOMOIIBI0 TpeX OMHAPHBIX KaaccudukaTopos (puc. 2.20):
In[49]:
mglearn.discrete_scatter(X[:, 0], X[:, 1], vy)
line = np.linspace(-15, 15)
for coef, intercept, color in zip(linear_svm.coef_, linear_svm.intercept_,

['b', 'r', 'g'D:

plt.plot(line, -(line * coef[0] + intercept) / coef[1], c=color)
plt.ylim(-10, 15)
plt.xlim(-10, 8)
plt.xlabel("MpusHak 0")
plt.ylabel("MpusHak 1")

plt.legend(['Knacc @', 'Knacc 1', 'Knacc 2', '/nHua knacca 0', 'JimnuAa knacca 1',
"Nnumna knacca 2'], loc=(1.01, 0.3))

BuHo, uto Bce TouKHM, mpuHaLIexKame kiaaccy 0 B 00ydaommx JaHHbIX,
HaXOZSITCS BBIIIE JUHNUM, COOTBETCTBYIOMIEN Kaaccy 0. ITO o3HaYaeT, 9TO OHU
OTHeceHbI K «kjaccy 0» maHHOro OMHAPHOrO KiaaccudpukaTopa. TOUYKN Kiaacca
0 HaxomsATCcs BbINE JUHUW, COOTBETCTBYIOINIEH Kaaccy 2. ATO O3HAYaeT, YTO
OHU KJAacCU(UIUPYIOTCS OMHAPHBIM KJIacCH(UKATOPOM I Kjacca 2 Kak
«ocTtayibHble». Touku, mpuHajexainue kiaaccy 0, HaxXoAsTcs cjieBa OT JUHUMH,
COOTBETCTBYOIEl Kaaccy 1. ITo o3HavaeT, 4TO OMHAPHBIN KIacCu(pUKATOD
i Kinacca 1 rakske kaaccuuIUpyeT UX KaK «OCTalbHbIe». TakuM o6pasom,
B uTOTe JIf00ast Touka B 9TOi obactu Oyzer oTHeceHa K Kiaccy 0 (pesyJbTar,
moJiydaeMbiil o opmyJie aas kiaaccrduratopa 0, OoJbIile HyJIs, TOTAa KaK
IS IBYX OCTAJIbHBIX KJIACCOB OH MEHbIIIEe HYJIA).

Onnako 4YTO HacueT TpeyrojbHMKa B cepeauHe Tpaduka? Bce Tpu
OMHAPHBIX KJaCCU(UKATOPa OTHOCAT TOUYKH, pACIIOJOKEHHBIE TaM, K
«ocTajabHbIM». Kakoil kjmacc OygeT HPUCBOEH TOYKe, PaCIOJIOKEHHON B
Tpeyrosbauke? OTBeT — KJacc, MOJYYUBIIMI HanboJIblllee 3HAUYeHUE TI0
dhopmyie KaaccruUKaIMU, TO €CTh KJIace OMVKANIIel JIMHNM,
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Puc. 2.20 paHuubl NPUHSATUS PELUEHMI, NONyYeHHble C MOMOLLBI TpeX BUHapHbIX
KrnaccudukaTopoB B paMkax Nnoaxona «o4uH NPOTUB OCTarbHbIX»

Crnenytomuii mpumep (puc. 2.21) moKasbIBaeT IPOTHO3BI S BCEX
obJtacTell IByMEPHOTO TIPOCTPAHCTBA:

In[50]:
mglearn.plots.plot_2d_classification(linear_svm, X, fill=True, alpha=.7)
mglearn.discrete_scatter(X[:, 0], X[:, 11, vy)
line = np.linspace(-15, 15)
for coef, intercept, color in zip(linear_svm.coef_, linear_svm.intercept_,
[lbl’ |I_|, |g|]):
plt.plot(line, -(line * coef[0] + intercept) / coef[1], c=color)
plt.legend(['Knacc 0', 'Knacc 1', 'Knacc 2', 'Jiuuua knacca 0', 'JiuHua knacca 1',
"numna knacca 2'], loc=(1.01, 0.3))
plt.xlabel("Mpu3Hak 0")
plt.ylabel("MpusHak 1")

® ® Knacc 0
A A Knaccl
¥ V¥ Knacc 2
— JIMHKA Knacca 0
— JluHuA Knacca 1
— JIMHKA Knacca 2

MpusHak 1

MNpu3Hak 0

Puc. 2.21 MynbTUKnaccoBble rpaHuLbl NPUHATUS PELUEHWUIA, NOMyYEHHbIE C MOMOLLbIO
Tpex GUHapPHbIX KnaccuuKkaTopoB B pamkax noaxoda «OAMH NPOTUB OCTarbHbIX»
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[penmyLecTsa, HeAOCTaTKN 1 NapamMeTphl

OcHOBHOIl TapameTp JIMHEHHBIX MoOjleJiell — IapaMmeTp peryJisgpusaliuiu,
Ha3biBaeMbll alpha B wmojensix perpeccun w C B LinearSVC wu
LogisticRegression. bosbmue 3aauenns alpha uam madenbkue 3HadueHus C
O3HAYalOT TMPOCThie Mojeau. KOHKpeTHO /s PerpecCuMOHHBbIX MojeJsiei
HAaCTPOMKA 3TUX TTapaMeTPOB UMeeT BeCbMa BakHOe 3HaueHue. Kak mpaBuJio,
nouck C u alpha ocyiectBisiercs 1o Jorapudmuieckoil 1mkauae. Kpome Toro
BBl JIOJKHBI PEIUTh, KaKOW BUJl PETyJdpu3allii HYKHO HCIOJib30BaTh: L1
nmu L2. Eciu BbI moJiaraete, 4To Ha caMOM JieJie BaXKHBI JIMIIb HEKOTOpbIe
NpU3HAKH, cjeayeT ucrosb3oBaTh L1. B mpoTuBHOM ciydae HMCIOJB3YHTE
yCTaHOBJIEHHYIO 110 yMosdanuto L2 peryssipusanuio. Eme L1 perynspusaius
MOKET OBITh ITOJIE3HA, €CJIM MHTEPIPETUPYEMOCTh MOIENN HMEET BajKHOE
sHauenne. Ilockompky L1 perymgpusaius OyzerT KCIONIb30BATh JIMIIb
HECKOJIbKO TIPU3HAKOB, Jierde OyneT 0ObsSICHUTD, KaKue MPU3HAKN BasKHBI JJIsT
MOJIeJIA U KaKOBbI 3P PeKThbl 3TUX NMTPU3HAKOB.

Jluneiinple Mopmenn O4YeHb OBICTPO OOy4YaAlOTCSI, a TakKe OBICTPO
nporuosupyor. OHK MacIITabUPYIOTCS Ha OueHb OOoJIbline HabOphl JaHHBIX,
a Tak)ke XOpOIIO paboTaoT ¢ paspeKeHHBIMU AaHHbIMH. [Ipu paboTe c
JNAHHBIMU, COCTOAIIUMHU M3 COTEH ThICSY WJIM MUJJIMOHOB INPUMEPOB, Bac,
BO3MOKHO, 3aumHTepecyeT omiuga solver='sag' B LogisticRegression u
Ridge, KOTOpasi MO3BOJISIET TOJIYYUTH PE3yIbTaThl OBICTPEE, YeM HACTPONKH
nmo ymosyanwio. Eme mapa ommuit — ato kigacc SGDClassifier m kiacc
SGDRegressor, peanusyolie Oojee MacHITaOMpyeMble BEpCHUU OMUCAHHBIX
3/1eCh JIMHENHBIX MOJIEJIEH.

Ente oHO mpemMyIecTBO JUHEHHBIX MOjiesieil 3aKJIiouaeTcss B TOM, 4TO
OHU MO3BOJIIOT OTHOCUTEIBHO JIETKO MTOHATh, KaK ObLT ITOJIy4€eH IIPOTHO3, IIPH
noMoIu (opMyJi, KOTOpble Mbl BUIEJU paHee JJsI perpeccuud u
kinaccudukaimu. K coxkaneHuio, 4acto ObIBaeT COBEPIIEHHO He ITOHSITHO,
moyeMmy OBLIA IOJydYeHbl UMEHHO Takue KO3(hMHUIUEHTH. ITO OCOOEHHO
aKTyaJIbHO, €CJIM Balll HaOOp JaHHBIX COAEP/KUT BBICOKO KOPPEJIUPOBAHHBIE
MPU3HAKK, B TAKUX CJIydasX KOa(h UITUEHThI CI0KHO UHTEPIPETUPOBATD.

Kak mpaBujio, JuHeliHbIe MOJEJN XOPOIIo paboTaioT, KOrja KOJUYECTBO
IIPU3HAKOB TIPEBBIIIAET KOJU4YecTBO Habuioxenuii. Kpome Toro, oHm yacto
HCIIOJIb3YIOTCS Ha OYeHb OOJIBIIMX HabOpax JaHHBIX, IPOCTO IMOTOMY, YTO He
IIPENCTABISIETCS BO3MOKHBIM OOY4YUTH Apyrue Mojein. Bmecre ¢ TeM B
HU3KOPa3MEPHOM IPOCTPAHCTBE aJibTePHATUBHbIE MOJIEIM MOTYT I10Ka3aThb
6oJiee BBICOKYIO 0000INAOIIyIO CITOCOOHOCTD. B pasmesne «SmepHbie MammuHbL
OIIOPHBIX BEKTOPOB» Mbl PACCMOTPUM HECKOJIBKO IPUMEPOB, B KOTOPBIX
WCII0JIb30BaHUE JTUHEMHBIX MOJIesiell He YBEeHUAJI0Ch YCIIEXOM.
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Llenoyka metoaos (method chaining)
Bo Bcex mozensix scikit-learn meton fit BosBpamiaer self. ITo Mo3BOIgET MHUCAThH
KO/l, TPUBEJICHHBIN HUIKE U ysKe IMPOKO UCIIOJIb30BAaHHBIN HAMU B 9TOU IJaBe:
In[51]:

# co3fgaemM SK3eMliap Mogesin U [nogroHaemM ero B 0/7H0//7 CcTpoke
logreg = LogisticRegression().fit(X_train, y_train)

31ech Mbl KCIIOJIb30BAJM 3HaYeHWe, BosBpamaemoe wmerogom fit (self), uToObI
IPUCBOUTH OOYYEHHYI0O MOJEJIb IlepeMeHHoil logreg. JTa KOHKaTeHAlds BHI30OBOB
MeToIoB (B maHHOM ciaydae _init_, a 3atem fit) um3BecTHa Kak nermoyka mMero]oB
(method chaining). Eme oxHo obiepacinpocTpaHeHHOE IPUMEHEHNE IIeMOYKH METOI0B
B scikit-learn — aT0 cBg3bIBaHue MeTO/I0B fit u predict B o/HOU cTpOKe:

In[52]:
logreg = LogisticRegression()
y_pred = logreg.fit(X_train, y_train).predict(X_test)

Hakoner, BbI MoxeTe cO3/[aTh 3K3EMILISAP MOJEJIU, MOJOTHATH MOJIETb U TOJYYUTH
IIPOTHO3bI B OJTHOM CTPOKe:

In[53]:
y_pred = LogisticRegression().fit(X_train, y_train).predict(X_test)

OnHako 9TOT oYeHb KOPOTKHUII BapMaHT He ujeajieH. B o/lHOI cTpoKe MMPOMCXOAUT Macca
BCEro, 4YTO MOJKET c/esaThb KO/ TPpyAHOuMTaeMbiM. Kpome TOTO, 1MO/0THAaHHAS MOJENh
JIOTUCTUYECKON Perpeccuv He COXpPaHeHa B KaKOU-TO oOIpe/ieIeHHOW TepeMeHHOM,
II09TOMY MBI HE MOKEM IIPOBEPUTH WJIM HCIIOJIH30BaTh €€, YTOOBI MOJYUYUTh MPOTHO3BI
JUISL IPYTUX JTAHHBIX.

HawBnbie OaiiecoBckue KJacCU(PUKATOPBI IPEJCTABISIOT cO00il ceMelicTBO
KjaaccuUKaToOpoB, KOTOPble OYEHb CXOXKM C JMHEUHBIMU MOJIEJISIMHU,
pacCMOTPEHHBIMU B TIpebiayIneM paszese. OMHAKO OHU UMEIOT TEeHIEHIINIO
oOyuarbcst ObicTpee. IleHa, KOTOPYyI0 TNPUXOAWUTCS IUIATUTH 3a TaKYIO
9(GEKTUBHOCTL — HEMHOTo OoJsiee HU3Kas 0000IMaonas CrIocoOHOCTh
Moziesniell Bailieca 10 CpaBHEHMIO C JUHEHMHbIMU KjaaccuduKaTopamMu THUIIA
LogisticRegression u LinearSVC.

[TprunHa, 10 KOTOPOI HauBHbIE OalieCOBCKIE MOZEIN CTOJIb 3(D(HEKTUBHBI,
3aKJII0YAETCS B TOM, YTO OHU OIIEHWBAIOT TIaPAMETPhI, PACCMATPUBAs KaXKbIN
PU3HAK OTJENbHO U TI0 KaXKIOMY IIPU3HAKY COOMPAIOT IPOCThIE CTATUCTUKN
kiaccoB. B scikit-learn peanmsoBaHbl TPH BHA HAaWBHBIX 0aileCOBCKMUX
kyaccupuraTopoB: GaussianNB, BernoulliNB u MultinomialNB. GaussianNB
MOKHO IMPUMEHUTH K JIIOOBIM HENpPEePhIBHBIM JIaHHBIM, B TO BpeMs Kak
BernoulliNB mpuHMMaeT OuHapHble maHHble, MultinomialNB mpuHHMaeT
CUeTHBbIe WJIN JIUCKPETHbIE JaHHble (TO eCThb KaxK/bli MMPU3HAK IPe/ICTaBJsIeT
co00il TOJICYET IIEJIOYMCIEHHBIX 3HAYeHUN KaKON-TO XapaKTePUCTHUKH,
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HalpuMep, Ppedyb MOKeT WUATAU O YacToTe BCTPeYaeMOCTHU CJIOBa B
npeioxkennn). BernoulliNB u MultinomialNB B OCHOBHOM MCIIOJIb3YIOTCS
I Kjaaccu(UKaIlui TeKCTOBBIX IAHHBIX.

Knaccudurkarop BernoulliNB 1OACUMTHIBA€T HEHYJEBbIE YaCTOTbI
MPU3HAKOB 110 KAKIOMY KJaccy. JTO Jierde BCero MOHATh Ha MpuMepe:

s

y = np.array([0, 1, 0, 1

In[54]:
X = np.array([[0, 1, 0, 1],
[1, 0, 1, 1],
[O) O, OJ 1],
[1, 0, 1, 0]])
D

37ech Yy HAac eCThb YeThIpe TOYKU JaHHBIX C YETHIPbMsI OMHAPHBIMU
npusHakamu. Ecth nBa knacca 0 u 1. [[s kmacca 0 (mepBast 1 TpeTbsl TOUKHU
JAHHBIX) TIEPBBIN TIPU3HAK PaBeH HYJIIO JBa pa3a M OTJMYEH OT HYJsS HOJIb
pa3, BTOPOIl NMpU3HaK paBeH HYJIO0 OAWH pa3 W OTJWYEH OT HYJS OJUH pa3 u
Tak sajnee. Te ke caMble YaCTOTHI 3aTeM MOACUUTHIBAIOTCS ST TOUEK JTAHHBIX
BO BTOpOM KJjiacce. [logcueT HeHyIeBBIX 2JIEMEHTOB B KayKJOM KJacce 1Mo CyTH
BBITJISIIUT CJIEAYIOMIM 00pa3oM:
In[55]:
counts = {}
for label in np.unique(y):

# uTEpUPYEM 10 KAXJOMY KIAACCY

# nogcynteiaem (Cymmupyem) 37emeHTsl 1 110 rpu3HaKy

counts[label] = X[y == label].sum(axis=0)
print("YacTtoTs npusHakos:\n{}".format(counts))

Out[55]:
YacToTbl MPM3HAKOB:
{0: array([0, 1, 0, 2]), 1: array([2, 0, 2, 1])}

JIBe npyrue HauBHBIE OaiiecoBckre Mozes MultinomialNB 1 GaussianNB,
HEMHOTO OTJWYAlOTCS € TOYKM 3PEHUsI BBIYMCASIEMBIX CTATUCTHUK.
MultinomiaNB mpuHMMaeT B pacyeT cpejlHee 3HAUeHHe KaK/oro Ipu3HaKa
JUIST KaKZOTo KJjacca, B TO BpeMs Kak GaussianNB samuchiBaeT cpejpHee
3HaAUeHue, a TaKKe CTaHIapTHOE OTKJIOHEeHUEe KayK/[0To ITPU3HaKa JIJIsT KasKJ0To
KJIacca.

Jl1s1 mostydyeHust MporHO3a TOYKa JIAaHHBIX CPaBHUBAETCS CO CTAaTUCTUKAMU
JUIS KaskKJOrO KJjacca M IIPOTHO3MpYeTcss Hambojiee IMOAXOMSIINI KJacc.
NuTepecHo otMeTuTh, uTo Jiist MultinomialNB 1 BernoulliNB aTO mpuBOAUT
K TTIPOTHO3HOU (popMyJie, KOTOpasi UMeeT TOUHO TaKOU Ke BU/I, 4To U (popmya
JUIsl JIUHEeNHBbIX Mojenell (cM. «JIuHeliHble MojenMn Kiaaccudukamums»). K
cokasenuio, coef 19 HauMBHBIX OalleCOBCKUX MOl MMeeT HEeCKOJbKO
MHOU CMbICA, 4yeM coef  1Id JMHENHBIX Mojesel, 31ech coef  He
TOKJ/IECTBEHEH W.
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[penmMyLLecTBa, HeAOCTaTKN N NapamMeTphl

MultinomialNB u BernoulliNB wuMeoT oauH mapamerp alpha, KOTOpBIN
KOHTPOJIMPYET CJIOKHOCTh Mozpenn. Ilapamerp alpha paboraer ciaexyrouium
00pa3oM: aJropuT™ J00aBJISeT K JaHHBIM 3aBucsIee oT alpha omnpeneaeHHOe
KOJIMYECTBO MCKYCCTBEHHBIX HaOMIOCHUI C MOJOKUTEIbHBIMIA 3HAYCHUSIMU
JJTS BCeX MPU3HAKOB. JTO MPUBOAUT K «CTJIaKMBAHUIO» CTaTUCTUK. Bosbiiee
3HaueHre alpha osHayaer Oojiee BBICOKYIO CTEIEHb CIUIAKUBAHUS, YTO
MIPUBOJUT K TIOCTPOEHUTO MeHee CI0KHBIX Mojiesiell. AJITOPUTM OTHOCUTETHHO
YCTOWYMB K Pa3HbIM 3HaUeHUsIM alpha. DTo o3HavaeT, 4TO 3HaYueHue alpha He
OKa3bIBaeT 3HAYMUTEIHHOIO BJIMSIHKUS Ha XOpOILIyio pabory mozjenn. Bmecre ¢
TeM TOHKasi HACTPOIKa 9TOTO IapaMeTpa OOBIYHO HEMHOIO YBEJIHMYUBAET
MPaBUJIbHOCTb.

GaussianNB B OCHOBHOM HCHOJIb3YeTCd VI JTaHHBIX C OYE€Hb BBICOKOWU
PasMepHOCTHIO, TOr/Ia KaK OCTaIbHbie HAUBHBIE OalleCOBCKME MOJEIN MIHPOKO
WCTIOJB3YIOTCS [IJIsT Pa3pPe’KeHHbIX JAUCKPETHBIX JIaHHBIX, HaIpuMmep, [Jisd
Tekcra. MultinomialNB o6braHO paboraet syuiie, yeM Bernoul1iNB, ocoOeHHO
Ha HabopaxX JaHHBIX C OTHOCHUTEIBHO OOJBIIUM KOJMYECTBOM IIPU3HAKOB,
UMEIOIINX HEHYJIEBbIe YacTOTHI (T.e. Ha OOJIBIINX JOKYMEHTaXx ).

Hauable 6GaiiecOBCKHE MOEIN Pas3lessioT MHOTHE IIPEUMYIecTBa U
HEJOCTaTKKM JIMHEHHBIX Mozeneil. OHM  o4yeHb OBICTPO 00OydYarOTCSI U
MIPOrHO3UPYIOT, a IIPOIlecC OOYYEeHMsST JIETKO WHTEPIIPpeTHpoBarTh. Mopenn
OYeHb XOPOIIO PabOTAIOT C BHICOKOPA3MEPHBIMY Pa3PesKeHHBIMU JAHHBIMU 1
OTHOCUTEJIbHO  YCTOWUYMBBI K W3MeHEeHUdIM TapamMeTpoB. HauBHbIe
OalleCOBCKME MOMEIN ABJISIOTCS 3aMedaTeJbHbBIMUA Oa30BbIMU MOAECIAMU U
YacTO MCIOJIB3YIOTCSI Ha OYeHb OOJBIIMX HabOpaxX JaHHBIX, THe oOydeHue
JIake JTUHENHON MOJIeJIM MOKET 3aHSTh CJMIIKOM MHOTO BPEMEHM.

JlepeBbsi pelieHUlT ABIAIOTCS MOJENSIMHU, IMTUPOKO HUCHOJIb3YEeMBIMU IS
perieHust 33714 Kiaaccudukaiuu u perpeccun. [lo cyTu oHM 3a/1a10T BOTIPOCH
U BBICTPAMBAIOT MEPAPXUIO MPABUJI <€CJIH... TO», TPUBOSAIIYIO K PEITCHUIO.
ITH BOMPOCHI ITOXOXKU Ha BOIIPOCHI, KOTOPBIE BBl MOKETE CIIPOCUTH B UTPE
«20 Questions». [IpencraBbTe, BaM HY;KHO HAYYUTHCS OTJANYATH JIPYT OT JPyra
JyeThbIpe BHJA JKUBOTHBIX: Me[Beei, scTpebOB, MUHTBUHOB U eJb(HHOB.
Bama 1esnb coctouT B TOM, 4TOOBI TOJYYUTh ITIPABUJIBHBIN OTBET, 3ajaB
HECKOJIBKO BOITPOCOB. BbI MO/ 6bI HavaTh € BOIIPOCA, €CTh JIN Y STUX BUIOB
JKUBOTHBIX TT€Pbs, BOIIPOCA, KOTOPBIN CYKaeT KOJTUIECTBO BO3MOKHBIX BUIOB
’KUBOTHBIX JI0 IBYX. Ecyii morydeH oTBeT «/1a», BbI MOXKETE 33/1aTh €lle OJUH
BOIIPOC, KOTOPBII MOKET MOMOYbh BaM pasjnyarh sICTPeOOB M ITMHTBUHOB.
Hampumep, BbI Moriu Obl CIIPOCHTH, MOKET JU TAHHBIA BUJI KUBOTHBIX
getaTh. Ecam y 3TOrO BHMIAa JKUBOTHBIX HET TIEPheB, Ballld BO3MOXKHbBIE
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BapUaHThl — Jelb(GUHBI U MeIBEIN, ¥ BaM HYKHO 3ajlaTh BOIPOC, YTOOBI
IIPOBECTU pasjinure MeXAYy 3TUMU ABYMS BUAAMH SKUBOTHBIX, HaIllPUMED,
CIIPOCUTb, €CTh JIN TIJIABHUKUA Y 9TOTO BU/IA JKUBOTHBIX.

ITU BOIIPOCHI MOKHO BBIPA3UTh B BUJIE IepeBa PEIIeHMI, KaK 9TO MTOKa3aHO
Ha puc. 2.22.

In[56]:
mglearn.plots.plot_animal_tree()

Ectb nepba?

UcTtnHa JToXb
Ectb
M°"‘e'.':, nnas-
nerartb? HUKK?
UcTtuHa J103Kb UcTtnHa JIoXb
flctpeb MuHremH DenbouH Megsepb

Puc. 2.22 [lepeBo pelueHnn, pasnmyaroiee HECKONbKO BULOOB XUBOTHbIX

Ha sToM pucyHKe KaxKAbIil y3es JepeBa JnOo MpecTaBisieT coboil aubo
BOIIPOC, OO TEPMUHAIBHBIN y3ea (ero eine HasbIBAIOT JIHCTOM Win leaf),
KOTOPBIA CONEPKUT OTBeT. Pebpa COEAMHSIIOT BBIMIECTOSIAE Y37l C
HUKECTOAUMU.

[FoBOpsT SI3BIKOM ~ MAIIMHHOTO OOydYeHHs, Mbl ITOCTPOUJIN  MOJIEJb,
Pa3IMYAIOIIYIO YeThIPe KJacca KUBOTHBIX (SICTPeOOB, IIMHIBUHOB, [e1b(UHOB
U MeJBefiell), UCIOJb3ys TPU INPU3HAKA <ECThb Iepbsiy, «MOXKET JieTaTb» WU
«MMeeT TIaBHUKW». BMecTo Toro, 4ToObl CTPOUTH 3TH MOJENN BPYYHYIO, MBI
MOJKEM TTOCTPOUTD MX € ITOMOIIBI0 KOHTPOJUPYEMOTO OOYUIEHMUSI.

[loCTpOeHne AepeBbeB peLleHNn

JlaBaiiTe paccCMOTPUM TIPOIIECC TTOCTPOEHUA iepeBa PelleHu 114 JBYMEePHOTO
KIaccuUKAIMOHHOrO0 Habopa JaHHBIX, MOKasaHHOro Ha puc. 2.23. Habop
JIAHHBIX COCTOMT U3 TOYEK, 0003HAYAEMBIX MapKepaMu JBYX TUIOB. Kaxmzomy
TUTTy MapKepa COOTBETCTBYET CBOUM KJACC, Ha KaXK/bIH KJACC TTPUXOAUTCS TIO
75 Touek maHHbIX. HazoBeM sTOT HAOOp AaHHBIX two_moons.
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[TocTpoenue nepeBa pellieHU 03HAYaeT MTOCTPOEHUE MMOCTIe0BATEIbHOCTH
IPaBUJI «ECJHU.. TO..», KOTOpas NPUBOAUT HAC K HUCTUHHOMY OTBETY
MaKCHUMaJbHO KOPOTKMM IIyTeM. B MammHHOM OOyYeHUM STH IIpaBUJIa
HasbIBaloTCs Tecrami (tests). He myTaiite X ¢ TeCTOBBIM HaOOPOM, KOTOPIIA
MBI KCIIOJIb3YeM JIJISI IIPOBEPKU 0600IMAIOIIEil CIIOCOOHOCTH HAIIell MOJEJN.
Kak mpaBuiio, maHHble OBIBAIOT IIPEJCTABIECHBI HE TOJIBKO B BHe OMHAPHBIX
IIPU3HAKOB /la/HeT, KaK B IpUMepe ¢ JKUBOTHBIMU, HO U B BU/Ie HEITPEPbIBHBIX
IPU3HAKOB, KaK B JABYMEPHOM HabOpe JaHHBIX, IMOKa3aHHOM Ha puc. 2.23.
TecTbl, KOTOpble HCHOJB3YIOTCS /I HEMPEPbIBHBIX JaHHBIX WMEIOT BU/L
«IIpusnak 7 6oJblie 3HaUeHUsS 4?"

In[57]:
mglearn.plots.plot_tree_progressive()
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Puc. 2.23 Habop gaHHbIX tWo_moons, No KOTOpoMy
OyaeT NOCTPOEHO AepeBo peLleHni

YT00BI MOCTPOUTH JIEPEBO, AJTOPUTM IEPEOUPAET BCE BO3MOYKHBIE TECTHI 1
HAXOJIUT TOT, KOTOPBII SBJIseTCst Hanbosiee NHPOPMATUBHBIM C TOUYKU 3PEHUS
MIPOrHO3UPOBAHUSI 3HAUEHUU IlesieBOi repemMeHHOl. Puc. 2.24 1oka3biBaeT
IEePBBI BBIOpAaHHBIN TecT. Paszmenenne Habopa JaHHBIX IO TOPU3OHTAIH B
Touke x[1]=0.0596 mgaer Hanbosee moaHyo0 nHbopMaluio. OHO Jydlle BCero
paznendger Touku kKjaacca 0 or Toyek kmjacca 1. Bepxuuil yses, Takxke
HasbIBaeMblil KopHem (root), Tpeacrabisger coOOll Bechb HabOp JaHHBIX,
cocrosiiuii u3 50 Touek, mnpuHaIekanmx K kiaaccy 0, m 50 Touek,
NpUHAJJIeKaIuX K Kaaccy 1. Pa3zienenue BBHITIOJTHSIETCS MTyTeM TeCTUPOBAHU S
x[1]<=0.0596, 00603HaUEHHOTO YepHON JauHUeNd. Ecam TecT BepeH, TOYKa
Ha3HAvYaeTCs JIEBOMY Y3JIy, KOTOPBIA COMAEPKUT 2 TOUKU, MPUHAJJIeKaIIne
kjaccy 0, u 32 Touku, npuHaAaexane kinaccy 1. B nporuBHoM ciyyae Touka
Oymer MPUCBOEHA IPABOMY y3Jy, KOTOPBI COHEPKUT 48  TOuek,
npuHajieskanux kaaccy 0, u 18 touek, npuHaaiexamux kiaccy 1. 9tu nBa
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y3Jia COOTBETCTBYIOT BepXHel M HIJKHEH 00J1acTsiM, MOKa3aHHBIM Ha PHC. 2-
24. HecMOTpsI Ha TO YTO TIepBOE Pa3dMeHne JOBOJIbHO XOPOIIO Pas/IesIino ABa
KJIacCa, HUKHAS 00JIACTh MMO-IIPEKHEMY COJEPKUT TOUKH, IPUHALIEKALINE K
kmaccy 0, a BepxHssS 00JacTh  IO-TIPEKHEMY  COHEPKUT  TOUYKH,
npuHaIexKamye K kiaaccy 1. Mbl MOKeM IIOCTPOUTH OoJiee TOYHYIO MOJIEJIb,
MIOBTOPSISL TIPOIlECC MOMCKAa HAMJIYUIIero tecra B oboux obmactsx. Puc. 2.25
[IOKA3bIBAET, 4YTO CcJeaylolee Haubosiee WHMOPMATHBHOE pa3OMeHUe st
JIEBOI 1 TIpaBoii 0bJIacTeil OCHOBBIBaeTcst Ha X[0].

depth =1

X[1] «= 0.0596
counts = [50, 50]

T.f/ V:lm

counts = [2, 32] counts = [48, 18]

Puc. 2.24 ['paHnua NpUHATUSA peLleHni, NoSTlyYeHHas ¢ NOMOLLbLIO AepeBa
rnybuHon 1 (cneea) 1 COOTBETCTBYHOLLEE AEPEBO peLleHni (cnpasa)

depth = 2

X[1] == (0596
comuis =[50, 50]
True False
X[ <= 04177 X[0] == 1.1957
county = [2, 32| counts = [48, 18]
| oounts = [2, 0] | | counts = [0, 32] E counts = [47, 8] 1 | counts = [1, 10] |

Puc. 2.25 'paH1ua NpuHATUA peLueHnin, nosiy4eHHasi C NOMOLLbIO AepeBa
rnybuHon 2 (cnesa) U COOTBETCTBYIOLLIEE OEPEBO PELLEHMI (CnpaBa)

ITOT PEKYPCUBHBII ITPOIECC CTPOUT B UTOre OMHAPHOE JE€PEBO PEIIEHMUI,
B KOTOPOM KaK/IbIll y3€J COOTBETCTBYET Ollpe/ieJieHHOMY TecTy. Kpome Toro,
Bl MOJKETe€ WHTEPIPETHPOBATh TECT Kak pasOMeHue YacTh JaHHBIX,
paccMaTpuBaemMoe B JIAHHOM CJydyae BJOJb OJHOW OCU. IJTO TI03BOJISIET
COCTABHUTH TIPEACTaBIeHNEe 00 aJIrOpUTME KaK CIoco0e BBICTPOUTDH MePaPXUI0
pas6uennii. IT0OCKOIBKY KasKIblil TECT paccMaTpUBAeT TOJIbKO OAUH IIPU3HAK,
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00J1acTH, TIOJIy4aIoIIrecs: B pe3ysbTraTe pasOneHwsi, BCer[ia MMEIOT TPAHUIIbI,
napaJiyieJIbHbIE OCSM.

PexypcuBHOe pa3dnenre TaHHBIX TIOBTOPSIETCST 10 TEX TIOP, TIOKA BCE TOYKU
JaHHBIX B KKAOH obacTu pasomeHust (KaKIOM JIMCTe JlepPeBa PeleH i) He
OyIyT TPUHAJIEKATh OJHOMY U TOMY K€ 3HAYEHUIO I[eJIEBOU MepeMeHHOi
(KTaccy Wiy KOJIMIeCcTBEHHOMY 3HaueHuo). JIuCT mepeBa, KOTOPBII COMEPKUT
TOYKW MAHHBIX, OTHOCSIIWECS K OJHOMY M TOMY ’Ke 3HAUeHUIO IIeJeBOU
niepeMeHHoO, Ha3biBaeTcst gacThiM (pure). iToroBoe pasbuenwe st HAIero
HabOpa JAaHHBIX MOKA3aHO Ha puc. 2.26.

depth =9

X0 == 04177 KO == 11957
oonmts = [2, 3] | sounts = |48, 18]

- -~
o l l =%

| K[1] == 044551
eoiasty = |2, 4 oty = |01, 32 ; =
| =M | ! '| counts = 47, 8]

.
XK <= 1.6725
ot = [ 1, 10]

- "

-~

e

counts = 1K, 7]

.
X|0] <= 05682
commis = [ 15, 6]

JN ,
L P Y

/ |
6 109 Bt

L ]
Xfe= 072 | [ xpppe= Lasa
counts = [32, 2] conmis = 1. 3]

Puc. 2.26 paHuua NpUHATUS peLleHnin, NoflyYeHHas ¢ NoMoLLbio aepesa rnyouHon 9
(cneea) M dparMeHT COOTBETCTBYHOLLEro AepeBa (cnpaea), NONHOE AEPEBO MMeEET
[0BOSbHO BONbLUON pasMep 1 ero CRoXHO BU3yannsampoBaTb

ITporHo3 s HOBOM TOYKHM JAHHBIX IOJYYAIOT CJIEAYIONMM 00pPa3oM:
CHayasIa BBIACHSIOT, B KaKoW 00JacTu pa30MeHus IIPOCTPaHCTBa IPU3HAKOB
HAXOJUTCS JaHHAS TOYKA, a 3aT€M OIPEAEISAIOT KIacC, K KOTOPOMY OTHOCUTCS
OOJIBIITUHCTBO TOYEK B 9TON oOsacTu (b0 eINHCTBEHHBIN KIacc B 00JIacTH,
eCJIN JINCT SABJIAeTCS ducThiM). O6J1acTh MOXKET ObITh HalijleHa ¢ IIOMOIIbIO
00x0/1a JiepeBa, HaunHasl ¢ KOPHEBOIO y3J1a U IIyTeM [ePeMeIleHIs BJeBO UK
BIIPaBO, B 3aBUCUMOCTH OT TOTO, BHITIOJIHSIETCS JIM TECT UJIN HET.

Kpome TOro, MOKHO WCIIOJIb30BaTh JIEPEBbS IS PEIIeHUs 3ajady
perpeccuu, UCIo/b3ysl TOYHO TaKOM sKe 1MOAXoJ. g mMoJyyeHus IIporHosa
MbI OOXOJMM JIEPEBO Ha OCHOBE TECTOB B KayKIOM y3Jieé M HAXOAWUM JIACT, B
KOTOPBII TI0MIaIaeT HOBasl TOYKA JAaHHbBIX. BBIXOLOM /111 9TOI TOYKU JaHHbIX
OyzeT 3HaYeHMe IIeJIeBOI IepeMEeHHOI, yCpeIHEeHHOe 0 BCEM OOYYaloIiM
TOYKAM B 9TOM JIUCTE.

KKOHTPOAL CAOXHOCTV AepeBbLeB peLleHnn

Kaxk IIpaBUJIO, IIOCTPOEHNE A€EPEBA, OIIMCAHHOE 34€Chb U IMPOAOJLKAIoIEECA /10
T€EX IIOp, IIOKa BCE€ JIMCTbA HE CTAHYT YHUCTBIMHU, IIpPUBOJWUT K IIOJYYE€HUIO
MOI.[GJIGfI, KOTOpPbIE ABJIAIOTCA O4Y€Hb CJIOKHBIMU MW XaPaKTEPU3YIOTCA

CHNJIbHBIM Hepeo6yquI/IeM Ha O6y‘{aIOHII/IX JaHHDbIX. Hammane yncThIX TUCTHEB
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o3Havyaet, 4yto jepeBo wumeer 100%-Hyo0 TPaBUJILHOCTH Ha OOydaromiei
BpIOOpKe. Kaskmast Touka obOydaromiero Habopa HaXOAUTCS B JIMCTE, KOTOPDIIA
MMeeT MPaBUJIbHBIN Ma)KOPUTApHbIN Kiacc. [lepeobydeHre MOKHO YBUIETh B
JieBoll yactu puc. 2.26. BujgHo, 4To TOUKH, ornpesesnsieMble Kak TOUKM KJacca
1, HaxomsaATcda mocpeaw TodeK, NpuHaAdexamux K kKiaaccy 0. C apyroit
CTOPOHBI, Mbl BUJUM PsJi TOUEK, CIIPOTHO3MPOBAHHBIX KakK KJjacc 1, BOKpYT
TOYKU, OTHECEHHOW K kKjaccy (. ITo He Ta rpaHUIla TPUHATUS PpelleHUl,
KOTOPYI0O MbI MOTJIM ObI cebe MpPeACTaBUTh. 3A€Ch TPAHMUIIA ITPUHSITHS
pertiennii (hoxycupyercst 60JbIe Ha OTAEIbHBIX TOYKaX-BbIOPOCAX, KOTOPbIE
HaXOJATCA CJUIIKOM /1aJieKO OT OCTaJbHBIX TOUYEK JaHHOTO KJacca.

Ectb  aBe  obmiepactpocTpaHeHHbIE — CTPATETUH,  ITO3BOJISIONINE
IpeNoTBpaTUTh Iepeobydenne. IlepBast cTpaTermss — paHHSST OCTaHOBKA
IIOCTPOEHMSI lepeBa, HasblBaeMasl IIPEABAPHTEIbHOH 00pe3KoH (pre-pruning).
Bropas crtparerunss — mocTpoeHue zepeBa C IMOCJAEAYIONIUM yaJeHueM WU
COKpaleHneM MaJonH(GOPMAaTUBHBIX V3JI0B, HA3bIBAEMOE ITOCT-00PE3KOIT
(post-pruning) W TPocTo oopesror (pruning). Bo3amoxHble KpUTEpUn
peaBapUTENbHON OOpPE3KH BKJOYAIOT B celsl OrpaHrYeHne MaKCHMAaTbHOI
ryOUHBI epeBa, OrpaHUYeHre MaKCHMaJbHOTO KOJWYECTBA JINCTHEB WJIN
MUHUMAJIbHOE KOJUYECTBO HAOMIOJEHUN B y3je, HeoOXOAUMOe IS
pasOueHus.

B 6ubsmoreke scikit-learn gepeBbst penieHuil peajau30BaHbl B KjIaccax
DecisionTreeRegressor u DecisionTreeClassifier. OOparure BHNMaHME, B
scikit-learn peannsoBaHa JIMIIb MIpeaBapuTeIbHAS 0Ope3Ka.

JlaBaiite Oojiee IeTasbHO IOCMOTPHUM, KakK paboTaeT IpeaBapuTeIbHAas
obOpeska Ha mpumepe Habopa mgaHHBIX Breast Cancer. Kax Bcerga, MbI
UMIIOPTUPYEM HabOp MaHHBIX ¥ pa3buBaeM ero Ha 00ydarollyi0 M TeCTOBYIO
4acTU. 3aTeM Mbl CTPOUM MOJIeJIb, UCIIOJIb3Ysl HACTPONUKM 110 YMOJTUYAHUIO JIJIsT
MOCTPOEHUS TIOJIHOTO JiepeBa (BbIpallliBaeM JIepeBO /10 TeX Top, MOoKa Bce
JUCTbd He CTaHyT 4ucThiMU). 3adurkcupyem random_state 74
BOCIIPOU3BO/IUMOCTHU PE3YJIbTATOB:

In[58]:
from import DecisionTreeClassifier

cancer = load_breast_cancer()
X_train, X_test, y_train, y_test = train_test_split(
cancer.data, cancer.target, stratify=cancer.target, random_state=42)
tree = DecisionTreeClassifier(random_state=0)
tree.fit(X_train, y_train)
print("MpaBuabHOCTL Ha obyuvawwem Habope: {:.3f}".format(tree.score(X_train, y_train)))
print('"MpaBunbHocTb Ha TecToBoM Habope: {:.3f}".format(tree.score(X_test, y_test)))

Out[58]:
MpaBuUAbHOCTL Ha oby4awuem Habope: 1.000
MpaBWJbHOCTbL HA TecToBOM Habope: 0.937

Kak u ciemoBano oxugaTh, IMPaBUJIBHOCTh Ha oOydaroleM Habope
cocrapysier 100%, MOCKOJBKY JIMCThSI SIBJISIIOTCS YMCThIMH. [lepeBo mmeeT
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rayOuHY, KaK pas JZOCTaTOYHYIO JJISI TOTO, YTOOBI IPEKPACHO 3alIOMHUTDH BCe
MeTKM 00ydYaloIux JaHHBIX. I[IpaBUIBHOCTD HA TECTOBOM HabOPe HEMHOIO
XysKe, YeM IPHU UCIIOJIb30BAHUN paHee PaCCMOTPEHHBIX JIMHEHHBIX MOJEJIEH,
PaBUJIbHOCTh KOTOPBIX COCTaBJIsAIA OKOJIO 95%.

Eciu He orpaHuunTh IIyOWMHY, I€PEBO MOKET OBITh CKOJb YTOIHO
rayOOKMM U CHOXKHBIM. I[loaToMy HeoOpe3aHHbIe [epeBbsl CKJIOHHBI K
nepeodydYeHnio U ILI0X0 00O00IAIOT pe3ysbTaT Ha HOBbIE JaHHbIE. Terephb
JaBaiiTe IPUMEHKUM K JIepeBY IIPeABaPUTENbHYI0 00PE3KY, KOTOpas OCTAHOBUT
IIPOIIECC MOCTPOEHMUS JiepeBa 0 TOrO, KaK Mbl MEAIbHO ITOATOHNM MOJEb K
oOyudatomuM gaHHbiM. OIUH U3 BapuaHTOB — OCTAaHOBKa IIpollecca
IIOCTPOEHHUsI JiepeBa 10 JOCTHIKEHWM OIPedeJeHHON TIIyOuHBL 31eCh MBI
ycraHoBUM max_depth=4, TO ecTh MOXHO 3aJaThb TOJBKO YeThIPe
ocJIe1oBaTeIbHBIX Bompoca (cm. puc. 2.24 u 2.26). Orpanndenue riayOWHbBI
JIepeBa yMeHbIIAeT IepeoOydeHre. ITO MPUBOAUT K 0Oojiee HUBKOM
MPaBUJBHOCTH Ha oOyd4aiomeM Habope, HO YJydllaeT ITPAaBUJIBHOCTh Ha
TeCTOBOM Habope:

In[59]:
tree = DecisionTreeClassifier(max_depth=4, random_state=0)
tree.fit(X_train, y_train)

print('"MpaBunbHoCTbL Ha obydakuem Habope: {:.3f}".format(tree.score(X_train, y_train)))
print("MpaBunbHoCcTb Ha TecToBoM Habope: {:.3f}".format(tree.score(X_test, y_test)))

Out[59]:
MpaBuAbHOCTL Ha oby4awuwem Habope: 0.988
MpaBUIbHOCTb Ha TecToBOM Habope: 0.951

AHaAN3 AepeBLEB peLleHn

Mbl  MOXeM  BU3YyaTuM3UpPOBaTh  JE€PEBO, HUCToMb3ysd  (PYHKIUIO
export_graphviz u3 moxyss tree. Ona sammchiBaer (daitn B dopmate .dot,
KOTOPBIN sBJsIeTcs (opMaToM TeKCTOBOro paiina, mpeaHasHaueHHBIM JIJIsT
onucanus rpaduKoB. Mbl MOKEM 3aaTh I[BET Y3JI1aM, YTOOBI BBIAEIUTH KJIACC,
HaOpaBIINiT OOJIBITMHCTBO B KaKJAOM y3je, W IepefaTh MMeHa KJIACCOB U
MIPU3HAKOB, YTOOBI JIePeBO OBLIO MPaBUIBHO Pa3MeEUYeHO:

In[60]:
from import export_graphviz
export_graphviz(tree, out_file="tree.dot", class_names=["malignant", "benign"],

feature_names=cancer.feature_names, impurity=False, filled=True)

MbI MOKeM MPOYUTATH 3TOT (Paill U BU3YATU3UPOBATh €ro, KaK MMOKa3aHO
Ha puc. 2.27, uCIob3yst MoAyIb graphviz!® (uam go0yIo Ipyryio MporpaMmy,
KOTOpast MOJKET YnTaTh (hailyibl ¢ pacuimpenneM .dot):

!5 Ecoi BB Mcnosibayere Anaconda nmox Windows, To Heo6xoaumo ycranosuth conda-maker graphviz u pip-
maket graphviz:

conda install -c anaconda graphviz=2.38.0
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In[61]:
import graphviz

with open("tree.dot") as f:
dot_graph = f.read()
graphviz.Source(dot_graph)

worst radius <= 16.795

samples = 426
value = [159,267]
class = benign
wjﬁ
59| | texture error <= 0.4732
samples = 142
value = [134.8]
dass = malignant
worst texture <= 5.6}
samples = 32 :::E‘E ‘_,f]
value = [21,11] g
dass = malignant dlass = benign
worst smacthness <=0.1786 worst symmetry <= 0.2482 R
samples =12 samples =20 samples= ";“:f‘[i—ﬁ
value =[3,9] value=[18,2] value=[23] das's=';1i" i
class = beaign dlass = malignant dlass = beaign AR
samphes = 4 samples =2 samples =3 samples = 17 samples=2
value = [13] value=(2,0} value={11] value = [17.0] value=[20]
chass = benign <lass = malignant dass = benign class = mallgnant dass = malignant

Puc. 2.27 Busyanusauusa gepesa peLlleHni, NOCTPOEHHOIo
Ha Habope aaHHbIX Breast Cancer

Kak BapmaHT, MOJKHO TIOCTPOUTH AMarpaMMy JiepeBa U 3alicaTh ee B (aii
pdf JlonoaHuTEIbHO HaM ToTpedyercst MoayJ/ib pydotplus.

import numpy as np

import matplotlib.pyplot as plt

import pandas as pd

import mglearn

%matplotlib inline

from sklearn.model_selection import train_test_split

from sklearn.datasets import load_breast_cancer

from sklearn import tree

from sklearn.tree import export_graphviz

cancer = load_breast_cancer()

X_train, X_test, y_train, y_test = train_test_split(
cancer.data, cancer.target, stratify=cancer.target, random_state=42)

clf = tree.DecisionTreeClassifier(max_depth=4, random_state=0)

clf = clf.fit(X_train, y_train)

import pydotplus
dot_data = tree.export_graphviz(clf, out_file=None)

pip install graphviz

3ateM B mepeMenHoil okpyxenrss PATH Heo6XoquMo NpoOIUCaTh IMOJHBIA MyTh K YCTAHOBJIEHHOM Ianke
graphviz. B Windows 7 s aroro naxmure kHonky IIyck, seiGepure IlaHemb ympaBiieHuA. JIBaxabi
HaxkmuTe Ha CUcTeMa, 3aTeM BbIOepuTe J{OMOMHATEbHBIE TAPAMETPHI CHCTeMBI. Bo BKTa/ike JIOMOMHUTETBHO
HaxkmuTe Ha Ilepemennsie cpensl. BoiGepure Path n naskmure na Vamenuts. B mose 3Hauenue nepeMeHHON
BBenMTe NyTh K namke graphviz (manpumep, C:\Anaconda3\ Library\bin\graphviz). — IIpun. mep.
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graph = pydotplus.graph_from_dot_data(dot_data)
graph.write_pdf("cancer.pdf")

MozxHo IIOCTPOUTHL BU3YAJIM3AIIUIO JI€pPEBA CﬁHOMOHHﬂO(byHKHMH Image
MHTePaKTUBHOI 000104Kky IPython:

from import Image

dot_data = tree.export_graphviz(clf, out_file=None,
feature_names=cancer.feature_names,
class_names=cancer.target_names,
filled=True, rounded=True,
special_characters=True)

graph = pydotplus.graph_from_dot_data(dot_data)

Image(graph.create_png())

Busyanusanus gepeBa gaer Gosiee riyboKoe IpeACcTaBIeHHE O TOM, Kak
QJITOPUTM JieJlaeT TPOTHO3bl U SIBJISIETCSI XOPOIIUM ITPUMEPOM aJITOPUTMa
MAIIMHHOTO 00yUY€eHMs, KOTOPBIH JIETKO 00BsICHUTD Hecteruaaucram. OaHaxo,
KaK II0OKa3aHO 37eCh, Aaske TpU TayOmHe 4 JepeBO MOKET CTaTh HEMHOTO
rpoMO3IKuUM. [lepeBbst ¢ GONbIINM 3HAUYEHNEM TIyOUHBI (JepeBbsl TIyOUHOI
10 — He pexmkocTb) emie TpyaHee MOHATH. OAMH W3 IMOJE3HBIX CITOCOOOB
HCC/IEIOBAHUS JIepeBa 3aKJII09aeTcss B TOM, YTOOBI BBISICHUTH, KaKKe Y3JIbI
coziepskaT HanOoJIbIlIee KOJIMYECTBO AaHHbIX. [lapameTp samples, BHIBOAUMBIIL
B KaKJIOM y3je Ha puc. 2.27, moKasbiBaeT 00Iee KOJUYECTBO IPUMEPOB B
y3Je, Torjia Kak mapameTp value TIOKa3biBaeT KOJUYECTBO IPUMEPOB B
KaxxoM KJjacce. IIpocyieqoBaB 110 NpaBoli BETBHU, OTXOJAINE OT KOPHEBOTO
y3Jia, Mbl BUJIUM, 4TO mpaBuy worst radius > 16.795 cooTBeTCTByeT y3ed,
KOTOpBIN coepkuUT 134 ciyyad 3/10KauecTBEHHOU OIyXO0JIu U JUIIb 8 ciy4yaeB
nobpokavecTBeHHOU omyxosn. /Jlasee epeBO BBHINOJHSIET cepuio Oosee
TOYHBIX pa3bueHnii ocrapmuxcs 142 ciydaes. V3 142 ciaydaes, KOTOpbIe IIPU
HepBOHAYAJbHOM pa30MeHny ObLIN 3alKcaHbl B IIPABbIil y3eJ, IMOYTH BCe
(132) B KOHEYHOM WTOTe TOHAJIX B IPaBbiii JUCT (A1 yZoOCTBa BbIAEIEH
KpacHOI paMKOIi).

[Ipocnenosas 110 JIeBOW BETBU, OTXOAANIE OT KOPHEBOTO y3J1a, Mbl BUIUM,
yTo TpaBuiy worst radius <= 16.795 CcOOTBETCTBYeT y3eJ, KOTOPBIN
COMEPXKUT 25 cJaydaeB 3JIOKAYECTBEHHOW omyxoau u 259 ciydaeB
noOpoKavecTBeHHOU omyxosn. Iloutn Bce ciaydan m00pOKavyecTBEHHOI
OIYXOJIM TIOMAZAI0T BO BTOPOIl JIMCT cripaBa (/s yaoOCTBa BbIAEIEH CHUHEN
paMKoOIl), OCTajibHbIE CJay4Yyau PacCHpelesIioTCsa 10 HEeCKOJbKUM JIUCThAM,
coziepyKaluM OYeHb MAJIO0 HAOJIOICHIIA.

BaXHOCTb NPpMN3HAKOB B AepeBbSiX

BwmecTo TOTO, YTOODI IpocMaTpuBaTb BCE€ [J€pPEBO, 4YTO MOXKET OBITD

O6p€M€HHTeHbHO, €CTb HEKOTOpPbIE IIOJIE3HBIEC IIapaME€TpPbl, KOTOPbLIC MbI

MOJKEM HCIIOJIb30BaTb KaK HTOI'OBBIE ITOKa3aTeJIun pa60Th[aepeBa.I{aM60ﬂee

qaCTOﬁHCHOﬂbSyENHﬂMﬁHOKa3aTQHeMﬁHBHH€TCH<B%%HUCTBIyﬂlﬂﬂﬂaﬂ?(ﬁﬂﬂﬂTE

ﬂﬂpOf&HHXﬂ, KOTOpasa OLEHMUBAET, HACKOJIbKO Ba’KE€H K&HUHJﬁ IIpru3HaK C
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TOYKM 3pEHUs TOJy4YeHUs pellieHnii. ITO YUCJI0 BapbupyeT B auarnaszone ot 0
no 1 mis Kaxgoro mpusHaka, riae (0 o3HavaeT «He MCIOJIb3yeTcs Boobmey, a 1
O3HAYaEeT, UYTO «OTJIUYHO TIPEICKA3bIBAET IeJIeBYIO IepeMeHHyio». BaxxHoctu
NIPU3HAKOB B CyMMe Bceryia faoT 1:

In[62]:

print("BaxHoctu npusHakos:\n{}".format(tree.feature_importances_))

out[62]:

BaXHOCTM npu3HaKoB

[ o. 0. 0 0. 0. 0. 0.
0. 0. 0. 0.01019737 0.04839825 0. 0.
0.0024156 0. 0. 0. 0. 0.
0.72682851 0.0458159 0 0. 0.0141577 0. 0.018188
0.1221132 0.01188548 0. 1

HpI/IBeIIeHHaH CBOZKa HE COBCEM y,7_[06Ha, IIOCKOJIbKY MbIl HE 3HA€EM, KaAKHNM
MMEHHO IIpU3HaKaM COOTBETCTBYIOT IIPDUBEACHHBIE BaKHOCTH. Y1005l
HCIIPAaBUTDb 9TO, BOCIIPOJIb3YEMCA IIPOI'PAMMHBIM KOAOM, IIPHUBEACHHBIM HUIKE!

for name, score in zip(cancer["feature_names"], tree.feature_importances_):
print(name, score)

mean radius 0.0

mean texture 0.0

mean perimeter 0.0

mean area 0.0

mean smoothness 0.0

mean compactness 0.0

mean concavity 0.0

mean concave points 0.0

mean symmetry 0.0

mean fractal dimension 0.0
radius error 0.0101973682021
texture error 0.0483982536186
perimeter error 0.0

area error 0.0

smoothness error 0.00241559508532
compactness error 0.0

concavity error 0.0

concave points error 0.0
symmetry error 0.0

fractal dimension error 0.0
worst radius 0.72682850946

worst texture 0.0458158970889
worst perimeter 0.0

worst area 0.0

worst smoothness 0.0141577021047
worst compactness 0.0

worst concavity 0.0181879968645
worst concave points 0.122113199265
worst symmetry 0.0118854783101
worst fractal dimension 0.0

Mbl MOKeM BU3yaJU3UpPOBaTh BAKHOCTU IMPU3HAKOB aHAJOTMYHO TOMY,
KaK Mbl BU3yaJn3nupyeM Koa(DUuIneHThl JuHeliHoi Mozenu (puc. 2.28):
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In[63]:

def plot_feature_importances_cancer(model):
n_features = cancer.data.shape[1]
plt.barh(range(n_features), model.feature_importances_, align='center')
plt.yticks(np.arange(n_features), cancer.feature_names)
plt.xlabel("BaxHocTb npu3Haka'")
plt.ylabel("MpusHak")

plot_feature_importances_cancer(tree)
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Puc. 2.28 BaxxHOCTK NPpU3HAKOB, BbIYUCIIEHHbBIE C MOMOLLIbIO
aepesa peleHnn ona Habopa gaHHbIX Breast Cancer

31ech Mbl BUJIMM, 4YTO IIPU3HAK, HMCIOJb30BAaHHBIM B CaMOM BepXHEM
pasbuenun («worst radius»), Ha [JaHHBIH MOMEHT SIBJIsIeTCsS Hambosee
Ba)KHBIM. JTO TOJTBEP:KAaeT HaIl BbIBOJ O TOM, YTO y;Ke Ha IIEPBOM YPOBHE
JIBa KJacca JJOCTaTOYHO XOPOIIIO pa3jiesieHbl.

Opnnako, ecnu NMPU3HAK MMeeT HU3Koe 3HaveHume feature_importance_,
9TO He 3HAYUT, YTO OH HeWmH(pOpPMaTHUBEH. IJTO O3HAYaeT TOJHBKO TO, UYTO
JTAHHBIA TPU3HAK He OBLI BBIOPAH IE€PEBOM, ITOCKOJIBKY, BEPOSITHO, IPYTrOi
MIPU3HAK COJIEPKUT TY Ke camylo MH(MOpMaIUIo.

B ornnune ot K0apduiMeHTOB JUHENHBIX Mojieieil BaXKHOCTH TPHU3HAKOB
BCerjla MOJIOKUTEJbHbBI U OHUW He YKa3blBAIOT HA B3aMMOCBS3b C KaKHUM-TO
KOHKPETHBIM KJaccoM. BaKHOCTHM IPU3HAKOB TOBOPST HaM, 4YTO <«Wworst
radius» BaskeH, HO MbI He 3HAeM, SIBJISIETCSI JIM BBICOKOE 3HAYEHHE paryca
IPU3HAKOM J0OpPOKAYeCTBEHHOW WM 3JI0KaueCTBEeHHON omyxosu. Ha camom
JleJie, HAUTU TaKyl0 OYEeBUIHYIO B3aUMOCBA3b MEX/y NPU3HAKAMU U KJIACCOM
HEBO3MOKHO, UTO MOKHO ITPOUJLJIIOCTPUPOBATD Ha cJeaylolieM rnpumepe (puc.

2.29 1 2.30):
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In[64]:
tree = mglearn.plots.plot_tree_not_monotone()
display(tree)

Oout[64]:
Feature importances: [ 0. 1.]

® ® Class 0
A A Class 1 ®

Puc. 2.29 [IBymepHbI MaccuB JaHHbIX, B KOTOPOM NPU3HaK UMeeT HEMOHOTOHHYH
B3aMMOCBS3b C METKOM Kracca, 1 rpaHuLbl NPUHATUA peLleHnin, HangeHHble C
NMOMOLLIbIO iepeBa

X[1] <=-58141
samples =100
value = [50,50]

True False

X[1] <=5.3475

- samples =75
vahie =1250] value = [25,50]

samples =25

samples =25
value = [25,0]

Puc. 2.30 [lepeBo pelieHnn ons Habopa gaHHbIX,
nokasaHHoOM Ha puc. 2.29

I'paduk mokaspiBaeT HaOOP JAaHHBIX C JABYMsI IPU3HAKAMU M JIBYMsI
KJaccaMu. J3jech Bcd wuHbopMmaiust cojep:xkutcd B X[1], a X[0] He
ucnosb3yercss Boodbie. Ho B3anMocBs3b Mexkay X[ 1] ¥ 1e/IeBbIM KJIACCOM He
SBJISIETCSI MOHOTOHHOI, TO €CTb Mbl He MOKeM CKa3aTh, YTO <«BBICOKOE
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3HavyeHue X[ 0] o3navaet kaacc 0, a HU3KOe 3HaYeHUe o3HavyaeT kjaacc 1» (maum
Ha000poT).

HecmoTpss Ha TO 4YTO MBI COCPENOTOYUJINCH 3/IeCh Ha JE€PEeBbsIX
KjaccuUKalMy, BCe BBIIIECKA3aHHOE BEPHO WU JJISI JIePEBbEB DPErpeccuu,
KOTOpble peanu3oBaHbl B DecisionTreeRegressor. IIpuMmeHenHue u aHaaus
JIePEBbEB PErpeccur OYeHb CXOXKU C NMPUMEHEHHEM U aHAJIU30M [IePEeBbEB
kiaaccupuranun. OpHAKO CYNIECTBYET OfHA OCOOEHHOCTH HCIIOJIb30BAHMUS
JlepeBbeB perpeccuu, Ha KOTOPYIo HY»KHO YKa3aTbh. DecisionTreeRegressor (1
BCe OCTaJbHble PErpecCUOHHBbIE MOJEJUM Ha OCHOBE JlepeBa) He yMeeT
IKCTPANIOIHPOBATH WJIW  JleJlaTh TPOTHO3bl  BHE JMala3oHa 3HayeHUH
00YYAIOINX JaHHBIX.

JlaBaiiTe meraqbHee PAaCCMOTPUM 3TO, BOCIIOJIb30BABIINCH HAOOPOM
nanabix RAM Price (comepxuT wucTopuyeckue JaHHbIe O IleHaX Ha
KOMIIBIOTEPHYIO HaMsATh). Puc. 2.31 Busyamusupyer 3T0T HabOp JaHHBIX 'S,
Jata OTJIOJKEHA TI0 OCH X, a IleHa OJHOTO MeradaiiTa OlepaTUBHOI IMaMsITH B
COOTBETCTBYIOIIEM IOy — 110 OCH Y:

In[65]:

import as
ram_prices = pd.read_csv("C:/Data/ram_price.csv")

plt.semilogy(ram_prices.date, ram_prices.price)
plt.xlabel("lLog")
plt.ylabel("leHa $/M6ainT")

109 ¢ ; . . . . . :
108}
107}
106 |
105}
10}
103}
102}
101}
100}
10-1 L
102

10-3 [ I I I 1 I I ]
1950 1960 1970 1980 1990 2000 2010 2020

roa

LeHa $/MGanT

Puc. 2.31 Uctopuyeckoe passutune LeH Ha RAM
no norapumMmnyeckon LwKane

'6 Ckauaiite HabOp MaHHBIX Tam_price.csv Mo CChLIKE U IepeHecuTe ero B nanky Data na mucke C. — Ilpmm.
nep.
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OGparure BHUMaHMe Ha JorapuMUYecKylo IKaay ocu y. Ilpu
Jorapu(MUIecKoM  peoOpa3oBaHUM  B3aUMOCBSI3b  BBITISIAUT — BIIOJIHE
JUHENHO M TakuM 0Opa3oM CTAaHOBUTCS JIEFKO IIPOTHO3MPYEMOIi, 3a
HCKJIIOUEHEM HEKOTOPBIX BCILJIECKOB.

MbI Gy1eM IPOrHO3UPOBaTh LeHbl Ha repuoz mociae 2000 roza, KCrnonb3yst
HCTOPUYECKIE JaHHBIE [0 9TOT0 MOMEHTa, eAMHCTBEHHBIM IIPU3HAKOM OYIyT
matel. MbI cpaBHUM JBe WpocThie Mozesu: DecisionTreeRegressor u
LinearRegression. Mbl oTmaciiTabupyeM IeHbI, HCIOJb3Ysl Jorapudm,
TakuM 00pasoM, B3aMMOCBSI3b OyAeT OTHOCUTENbHO JIMHEHHOW. ITO
HecylecTBeHHO 11 DecisionTreeRegressor, OIHAKO CYIIECTBEHHO JIJist
LinearRegression (Mbl paccMOTpM ee GoJiee 1moapobHO B Tiaase 4). Ilocie
oOydyeHUsT ~ MOJEeJM U IOJYyYEHUsS  IIPOTHO30B MBI  IPUMEHUM
9KCIIOHEHI[MPOBaHKe, 4TOObI 06paTUTh JIorapudmudeckoe IIpeobpasoBaHHue.
MBI TOJIy4MM U BU3YAIM3UPYEM ITPOTHO3BI /ISt BCErO HabOopa JaHHBIX, HO JIJIST
KOJIMYECTBEHHON OIIeHKU MbI OyZieM pacCMaTPUBAaTh TOJIBKO TECTOBBIN HaOOP:

In[66]:

from import DecisionTreeRegressor

# UCrOJIb3YEM UCTOPUYECKNE [AHHBIE /19 [POrHO3MPOBAHNA LeH nocae 2000 roga
data_train = ram_prices[ram_prices.date < 2000]

data_test = ram_prices[ram_prices.date >= 2000]

# [POrHO3MpyeM LEHbl M0 JaTam

X_train = data_train.date[:, np.newaxis]

# Mbl MCMOJIb3YEM JIOrPEOBPI30BAHNE, YTO MONYYUTH MPOCTYH B3ANMOCBA3b MEXAY JA3HHbIMU U OTKJINKOM
y_train = np.log(data_train.price)

tree = DecisionTreeRegressor().fit(X_train, y_train)
linear_reg = LinearRegression().fit(X_train, y_train)

# MPOrHO3MpYyeEM 110 BCEM [AHHbIM
X_all = ram_prices.date[:, np.newaxis]

pred_tree = tree.predict(X_all)
pred_lr = linear_reg.predict(X_all)

# 3KCrIoHeHynpyeM, 4YTObb 06PaTUTL JIOrapUPMUYECKOe Mpeobpa3oBaHne
price_tree = np.exp(pred_tree)
price_lr = np.exp(pred_1r)

Puc. 2.32, co3anHblii 37iech, CpaBHUBAET IIPOTHO3BI JlepeBa pelieHnil 1
JINTHETHOI PETPECCUN C PEATTHbHBIMU.

In[67]:

plt.semilogy(data_train.date, data_train.price, label="06y4awune naHHbie")
plt.semilogy(data_test.date, data_test.price, label="TecToBbie AaHHbie")
plt.semilogy(ram_prices.date, price_tree, label="lNporHosw gepesa")
plt.semilogy(ram_prices.date, price_lr, label="lporHo3sb nuHeriHon perpeccun")
plt.legend()
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Ans Habopa gaHHbIX RAM price

Paznuiia Mexay MojendMu  TOJydYWJach BecbMa — BIEUATJIAIONAL.
JIvHeliHas Mo/iesIb alllIPOKCUMUPYeET JIaHHbIe ¢ TIOMOIIbIO yiKe U3BECTHOU HaM
OpsAMOM JIUHWUU. ITa JUHUSA JaeT JAOCTAaTOYHO XOPOMIMK TIPOTHO3 JIJId
TeCTOBBIX JaHHbIX (mepuon mociae 2000 roma), 1npu 3TOM  CriaKUBas
HEKOTOpBIE BCILJIECKM B 00YYAIOIINX ¥ TECTOBBIX AaHHBbIX. C IPyroil CTOPOHBI,
MOJIeNIb IepeBa MPEKPACHO MTPOTHO3UPYET Ha 0OyYaIoMNX JaHHBIX. 37€Ch MbI
He OTPAaHWYUBAJIN CJIOXKHOCTD JlepeBa, TT0ITOMY OHA IMOJHOCTHIO 3aIIOMHUJIA
Bech Habop maHHbIX. OHAKO, KaK TOJHKO MBI BBIXOAUM U3 IUalla30Ha
3HAUEeHWI, U3BECTHBIX MOJIENH, MOJIEeJIb TIPOCTO MPOMOJIKAET MPENCKA3bIBATH
MOCJIETHIOI M3BECTHYIO TOUKY. /lepeBo He CIIOCOOHO TeHEepUpPOBaTh «HOBHIE>
OTBETBHI, BBIXOASINE 3a TIPeAesbl 3HAYEHWIT OOydYaloIInX JaHHBIX. ITOT
HEJOCTATOK OTHOCUTCS KO BCEM MOJIEISAM Ha OCHOBE J€PEBbEB PENIeHMIA. "

[1penmMyLecTsa, HeAOCTaTKN U NapamMeTphl

Kaxk yske ToBOpMJIOCH BBIIIIE, TApAMETPbl, KOTOPbIE KOHTPOJUPYIOT CI0KHOCTD
MOJIEJIN B JIEPEBbSX PeIeHUi — 9TO MapaMeTpaMu IpeABapUTeabHOI 0Ope3Ku
JlepeBa, KOTOPbIEe OCTAaHABIWBAIOT IIOCTPOEHUE JlepeBa, TMPEXIe UYeM OHO
JHOCTUTHET MaKCHUMaJbHOTO pasmepa. OObIYHO, 4YTOOBI IPEJOTBPATUTH

7 Ha camoM Jie/1e ¢ OMOMIBIO JIEPEBbEB PENIeHUii MOKHO MOMydYaTh O4eHb TOYHbIE IIPOTHO3bI (HAIPUMED,
npejcKasarh, OyJeT Jid IieHa MOBBINIAThC MM MOHMKaThes ). CyTh 9TOro nmpuMepa Obljia He B TOM, 4TOOBI
MOKa3aTh, YTO J€PEBbS SIBJASIOTCS ILJIOXONH MOJEJBIO JIJIT BPEMEHHBIX PSIOB, & B TOM, 4TOObI KOHKPETHO
1I0Ka3aTh, KaK /IepPeBbsl /IeJIaloT IIPOTHO3HI.
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repeoOydeHre, [0CTaTOYHO BBIOpATh OJHY M3 CTPATErHil MpeaBapUTEIbHOI
obpe3ku — HacTpouTh max_depth, max_leaf_nodes uau min_samples_leaf.

[To cpaBHEHMIO CO MHOTUMU aJITOPUTMaMU, OOCY KIABIIMMUCS [0 CHX IIOD,
JepeBbsl PElIeHnit 00IagatoT ABYMSI IIPEUMYIIECTBAMMI: [TOJTyYeHHAsST MOZE/Ib
MOKeT OBITh JIETKO BHM3yaJH3MPOBaHA U IIOHATA Heclenuanaucramu (1o
KpaliHell Mepe 9TO BEPHO MJist HeOOJIBbIINX J€PEBbEB) U AepPeBbst He TPEOYIOT
MacuTabupoBaHus AaHHBIX. [IOCKOJBKY KasKIblil MPU3HAK 00PabaThIBAETCS
OTJeJPHO, a BO3MOJKHBbIe pas3OMeHMs  JaHHBIX He  3aBUCAT  OT
MacuITabupPOBaHKS, aJITOPUTMBI J€PEBLEB PEIIeHUI He HYKIAIOTCS B TaKUX
mpoIrefypax —IpeABapuTeIbHON 00pabOTKH, KaK HOPMAJU3allds WU
CTaHJapPTU3AINS IPU3HAKOB. /lepeBbs pelmeHnii XOpoIIo paboTaioT, Koraa y
BaC eCTh IIPU3HAKHU, U3MEPEHHbIE B COBEPIIEHHO Pa3HbBIX MIKaIax, WJIN KOrjia
BaIlli JAHHBIE TIPECTAB/ISIOT CMECh OMHAPHBIX U HEIIPEPBIBHBIX MTPU3HAKOB.

OCHOBHBIM HEOCTATKOM JIEPEBHEB PELIEHUI SABJSETCS TO, UYTO JaKe IPU
HCITOJIb30BAaHUU TIPEABAPUTEIBHON 0OPE3KH, OHU CKJIOHHBI K IIepeo0yUeHUIO
U UMeT HU3KyH 0000mamiyio crnocobHocTh. [loaToMy B OOJBIIMHCTBE
cJIy4aeB, KakK IIPABIJIO, BMECTO OAMHOYHOTO JiepPeBa PEIIeHNI MCIIOIb3YI0TCs
aHcaMOJI IepeBbeB, KOTOPbIEe MbI OOCYANM JaJiee.

Arcamo.i (ensembles) — 5To MeTO/IbI, KOTOPBIE COYETAIOT B cebe MHOKECTBO
MojieJieil MalllMHHOTO 00y4eHus], 4ToObl B UTOrE IOJYYUTH GoJiee MOIIHYIO
Mozenb. CylecTByeT MHOTO MoJesiell MalluHHOTO O00y4eHHsl, KOTOpPbIE
MPUHAJJIEKAT K 9TOM KaTErOPUH, HO €CTh JBe aHCaMOJIEBBIX MOJIENH, KOTOPhIE
JIOKa3ayin cBOIO 3(D(HEKTUBHOCTh Ha CAMbIX PA3JMYHBIX HAOOpax MaHHBIX [IJIsT
3a[au KjaaccudUKaiuu U perpeccuu, ob6e UCIOJIb3YIOT I€PeBbsT PElIeHr B
KauecTBe CTPOUTEIbHBIX OJIOKOB: CJIyYallHBII JieC [ePeBbeB PEIIeHU u
rpalieHTHbI OYCTUHT JIePEBbEB PELIeHUI.

CAy4aHbIN AeC

Kak Mbl TOJIBKO 4TO OTMETUJIU, OCHOBHBIM HEIOCTATKOM JIE€PEBbEB PEIlEHMI
SIBJISIETCS X CKJIOHHOCTbD K TiepeoOydennio. CirydailHbIi JIeC SIBJISIETCS OAHUM
13 crocoOOB peleHus aToit mpobembl. 1o cyTu ciydaitHbIil Jec — 3T0 HabOp
JIepeBbEB PELIeHN, Ile KaKI0e JePeBO HEMHOIO OTJIMYAETCS OT OCTAJbHBIX.
Waest ciaydaiiHOro Jjieca 3aKJIIOYaeTcss B TOM, YTO KakI0€ JEPEBO MOIKET
JIOBOJIBHO XOPOIIIO IIPOrHO3UPOBATh, HO CKOPEe BCEro IepeodydaeTcs Ha YacTu
naHHbIX. ECIM MBI TIOCTPOMM MHOTO J€PEBBEB, KOTOPBIE XOPOIIO PaboTAIOT 1
1epeodydaioTcs ¢ Pa3HOil CTEIEeHbIO, Mbl MOKEM YMEHBIIUTD HepeobydeHne
IyTeM YyCpeIHeHUsl WX pe3yJbTaToB. YMEHbIIeHe IepeodydYeHuss Ipu
COXPAaHEHUU IPOTHO3HOW CHUJIbI JEPEBbEB MOKHO IIPOUJLIIOCTPUPOBATH C
IIOMOIIbIO CTPOTOl MaTeMaTUKM.
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Jlis peanusanuy BBIMIEU3JIOKEHHON CTpaTery HaM HYKHO IIOCTPOMTD
OOJIBIIIOE KOJIMYECTBO JepeBbeB pelrennii. Kaxpoe aepeBo [JO/KHO Ha
IIPUEMJIEMOM YPOBHE IPOTHO3MPOBATh IIEJIEBYI0 IMEPEMEHHYIO M JOJIKHO
OTJIMYATHCS OT APYrux gepesbeB. CiryualiHble jieca IMOJIYYUIU CBOE Ha3BaHUe
13-3a TOTO, YTO B IIPOIECC TOCTPOECHMUS IePeBbheB Obljla BHECEHA CIYUYATHOCTD,
puU3BaHHas 00ECIIeYNTh YHUKAIBHOCTh Kaxkaoro nepesa. CylecTByer ase
TEeXHUKH, IIO3BOJISIONINE MOJIYYUTh PAHIOMU3UPOBAHHBIE JE€PEBbS B PaMKax
CJIy4aifHOro Jieca: CHavyajia BEIOMpPaeM TOYKK JaHHBIX (HaOJII0eHts ), KOTOPbIe
OyIyT MCIOJIB30BAThCS /IS TOCTPOCHHUSI I€PeBa, a 3aTeM OTOMpaeM IIPU3HAKH
B KaKJ0oM pasbuenun. /laBaiite pasbepeM aTOT 1poiiecc boJiee moapoOHO.

[loCTpoeHme CAyHanHOro Aeca

Jlst mocTpoeHus MOJEIN CAYYaiHBIX JIeCOB HEOOXOANMO OIPEINEJUTHCS C
KOJIMYEeCTBOM J1epeBbhEB (mapametp n_estimators NS
RandomForestRegressor wusin RandomForestClassifier). /lomyctum, MbI
XoTuM TocTpouth 10 mepeBbeB. ITH JepeBbst OYAYT MOCTPOEHBI COBEPIIEHHO
HEe3aBUCHUMO JPYT OT IPyTa, U aarOpuT™M OyAeT cIydailHbIM 00pa3oM OTOUpaTh
MPU3HAKKU JJIsI TTOCTPOEHUST KaXKAOTO JIepeBa, 4TOObI MOJYYUTh HEMOXOKHE
NIPYT Ha Apyra fAepeBbs. /s mocTpoeHus nepeBa Mbl cHadasja c(hOpMUPYeEM
oyrcrperr-Beioopky ( bootstrap sample) namux ganubpix. To ecTb n3 n_samples
IPUMEPOB MBI CAyYallHBIM 00pa3oM BbIOMpaeM TIPUMEp C BO3BpallleHueM
n_samples pa3 (ITOCKOJbKY OTOOP € BO3BpAIEHUEM, TO OJUH 1 TOT JKe IIPUMEP
MOJKeT OBbITh BBIOPaH HECKOJIBKO Pa3). Mpl mosydyaeM BBIOOPKY, KOTOpPast
MeeT TaKoM JKe pa3Mep, YTO M UCXOAHBII HAOOP JaHHBIX, OHAKO HEKOTOPHIE
IprMepsl OyyT OTCYTCTBOBATh B HeM (IIPUMEPHO OJ[HA TPETH), a HEKOTOPHIE
MOTAyT B HETO HECKOJIBKO Pa3.

YT006BI MPOUJLTIOCTPUPOBATH 3TO, MPEAIONOKAM, YTO MBI XOTUM CO3/aTh
OyTcTpen-BoiOOpPKyY crmmcka ['a', 'b', 'c', 'd']. BosmoxkHas Gyrcrpen-
BBIOOPKA MOJKET BBITVIAAETh Kak ['b', 'd', 'd', 'c']. [Ipyroii Bo3MOKHOI
OyTcTpern-BeIOOPKOIT MoskeT ObITh ['d', 'a', 'd', 'a'l.

Jlanee Ha ocHOBe 3TOH CcHOPMUPOBAHHOI OYTCTPEN-BHIOOPKU CTPOUTCS
nepeBo pemrernii. OQHAKO aJTOPUTM, KOTOPBIM MbI OIMCHIBAJIN JJIST JlepeBa
pellieHunii, Terepb cjerka u3MeHeH. BMecTO MOMCKAa HAWJIydlllero Tecta JJis
Ka’KJIOTO Y3J1a, aJITOPUTM JJIsE pa3OMeHusT y3/ia CIydailHbIM 00pa3oM oTOMpaer
MOIMHOKECTBO TIPU3HAKOB M 3aTeM HAXOJUT HAWJIYUIIUNA TECT, WCIOJb3YS
OAWH W3 HTUX MpU3HaKoB. KosmyecTBO OTOMpaeMbIX  PU3HAKOB
KOHTPOJIUpyeTcss  mapamerpoM max_features. Ot6op MOAMHOMKECTBA
MIPU3HAKOB TOBTOPAETCSA OTAENbHO JJsI KaKAOrO Y3Jia, MO3TOMY B KaKIOM
y3Jie JepeBa MOKET ObITh IPHUHSITO PEIIeHHe C HMCIIOJh30BAHUEM <«CBOETO»
MOZIMHOKECTBA MMPU3HAKOB.

Vcnonp3oBanre OyTCTpena MPUBOAUT K TOMY, YTO JI€PEBbs PEIleHW B
Cly4aiilHOM Jiece CTPOSITCSI Ha HEMHOTO OTJIHYAIONIMXCS MEKIAY CO0Oii
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OyTcTpen-BoiOOpKax. M3-3a ciydaiiHoro otbopa MPU3HAKOB B KAKIOM Yy3Jie
BCe pacIlelyieHusI B JePeBbsiX OyAyT OCHOBAaHO Ha OTJUYAIOIINXCS
MOIMHOKECTBAX MPU3HAKOB. BMecTe 9TH JiBa MeXaHM3Ma TPUBOJAT K TOMY,
YTO BCE JIEPEBbS B CIAYIAHHOM Jiece OTJINYAIOTCS JIPYT OT JIpyTa.

Kputnueckum mapamMeTpoM B 3TOM Iiporiecce siBJsieTcss max_features.
Ecsin M1 ycranoBuMm max_features paBubiM n_features, ato Oyzer o3Havars,
YTO B KaXKZIOM Pa30MEHN MOTYT y4acTBOBATh BCe MPU3HAKU HAabOpa JaHHBIX,
u B OrTOOp TIpHM3HAKOB He OyleT TpPUBHECEHA CIAYYalHOCTb (BIIPOYEM,
CIy4alilHOCTh B CHJIy WCIIOJIb30BaHUsI OyTcTpena ocTaercst). Eciaum Mol
yctaHOBUM max_features paBHBIM 1, 3TO O3HavaeT, 4YTO MPHU pa3dbUeHnun He
OyZIeT HUKAKOro OTOOpa TMPU3HAKOB JUJISI TECTHPOBaHUST BooOIIE, Oyier
OCYTIECTBJATHCS TOWCK C YY€TOM Pa3JTUYHBIX IMTOPOTOBBIX 3HAYEHUN s
CJlydaiiHO BBIOPAHHOTO TIpuM3HaKa. TakuM 00Opa3oM, BBICOKOE 3HaueHue
max_features o3HavaeT, 4TO JEPEBDS B CIAYIANHOM Jiece OYAyT BeCbMa CXOKH
MeKy cOoOOil M OHU CMOTYT JIETKO allllPOKCUMUPOBATH JaHHbIE, UCTIOIb3YsI
HarboJiee TUCKPUMIHUpPYIOIIe npusHaky. Huskoe snauenne max_features
O3HAYAET, YTO JIEPEBDS B CAyIallHOM Jiece OyIyT CUJIBHO OTIUYATHCS JIPYT OT
ApyTa M, BOBMOKHO, Kayk10€e JepeBo OyIeT MMeTh OueHb OOJBIIYI0 IIyOuHY,
4TOOBI XOPOIIIO COOTBETCTBOBATD JAHHBIM.

Yrob6bl faTh MPOTHO3 [JIsT CAYYAHOTO Jieca, aJrOPUTM CHadajia Jaer
MPOTHO3 [IJIT KaXKI0TO /lepeBa B Jece. /|y perpeccunt MbI MOKEM YCPETHUTD
STH Ppe3yJIbTaThl, YTOOBI IMOJYYNUTh HAlll OKOHYATEJNbHBIN MporHos. /st
KJTacCU(UKAIUA HUCMOJIb3YEeTCSI CTPATETHsT «MSITKOTO TOJIOCOBAHWS». IJTO
O3HAYAeT, YTO KaKJbI aJrOPUTM JAeT <«MSTKHI» TIPOTHO3, BBIYUCIISIS
BEPOSITHOCTH JIJIST KAK/IOTO KJIAcca. DTU BEPOSTHOCTU YCPETHSIOTCS TI0 BCEM
JIEPEBBSIM U TTPOTHO3UPYETCSI KJIACC ¢ HAUOOJIbIIEH BEPOSITHOCTHIO.

AHAAN3 CAYHaMHOI o Aeca
JlaBaiiTe IpUMEHUM CJIYYAlHBIN JIEC, COCTOSIINI U3 TISATH J€PEBhEB, K HAOOPY
JTAaHHBIX two_moons, KOTOPBIN MBI U3y4YaJIl PaHEe:

In[68]:
from import RandomForestClassifier
from import make_moons

X, y = make_moons(n_samples=100, noise=0.25, random_state=3)
X_train, X_test, y_train, y_test = train_test_split(X, y, stratify=y,
random_state=42)

forest = RandomForestClassifier(n_estimators=5, random_state=2)

forest.fit(X_train, y_train)
,ﬂepeBbH,KOTOpbK?CTpOHTCHﬁBjpaMKaX,QquaﬁHOFO.ﬂeca,COXpaHHKHCH B

aTtpubyre estimator_. JlaBaiiTe BU3yaJIM3UpyeM TPAHWUIBI TPUHSITHS

pelHGHI/If/’I, ITOJIYYEHHBIE KAKAbIM JIEPEBOM, d 3dTEM BbIBEAEM aneFHpOBaHHbIﬁ

MIPOTHO3, BbIJJAaHHBIN JlecoM (puc. 2.33):
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In[69]:

fig, axes = plt.subplots(2, 3, figsize=(20, 10))

for 1, (ax, tree) in enumerate(zip(axes.ravel(), forest.estimators_)):
ax.set_title("llepeso {}".format(i))
mglearn.plots.plot_tree_partition(X_train, y_train, tree, ax=ax)

mglearn.plots.plot_2d_separator(forest, X_train, fill=True, ax=axes[-1, -1],
alpha=.4)

axes[-1, -1].set_title("CnyuaiiHbii nec")

mglearn.discrete_scatter(X_train[:, 0], X_train[:, 1], y_train)

Ha PUCYHKaX OTY€TJNBO BKW/AHO, 4YTO TI'paHUIblI IIPDUHATHA IXHHGHHﬁ,
IIOJIyYE€HHbIC C IIOMOINBIO IIATHU A€PEBbEB, CYINECTBECHHO PA3/IMYAIOTCA MEXIY
cob6oii. Kaxoe fiepeBo coBepliaer psiji OMIMOOK, MTOCKOJAbKY M3-3a OyTCTpera
HEKOTOPBIE TOYKHW HNCXOAHOI'O O6yanHH€FO Ha6opa qBKTquCKH HE 6MHH
BKJIIOYEHBI B 00ydaronye HaboPbl, 110 KOTOPHIM CTPOWJINCH J€PEBbSL.

B oramune oT OTHENbHBIX AEPEBHEB CJIyYalHBIN Jiec mepeodydaercs B
MEHbIIEN CTEIEeHN U aeT ropaszio 0ojee YyBCTBUTENbHYIO (THOKYI0) TPAHUILY
IPUHATHS pelieHnil. B peasbHbIX IpUMepax UCIIOJIb3YeTCs ropas3ao GoJibliee
KO/IMYECTBO [€PEBHEB (qaCTO COTHHU uWJIN 'ﬂﬂCHqH), 4TO IIpUBOAUT K
MOJIyYEeHHIO elle 0oJjiee YyBCTBUTEIbHON TPAHUIIBL.

fepeso 0 Nepeeo 1

Puc. 2.33 MpaHuupbl NPUHATUSA PELLEHUI, HANOEHHbIE NATHI PaHAOMU3MPOBaAHHLIMU
AEPEBbSMU PELLEHWI, U TPaHMLA NPUHSTUS PELLEHMI, NONy4YeHHas nyTeM ycpeaHeHus
NX CMPOrHO3MPOBAHHbLIX BEPOATHOCTEMN

B kauectBe eme ogHOro mpumepa JaBalTe MOCTPOUM CJyYaWHBIN JIec,
cocrosmuii u3 100 mepeBbeB, Ha Habope maHHbIX Breast Cancer:

In[70]:
X_train, X_test, y_train, y_test = train_test_split(
cancer.data, cancer.target, random_state=0)
forest = RandomForestClassifier(n_estimators=100, random_state=0)
forest.fit(X_train, y_train)

print("MpaBunbHoCTb Ha obydvawuem Habope: {:.3f}".format(forest.score(X_train, y_train)))
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print('"MpaBunbHocTb Ha TectoBoMm Habope: {:.3f}".format(forest.score(X_test, y_test)))

Oout[70]:
MpaBuAbHOCTbL Ha oby4yawuwem Habope: 1.000
MpaBWUAbHOCTbL Ha TecToBoM Habope: 0.972

Be3 HacTpoilky Kakux-1m0O0 MapaMeTpPoOB CIYYailHBIA Jiec JaeT Ham
MpaBUIBHOCTh 97%, 3TO Jydllle pe3yjabTaTa JUHEHHBIX MOJeNel WIn
OAMHOYHOIO jepeBa peimneHuil. Mbl Moriu Obl OTPEryJUpOBaTh HACTPOUMKY
max_features wan MPUMEHHUTH IPEABAPUTEIbHYIO 00PE3KY, KaK 9TO Je/Iaji
IS OIMHOYHOTO JlepeBa pernieHuit. OMHAKO 4acTo MapaMeTpbl CJIOy4aliHOTO
Jieca, BBICTaBJIEHHBIE IO YMOJIUAHUIO, PA0OTAIOT yiKe caMH 110 cebe J0CTaTOTHO
XOPOIIO.

Kak u nepeBo pelnieHuid, CIydallHbIN JieC TTO3BOJISAT BBIUMCAUTD BaXKHOCTHU
MPU3HAKOB, KOTOPbIE PACCYUTHIBAIOTCI TIyTeM arperupoBaHus 3HAuYeHUN
Ba)KHOCTM TI0 BCEM JlepeBbsM Jieca. Kak MpaBujio, Ba)KHOCTU IPU3HAKOB,
BBIUMCJICHHBIE CIYYAHBIM JIECOM, SIBISAIOTCST O0Jiee HaeKHBIM MTOKA3aTesIeM,
yeM Ba)KHOCTU, BbIUMCJIEHHBIE OJHUM fiepeBoM. [TlocmotpuTe Ha puc. 2.34.

In[71]:

def plot_feature_importances_cancer(model):
n_features = cancer.data.shape[1]
plt.barh(range(n_features), model.feature_importances_, align='center')
plt.yticks(np.arange(n_features), cancer.feature_names)
plt.xlabel("BaxHocTb npu3Haka")
plt.ylabel("MpusHak")

plot_feature_importances_cancer(forest)
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Puc. 2.34 BaxXHOCTM NPU3HAKOB, BblYUCIIEHHbIE CITy4YanHbIM NIECOM
ans Habopa gaHHbIX Breast Cancer

Ha pucyHke BUIHO, 4YTO B OTJIMYUE OT OJWHOYHOTO JlepeBa pelieHus
CJIyYailHBIN Jiec BBIYMCJISIeT HeHyJieBble 3HAUeHUs BAXKHOCTeU 71 Topaszio
GOJIBIIETO YKc/Ia MPU3HAKOB. Kak 1 JiepeBo pelieHnil, CydailHbIi JIeC TaKKe
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MPUCBANBAET BHICOKOE 3HAUEHIE BAKHOCTHU TIPU3HAKY «worst radius», ofHako
B KadecTBe Hanbosee WH(POPMATUBHOTO TPU3HAKA BBIOMPAET <«WOTrSt
perimeters. Cay4ailHOCTb, Jiexalllasi B OCHOBE CJIY4allHOTO Jieca, 3acTaBJisieT
AJTOPUTM paccMaTpuBaThb MHOXKECTBO BO3MOKHBIX WHTepIIpeTanuil. ITo
IIPUBOJIUT K TOMY, UTO CJYUYAITHbBIN Jiec aeT ropas3zio Oosiee MUPOKYIO KAPTUHY
JAHHBIX, YeM OJIMHOYHOE JIePeBO.

[penmyLecTsa, HeAOCTaTKN U NapamMeTphl

B HacTosiiee BpeMsi ciydaiiHble Jieca perpeccuy U KaacCUuUKaIuu sSIBISIOTCS
OJHUM U3 HarboJiee MIMPOKO UCIOIb3YEMbIX METOL0B MAIIMHHOIO 00YYEeHMSI.
Onu 006/1aaf0T BHICOKON IPOTHO3HOM CUJION, YacTO Aaf0T XOPOoIlee KaueCcTBO
Mozenn 0e3 YTOMHUTEIbHON HACTPOWKH IapaMeTpoB U He TpeOyioT
MacuITabupOBaHMST JaHHBIX.

[To cytu caywaiiHbie jleca 00JIafalOT BCEMHU IMPEUMYIECTBAMU JI€PEBhEB
pelieHnit, XOTd M He JIUIIeHbl HEeKOTOPhIX UX HenocTaTkoB. OHa U3 MPUYNH,
B CUJIy KOTOPOU JiepeBbsl pelieHnil ele MCMOJAb3YIOTCI J0 CUX TOop, — 3TO
KOMIIAaKTHOE TIpe/icTaBjieHre Tpollecca NpUHATUSA peliieHnil. /letanbHas
WHTEPIIpeTaIns JeCATKOB MJN COTEH JepeBheB HBO3MOKHA B IPUHITUTIE, U,
KaK TIPaBIJIO, IE€PEBbS B CAYYAHOM Jiece TMOoaydaioTcs 6osiee TIyOOKUME TI0
CPaBHEHMIO C OJWHOYHBIMU JEPEBbIMU pelleHnid (13-3a MCIIOJIb30BAHUS
MMOAMHOKEeCTB Tpu3HakoB). IloaToMy, ecqm BaM HYKHO B CXKaTOM BHE
BU3yaJU3UPOBATh TPOIECC TPUHATUS PelieHuid g9 HecleluaJucTOB,
OJMHOYHOE [IePEBO PEIIeHUIA MOKeT OBITh OINTHUMAJIbHBIM BBIOOPOM.
HecMmoTpst Ha TO, YTO MOCTPOEHHE CAYYalHBIX JIeCOB Ha GOJbHIMX Habopax
JMAHHBIX MOKET 3aHWMaTh OIpefeleHHOe BpeMs, €ro MOXKHO JIeTKO
pacrapasjieiMTh MeXK/y HECKOJbKUMU SI/[paMu TIpoIleccopa B KOMITbIOTEDE.
Ecym Bair koMIibioTep OcHalleH MHOTOSIIEPHBIM TIpoIiieccopoM (KakK TTOUTH BCe
COBpeMeHHbIe KOMITbIOTEPHI ), BbI MOKETE MCII0JIb30BaTh ITapaMeTp n_jobs s
HACTPOMKM KOJIMYECTBA HCIIOJb3yeMbIX siiep. Vcrmosb3oBaHue OOJIbIIETrO
KOJIM4YecTBa TPOIECCOPHBIX sjlep TMpHUBeeT K JUHEHHOMY POCTY CKOPOCTH
(Ipy  MCIIOJIB30BAaHUKM [BYX sifiep OOydYeHMe CAydailHOro Jeca OyerT
OCYIIECTBIISTHCS B [[Ba pa3a ObICTpee), OJHAKO YCTAaHOBKA 3HAYEHMS N_jobs,
MIPEBBIMIAIONIETO KOJUYECTBO sjiep, He IOMOXKeT. Bbl MokeTe yCTaHOBUTH
n_jobs=-1, 4T06GBI MCITOJIB30BATh BCE SIAPaA BAIIETO MPOIECCOpA.

Bbl 10JKHBI IOMHUTD, YTO CJAYYaWHBIN JieC 10 CBOEU NMPUPOje ABJSETCI
PaH/IOMU3NUPOBAHHBIM AJITOPUTMOM U YCTaHOBKA Pa3JIMYHBIX CTapPTOBBIX
3HAYEHWI TeHepaTropa IICEBAOCAYYalHbIX uYucea (W BOOOIE OTKa3 OT
McTob30BaHus random_state) MokeT KapAMHAJIbHO M3MEHUTDH MOCTPOEHUE
mojienn. Yem Ooibliie JiepeBbeB B Jiecy, TeM 6oJjiee YCTOMUMBBIM OH OYZET K
M3MEHEHUWIO CTapTOBOTO 3HaueHusd. Ecjm Bbl XOTUTE MOJYUYUTh Pe3yJabTaThl,
KOTOpbIe IIOTOM HY)KHO OyZeT BOCIPOM3BECTH, BaKHO 3a(UKCHPOBATH
random_state.
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CuryualiHbIii Jiec TI0X0 paboTaeT Ha JaHHBIX 0Y€Hb BBICOKOW Pa3MEPHOCTH,
paspesKeHHBIX JaHHBIX, HAIPUMeEp, Ha TEKCTOBBIX AaHHBIX. [lJs1 mom00HOTO
po/ia JAHHBIX JIMHEHbIE MOJENN TMOAXOAAT Oosbline. CiydailHBIN Jiec, Kak
IIPABIJIO, XOPOIIO paboTaeT gake Ha O4YeHb OOJBINNX HAaOOPax MaHHBIX, U
oOy4yeHre MOTYT JIETKO paclapajuleJIuTh MEKJIYy MHOTOYUCIEHHBIMU
MPOIIECCOPHBIMU ~ IPaMU B paMKaX MOIIHOrO KommbioTepa. OHakKo
CIyYaiiHbIL Jilec TpeOyeT OoJbllle TaMSATH U MeAJeHHee o0ydaeTcss u
MIPOTHO3UPYET, YeM JIMHelHbIe Mojiesid. Ecaiu BpeMs U TaMsITh UMEIOT BasKHOe
3HAYeHNe, UMeeT CMBICJ BMECTO CAyYalHOTO Jieca MCIOJIb30BaTh JIMHEMHYIO
MOJIEJIb.

BaxxnbiMu  mapameTrpaMu = HAaCTPOWKM  SBJISIOTCH n_estimators,
max_features u ommuyM mHpeaBapUTENbHON OOPE3KH [ePEBbEB, HAIIPUMED,
max_depth. Uro kacaercda n_estimators, OoJbliiee 3HaueHUe Bcerga Jaer
JIYUIIA Pe3yJabTaT. YCpeaHEeHUe pe3yJIbTaToB IO OOJIbIIEMY KOJIUYECTBY
JIepEBbEB  IO3BOJIUT IOJAYYUTH OoJiee YCTOWYMBBIA aHCcaMmOIb 3a CYeT
cHIDKeHUs mepeobyuernst. OpHako obOpaTHast CTOPOHA YBEIMYEHUs YKC/Ia
JIEPEBbEB 3aKJII0YAETCS B TOM, YTO C POCTOM KOJUYECTBA JE€PEBHEB TPEOyeTCs
Oosipllle TIaMATH U OOJbIle BpeMeHH s oOydenus. OOlree IIpaBHIIO
3aKJII0YAETCSI B TOM, YTOOBI TIOCTPOUTH <«CTOJBKO, CKOJBKO IIO3BOJISIET Ballle
BpeMs /TIaMSTh>.

Kak 651710 omrcano parnee, max_features ciaydailHbiM 00pa3oM OIpeesieT
MPU3HAKY, UCIIOJIb3YIOIINECS IPU pa3OMEeHNN B KaKIOM JepeBe, a MEHbIIIee
sHaueHue max_features ymenbinaer mepeobyduerue. B obimem, sydine B3STh
3a TIPaBUJIO WCIIOJIb30BaTh 3HAYEHWs, BBICTABJIEHHBIE 110 YMOJYAHUIO:
max_features=sqrt(n_features) JUTST KjaccuuKaum n
max_features=n_features gan1g perpeccun. YBenuueHue 3HaUEHUU
max_features mim max_leaf_nodes wmHOrza MOKeT TOBBICUTH KadeCTBO
mozesn. KpoMe Toro, 0HO MOKET Pe3Ko CHU3UTh TPeOOBAaHUS K IIPOCTPAHCTBY
Ha JVICKe U BPEMEHH BBIYKCIEHUI B X0/e 00yYeHNsT M TPOrHO3UPOBAHMSL.

[ paAneHTHLIN OYCTUHI AepeBbLeB perpeccun

(MaWwWHbLI rPaAneHTHOr o byCcTnHra)

['pasreHTHBII OYCTUHT JIepEBbEB PErPECCHM — ellle OAUH aHCaMOJIEBBIN METO,
KOTOPBIII 00befuHsgeT B cebe MHOMKECTBO JEPEBbeB IS CO3JaHus OoJjee
MOIITHOM Mojienn. HecMoTpst Ha ¢JIOBO «perpeccus» B Ha3BaHUM, 9TU MOJEJHN
MOKHO HCIIOJIb30BaTh JJIsI perpeccuu M Kjaaccudukaiuu. B oranume oT
CJIy4ailHOTO Jieca, TPaJMeHTHBI OYCTUHT CTPOUT IIOCJIEIOBATEIHHOCTD
JIepeBbEB, B KOTOPOI KaskJoe JIePEeBO IIBITAETCS WCIPABUTh OLINOKK
npeabiayiero. Ilo yMoauaHuio B TpafieHTHOM OYCTUHTE IePEBHEB PErPECCHU
OTCYTCTBYeT  CJY4YaillHOCTb, = BMECTO  3TOrO  UCIOJIb3yeTcd  CTporas
npeaBapuTenbHas obOpeska. B rpagmeHTHOM OyCTHHTE [€PEBbEB YacTo
HCIOJIB3YIOTCS JIePeBbsl HEOOJIBIION T/IyOHUHBI, OT OJAHOIO 0 ISTH YPOBHEN,
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4TO JIeJIaeT MOJIETh MEHBIIIE ¢ TOUKH 3PEHUS TaMsITH ¥ YCKOPSIET BBIYUCTIEHIE
IIPOTHO30B.

OcHoBHast ujess TPajle€HTHOT0 OYCTHHTa 3aKJI04YaeTcssi B OObeInHEHUH
MHOJKECTBA IIPOCTHIX Mojeneil (B JaHHOM KOHTEKCTE WM3BECTHBIX TIOJ
Ha3BaHWEM CJa0ble yYeHHKH Wi weak learners), nepeBbeB HeOOJBIION
riaybounbl. Kakmoe mepeBo MOKeET JaTh XOPOIIKe MPOrHO3bI TOJIBKO /IS YaCTh
JaHHBIX M TaKUM OOpa3oM s WTEPATUBHOIO YJIyYIIeHHs KadyecTBa
nob6aBisieTcst Bee OOJIbIee KOJUIECTBO JIEPEBHEB.

['pagneHTHBI OYCTHHT JEePEBbEB YACTO 3aHUMAET IIEPBbIe CTPOYKH B
COPEBHOBAHMUSIX 10 MAITHHHOMY O0YUYEHHIO, a TaKsKe IMUPOKO UCIIOIb3YeTCs B
KoMMepueckux cdepax. B orsmume oT ciydailHOTO Jieca OH, Kak IIPaBHUIO,
HEeMHOro OoJjiee YyBCTBUTEIEH K HACTPOIKe IapaMeTpoB, OIHAKO IIPHU
MPaBUJIbHO 3aJaHHBIX TapaMeTpax MOJKeT AaTh 0oJiee BBICOKOE 3HaueHUe
IPABUIBHOCTH.

[ToMumo TIpeABApPUTEIBHON OOPE3KN M YHUC/IA JIepPeBbEeB B aHcaMOJle, ele
OAVH Ba)KHBIN IapaMeTp TpaJleHTHOro OycTuHra — 9TO learning_rate,
KOTOPBIII KOHTPOJIHMPYET, HACKOJIBKO CUIBHO KaKI0€e A€PEBO OYAET MBITAThCS
HCIPAaBUTh ONIMOKK TIPEABIAYINNX JepeBbeB. bojiee BBICOKAas CKOPOCTh
0Oy4YeHMsT O3HA4YaeT, YTO KaKIO0e IEPEeBO MOYKET BHECTH 0OO0Jiee CHJIbHbIE
KOPPEKTHPOBKM U 3JTO IO3BOJISIET IOJIYYUTh OOJiee CIOKHYIO MOJEJb.
JlobaBiieHre OOJIBIIErO KOJUYECTBA JEPEBbEB B aHCAMOJIb, OCYIECTBIISIEMOE
3a CYeT yBeJUYeHUs 3HaUeHMsT N_estimators, TakKe yBeIMYNBAET CIOKHOCTD
MOJIEJIN, ITOCKOJIbKY MOJENb MMeeT OOJIbIIe IIAHCOB MCIPaBUTh OIMMOKKM Ha
obyuatoreM Habope.

Hwuxe npuBeneH mpumep ucnosb3oBanus GradientBoostingClassifier
Ha HaOope manHbiXx Breast Cancer. Ilo ymomuanuio wucnosibsyiorcs 100
JIepeBbEB ¢ MaKCUMAaJIbHON ry6uHoit 3 u ckopoctu obyuenust 0.1:

In[72]:
from import GradientBoostingClassifier

X_train, X_test, y_train, y_test = train_test_split(
cancer.data, cancer.target, random_state=0)

gbrt = GradientBoostingClassifier(random_state=0)
gbrt.fit(X_train, y_train)

print("MpaBunbHOCTL Ha obyuvawwem Habope: {:.3f}".format(gbrt.score(X_train, y_train)))
print("MpasunbHocTb Ha TecToBoM Habope: {:.3f}".format(gbrt.score(X_test, y_test)))

out[72]:
MpaBuabHOCTL Ha obyyawuwem Habope: 1.000
MpaBUIBLHOCTb Ha TecToBOM Habope: 0.958

ITocKOIbKY TpaBUJIBHOCTHh Ha oOydatorieM Habope cocrasisier 100%, Mbl,
BEPOATHO, CTOJIKHY/IUCH ¢ nepeobydenneM. [ yMeHbIIeHHs epeoOydeHns
MBI MOKeM 00 MPUMEHUTH Oojiee CUIBHYIO IIPeABAPUTENbHYI0 00PE3KY,
OrPaHMYMB MAKCUMAIbHYIO TIyOUHY, TMO0 CHU3UTH CKOPOCTH OOYYeHUsI:
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In[73]:
gbrt = GradientBoostingClassifier(random_state=0, max_depth=1)
gbrt.fit(X_train, y_train)

print('"MpaBuabHOCTbL Ha obydakuem Habope: {:.3f}".format(gbrt.score(X_train, y_train)))
print("MpaBunbHocTb Ha TectoBoMm Habope: {:.3f}".format(gbrt.score(X_test, y_test)))

Out[73]:
MpaBuabHOCTb Ha oby4yawumem Habope: 0.991
MpaBWAbLHOCTL Ha TecToBOM Habope: 0.972

In[74]:
gbrt = GradientBoostingClassifier(random_state=0, learning_rate=0.01)
gbrt.fit(X_train, y_train)

print('"MpaBuabHoCTbL Ha obydakuem Habope: {:.3f}".format(gbrt.score(X_train, y_train)))
print('"MpaBunbHocTb Ha TecToBoM Habope: {:.3f}".format(gbrt.score(X_test, y_test)))

Out[74]:
MpaBuAbHOCTbL Ha oby4awuem Habope: 0.988
MpaBMABLHOCTbL Ha TecToBOM Habope: 0.965

Kak um oxugamoch, 3TM MeTObI, HalpaBJeHHble Ha YMeHbIIEeHNe
CJIOKHOCTH MOJEJIN, CHIKAIOT IPAaBWJIBHOCTh Ha oOydamomiem Habope. B
JAHHOM CJIydae CHIKEHHE MaKCUMAJIbHOU TJIyOWMHBI JIEPEBbEB 3HAYNTEIHHO
VIIYUIIUIO MOJEJb, TOTAA KaK CKOPOCTh OOYyYeHUs JIMIIb HEe3HAUYUTETHHO
MTOBBICKIO 0OOOIIAIOILYIO CITOCOOHOCTb.

M BHOBB, Kak M B cJiy4ae ¢ OCTAJbHBIMU MOJIETSIMU Ha OCHOBE JIEPEBbHEB,
MBI MOJKEM BU3YaJIN3UPOBATh BaKHOCTH IIPU3HAKOB, YTOOBI MOJIYIUTH OOJIEe
riaybokoe mpejctaBiaeHre o Hamreil momenn (puc. 2.35). ITocKoMbKy MBI
ucrosnb3oBaau 100 gepeBbeB, Bpsii U IegecOOOpasHO IIPOBEPSITH BCe
JIepeBbs, Jaske eCIr BCe OHU UMeEIOT Tyouny 1:

In[75]:
gbrt = GradientBoostingClassifier(random_state=0, max_depth=1)
gbrt.fit(X_train, y_train)

def plot_feature_importances_cancer(model):
n_features = cancer.data.shape[1]
plt.barh(range(n_features), model.feature_importances_, align='center')
plt.yticks(np.arange(n_features), cancer.feature_names)
plt.xlabel("BaxHocTb npu3Haka")
plt.ylabel("MpusHak")

plot_feature_importances_cancer(gbrt)
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Puc. 2.35 BaXXHOCTM NPU3HAKOB, BbIYUCHEHHbIE Cly4YalHbIM f1eCOM
Ans Habopa gaHHbIX Breast Cancer

Ha pucyHke BUAHO, 4YTO BaXHOCTH IIPU3HAKOB, BbIYMCJEHHBIE
rpajiieHTHBIM OYCTUHTOM JIEPEBbEB, B KaKOW-TO CTEIMEeHW CXOKH C
BaKHOCTSIMU ITPU3HAKOB, TOJYUYEHHBIMU C ITOMOIIBIO CJIYYaillHOTO Jieca, XOTs
rpafiieHTHBIN OYCTHHT MOJHOCTHIO TIPOUTHOPHUPOBAJ HEKOTOPbIE TIPU3HAKH.

IToCcKOIBKY 1 TPafeHTHBIN OYCTUHT U CIyYailHBINA JIeC XOPOIIO PabOTaIOT
Ha OJHUX M TeX JKe JaHHBIX, 00IIepacpoCTPaHeHHbBIN MTOAXO0/ 3aKII09aeTCs B
TOM, YTOOBI CHayaja IOIBITATHCS MOCTPOUTH CAYYAHBINA Jiec, KOTOPBIN JaeT
BIIOJTHE YCTOWYMBBIE Pe3yJbTarTbl. EcauM caydyallHbI Jiec [aeT Xopoliee
KayecTBO MOjIeJIM, OJIHAKO BpeMs, OTBOJMMOE Ha IIPOrHO3MPOBaHNUE, HA BeC
30JI0Ta WJW Ba)XHO BbIKATh U3 MOJeJIM MaKCUMaJibHOe 3HauyeHue
IPaBUJIBHOCTH, BHIOOD B IOJIb3Y TIPAAMEHTHOTO OYCTHMHTA 4YacTO ITOMOTaeT
pPelIuThb 9TU 3a/1a4M.

Eciu BBl XOTHUTE NPUMEHWTHh TPAAMEHTHBI OYCTHHT I PeIleHuUs
KpyITHOMACIITaOHOM 3a/1auM, BO3MOKHO CTOUT OOpPaTUThCS K IaKeTy xgboost
u ero Python-unrepdeiicy, KoTopblii Ha MHOIHX HabOpax AaHHBIX paboTaer
ObicTpee (a MHOT/A U TIPOIIe HACTPAMBAETCS ), YeM pean3aliis TPAJueHTHOTO
Oycrunra B scikit-learn.

[lpenMyLLIecTsa, HeAOCTaTKM U NapamMeTp.l
['pasreHTHBII OYCTUHT JePeBbEB PElIeHUI — OJHA M3 CaMbIX MOI[HBIX U
IIMPOKO KCIIOJIb3YEMBIX Mojiesiell 0OydeHusi ¢ yumrejseM. ETo OCHOBHOIA
HEIOCTATOK 3aKJIYaeTcsl B TOM, YTO OH TPeOYIOT TIIATEeIbHOW HACTPONKH
apaMeTpoB U st 0OyYeHHUsT MOXKET MOoTpedboBaThcsi MHOTO BpeMeHH. Kak u
ApyTHEe MOJEIN Ha OCHOBE JiepeBa, aJTOPUTM XOPOIIO paboTaeT Ha JaHHBIX,
IIPECTABIISIONINX CMECh OMHAPHBIX U HEIPEPHIBHBIX MPU3HAKOB, HE TPeOyst
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MaciiTabupoBanusi. Kak u ocTasbHbIe MOJEJN Ha OCHOBE JI€PeBa, OH TaKiKe
IJI0X0 paboTaeT Ha BHICOKOPA3MEPHBIX Pa3PEKEHHBIX JaHHBIX.

OcHOBHBIE TIapaMeTPbl  TPAJMEHTHOTO OyCTHHTA JI€PEBbEB — 9TO
KOJIMYECTBO  JepeBbeB  (n_estimators) W CKOpPOCTh  OOyYeHHUsT
(learning_rate), koHTposMpylolias CTeleHb BKJAJa KaxkIOTO JlepeBa B
yCcTpaHeHHe ONIMOOK MPEeAbIAYIINX ePeBbeB. OTH [Ba IapaMeTpa TeCHO
B3aMIMOCBSI3aHbI MeEXAy CO0Oii, IIOCKOJNBbKY Oojiee HHU3KOe 3HAuYeHHUe
learning_rate o3HavaeT, 4YTO [JIsS TOCTPOEHUS MOJEJU aHAJIOTUYHOM
CJIOKHOCTH HEeOOXOAMMO OoJIbIllee KOJIMYECTBO JepeBbeB. B orimyme OT
CJIy4aifHOTO Jieca, B KOTOpoM OoJiee BBICOKOE 3HaUYeHMe n_estimators Bcerga
JlaeT Jydliliee KauecTBO, yBeJudeHne 3HaueHus n_estimators B rpajmeHTHOM
OyctuHre gaer Oojiee CIOKHYIO MOJEIb, YTO MOYKET IIPUBECTH K
nepeoOyuennio. OOmenpuHaATas MpakKTUKa — IOATOHATH n_estimators B
3aBUCHMOCTH OT OIOJIKeTa BPEMEHHU U TaMSITH, a 3aTeM IOAONpaTh PasJIndHbe
3HaueHus learning_rate.

JlpyruM BakKHBIM MapaMeTpoM siBJisercs mmapamerp max_depth (uwiu, kak
aJibTepHaTUBa, max_leaf_nodes), HalmpaBJeHHbI Ha YMEHbIIIEHUE CJI0KHOCTU
Kakzoro gepesa. OOBIYHO 1T MoJesIell TPaAleHTHOT0 OYCTUHTa 3HAYeHUe
max_depth ycraHaBiuBaeTcs oueHb HM3KHUM, KaK IIPAaBUJIO. He OOJIbIIE IMISTH
YPOBHEW.

Cienyrouiuii TUII 0Oy4eHUs ¢ yUUTeJIeM, KOTOPBIA MbI 0OCYIUM, — 9TO METOJ
OTIOPHBIX BEKTOPOB. Mbl paccMaTpuBa/i UCIIOJIb30BaHUE JIMHEHHOTO MeTOo/1a
OTIOPHBIX BEKTOPOB JJIs 3aj7ad Kjaaccudukalimu B paszaee <«JInmHeiiHble
Moziesn Jiist Kaaccupukanuuy. JAaepHblii MeTo/l OIOPHBIX BEKTOPOB (YacTo
ero MpocTo HazbIBaloT SVM) — 3T0 pacninpeHue MeTojia OTIOPHBIX BEKTOPOB,
OHO TIO3BOJISIET TIOJydaTh 0OoJiee CIOKHBIE MOJIEIH, KOTOPbIe He CBOIATCS K
MIOCTPOEHMIO TTPOCTHIX TUIEPILIOCKOCTel B IpocTtpaHcTBe. HecmoTpst Ha TO
YTO METO/I OIIOPHBIX BEKTOPOB MOKHO IMPUMEHSTH /IS 3aj1a4 KaaccupuKkaimm
U perpeccuu, Mbl OIPaHUYUMCS KJaccudukaiuel, peaju3oBaHHOi B SVC.
AHajiornyHble TPUHITATIBI TPUMEHSIOTCS B OIIOPHBIX BEKTOPAX /I perpeccuu
" peanan3oBaHbl B SVR.

MaremaTtnyeckuil anmapar sIepHOTO MeTO/Ia OTIOPHBIX BEKTOPOB CJIOXKEH
U BBIXOIMT 3a PAMKU JaHHOW KHUTH. BBl MoKeTe 1o ipoOHee MPpOYnNTaTh O HEM
B rimase 12 kuurm Xacrw, Tubmmpanu wu @Dpuamana <«IieMeHTHI
CTaTUCTUYECKOr0 00yuenus». OMHAKO MBI MOMBITAEMCS JaTh BaM HEKOTOPOE
npezcTaBieHne 00 nesx, JeKallimX B OCHOBE 3TOT0 MeTO/Ia.
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/\VHENHbIE MOAEAN N HEAUHEeNHBLIe NPU3HaKN
Ha puc. 2.15 6bL710 BUAHO, 4TO B HU3KOPAa3MEPHBIX [IPOCTPAHCTBAX JIMHEHHbIE
MOJIeJIA HaKJIaIbIBAlOT BecbMa KeCTKHUEe OTPaHWYEHUs, TTOCKOJbKY JUHUM U
TUINEPIUIOCKOCTH UMEIOT OTpPaHMuYeHHYyl0 THOKOocTh. OmuH U3  crocoboB
cleaTh JIMHEHHYI0 MOAeIh Oosiee THOKOW — 00aBUTH HOBBIE IIPU3HAKH,
HaIpuMep, 100aBUTh B3aUMOIEHCTBUS WU TOJUHOMBI BXOIHBIX ITPU3HAKOB.
JlaBaiiTe B3TJIIHEM Ha CHHTETHYECKMI HA0Op [JaHHBIX, KOTOPBIA MBI
HCTIOTb30BATHN B pasziesie « BaKHOCTDb MPU3HAKOB B /lepeBbsax» (cM. puc. 2.29):

In[76]:
X, y = make_blobs(centers=4, random_state=8)
y=y%?2

mglearn.discrete_scatter(X[:, 0], X[:, 1], vy)
plt.xlabel("MpusHak 0")
plt.ylabel("MpusHak 1")
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Puc. 2.36 Habop gaHHbIX C ABYXKNACCOBOW Knaccudgukaumen,
B KOTOPOM KfaccCbl JIMHENHO Hepa3aenmbl

JluHeitHast Mozeah KJIaCCUMUKAIMU MOKET OTIEJUTh TOYKU TOJBKO C
HIOMOIIBIO MIPSAMON JIMHUK ¥ HE MOYKET JaTh XOpOIlee KAauecTBO JJISL HTOrO
Habopa JaHHbIX (cM. puc. 2.37):

In[77]:

from import LinearSVC
linear_svm = LinearSVC().fit(X, y)

mglearn.plots.plot_2d_separator(linear_svm, X)
mglearn.discrete_scatter(X[:, 0], X[:, 1], vy)
plt.xlabel("lMpusHak 0")
plt.ylabel("MpusHak 1")
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Tenepp maBaiiTe pacumpuM HaOOP BXOAHBIX IPU3HAKOB, CKakeM, J00aBUM
B KayecTBe HOBOTO Ipu3Haka featurel ** 2 KBajpaT BTOPOTO IPH3HAKA.
Tenepb KaXk1yi0 TOUYKY JAaHHBIX MbI TIPEJACTABUM He B BUJI€ TOUKU ABYMEPHOTO
npoctpancTtBa (feature®, featurel), a Bume TOYKU TPEXMEPHOTO
npocrpanctsa (feature0, featurel, featurel ** 2).'8 HoBoe mpocTpancTBO
MIPU3HAKOB MMOKAa3aHO Ha puc. 2.38 B BUJle TPEXMEPHOU iMarpaMMbl pacCesTHUS:

MNpu3Hak 1

NpusHak 0
Puc. 2.37 'paHMua NpUHATUA peLleHnin, HangeHHasi C NOMOLLBIO NMHENHOro SVM

In[78]:
# J063aB/NAEM BTOPON MPU3HAK, BO3BEAEHHBIN B KBI[PAT
X_new = np.hstack([X, X[:, 1:] ** 2])

from mpl_toolkits.mplot3d import Axes3D, axes3d

figure = plt.figure()

# Bu3yaansupyem B 3D

ax = Axes3D(figure, elev=-152, azim=-26)

# CH34aNa pasMELIEM HA PaPuKe BCE TOYkM C y == 0, 3aTeM C y ==

mask =y ==

ax.scatter(X_new[mask, 0], X_new[mask, 1], X_new[mask, 2], c='b',
cmap=mglearn.cm2, s=60)

ax.scatter(X_new[~mask, 0], X_new[~mask, 1], X_new[~mask, 2], c='r', marker='"",
cmap=mglearn.cm2, s=60)

ax.set_xlabel("npusHak0")

ax.set_ylabel("npusHakl")

ax.set_zlabel("npusHakl ** 2")

18 Mpn1 I.IO6aBI/UII/I 9TOT IIpU3HAK B WJUIIOCTPATUBHBIX IEJIAX. ITOT BbI60p HE ABJIAETCA NPUHIWIIMAJIBHO
BaKHbIM.
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Puc. 2.38 PacwupeHune Habopa gaHHbIX, MOKa3aHHOro Ha puc. 2.37, 3a cyeTt
nobaBneHnst TpeTbero Npu3Haka, Nofly4eHHoOro Ha oCHoBe Npu3Haka 1

B HOBOM mpezcTaB/ieHN JaHHBIX Y’Ke MOKHO OTAEIUTDH JBa Kjacca JIpPyT
OT JIpyra, WCIOJb3ys JUHEWHYI0 MOJeb, ILIOCKOCTh B TPEXMEPHOM
POCTPaHCTBE. MBI MOJKEM YOEIUTHCS B 9TOM, ITOJOTHAB JIMHEIHYIO MOJEIb K
JIOTIOJTHEHHBIM JIaHHBIM (cM. puc. 2.39):

In[79]:
linear_svm_3d

= LinearSVC().fit(X_new, y)
coef, intercept =

linear_svm_3d.coef_.ravel(), linear_svm_3d.intercept_

# [10K3a33Tb PaHULLY TPUHATUA PEWEHMI JIMHENHON MOoJemm

figure = plt.figure()

ax = Axes3D(figure, elev=-152, azim=-26)

xx = np.linspace(X_new[:, 0].min() - 2, X_new[:, 0].max() + 2, 50)
yy = np.linspace(X_new[:, 1].min() - 2, X_new[:, 1].max() + 2, 50)

XX, YY = np.meshgrid(xx, yy)

ZZ = (coef[0] * XX + coef[1] * YY + intercept) / -coef[2]

ax.plot_surface(XX, YY, ZZ, rstride=8, cstride=8, alpha=0.3)

ax.scatter(X_new[mask, 0], X_new[mask, 1], X_new[mask, 2], c='b",
cmap=mglearn.cm2, s=60)

ax.scatter(X_new[~mask, 0], X_new[~mask, 1], X_new[~mask, 2], c='r', marker='"",
cmap=mglearn.cm2, s=60)

ax.set_xlabel("npu3sHak0")

ax.set_ylabel("npusHakl")
ax.set_zlabel("npusHakl ** 2")
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Puc. 2.39 ['paHunua NpUHATUS peLleHnin, HanaeHHas NMIMHENHbIM
SVM ans paclwmMpeHHoro TpexmepHoro Habopa gaHHbIX

DakTuyeckn Mojenab JauHeiiHOro SVM  Kak (QYHKIUS HMCXOITHBIX
MIPU3HAKOB He SIBJIIETCsT OOJIbIIE TUHENHON. JTO He JIMHUS, a CKOpee 3JIIHIIC,

KaK MOKHO YBHU/IeTh Ha rpaduke, mocTpoeHHOM Huzke (puc. 2.40):

In[80]:
ZZ =YY ** 2

dec = linear_svm_3d.decision_function(np.c_[XX.ravel(), YY.ravel(), ZZ.ravel()])

plt.contourf (XX, YY, dec.reshape(XX.shape), levels=[dec.min(), 0, dec.max()],
cmap=mglearn.cm2, alpha=0.5)

mglearn.discrete_scatter(X[:, 0], X[:, 11, vy)

plt.xlabel("Mpu3Hak 0")

plt.ylabel("Mpu3Hak 1")
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Puc. 2.40 ['paHunua NpuHATUS pewlenun gna puc. 2.39
Kak (PyHKUMSA OT ABYX UCXOAHbIX NPU3HAKOB

«SlaepHbIi Tpok» (kernel trick)
I3 BbIlIeCKa3aHHOTO MOKHO CZIeJIaTh BBIBOJ, YTO [00aBJIeHHE HEJIUHEHHBIX
MPU3HAKOB MOJKET yJIYUYIIUTh TPOTHO3HYIO CUJy JUHelHO! Mozeaun. OnHAKO
4acTO MbI He 3HaeM, Kakue IMPU3HAKU HeoOXOAMMO J00aBUTh, U J00aBJIeHNe
6OJIbIIEr0 YnCIa NMPU3HAKOB (HAIPUMeEpP, PACCMOTPEHHE BCEX BO3MOKHBIX
B3aumojieiictBuii B 100-MepHOM MpOCTpaHCTBE TPU3HAKOB) MOXKET OYeHb
CUJIBHO YBEJUYUTHh CTOUMOCTH BbluMcieHui. K cyacTbio, ecThb XUTPBIH
MareMaTHYeCKUI TPIOK, KOTOPBINA O3BOJISIET HaM O0y4YUTh KiIaccr(puKaTrop B
MHOTOMEPHOM IPOCTPAHCTBe, (haKTUUYeCKW He Tpuberas K BHIUNCIEHUIO
HOBOTO, BO3MOKHO, OYE€Hb BBICOKOPA3MEPHOTO TIPOCTPAHCTBA. IJTOT TPIOK
U3BECTEH T10J Has3BaHuWeM <«ggepHbiii  Tpok» (kernel trick) w  oH
HEIOCPEACTBEHHO BBIYMC/ISIET €BKJIMIOBBI  paccrosHust (0ojee TOYHO,
CKaJISIPHbIE MTPOM3BEIEHNUST TOYEK JaHHbBIX), YTOOBI TOJYYUTh PACITHPEHHOE
IIPOCTPAHCTBO IPU3HAKOB 6e3 (haKTUYeCcKOro no0aBjieHrs] HOBbIX ITPU3HAKOB.
CymiecTtByfoT [Ba crocoba TOMECTUTh JaHHbIE B BBICOKOPa3MepHOE
MPOCTPAHCTBO, KOTOPbIE dYallle BCErO WUCIOJIb3YIOTCS METOJOM OIOPHBIX
BEKTOPOB: TOJUHOMHUATHHOE SPO, KOTOPOE BBIYUCISIET BCE BO3MOYKHBIE
MOJUHOMHUATbHbIE KOMOWHAIIMU WCXOAHBIX MPU3HAKOB JIO OIPEIETEeHHOM
crenenn, u siapo RBF (pagmanbHas GasncHast (QyHKINS), TaKKe M3BECTHOE
KaK TayCCOBCKOe sIApo. [ayccoBCKOe SIpO HEMHOTO CJIOXKHee OOBSICHUTD,
MIOCKOJIbKY OHO COOTBETCTBYET OECKOHEYHOMY IMPOCTPAHCTBY IIPU3HAKOB.
OOBSICHUTH TayCCOBCKOE sIIPO  MOXKHO TaK: OHO pacCMaTpUBaeT Bce
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BO3MOKHbIE IIOJIMHOMbBI BCeX CTelleHell, OJHaKO Ba)KHOCTb IIPU3HAKOB
CHUYKaeTcd ¢ Bo3pacTaHueM crernenmn.'”

N xoTg Ha mpakTuKe MareMaTuyeckue jetanu simepHoro SVM He cToJib
Ba)KHBI M MOYKHO JIETKO TIOHATh, KakuM o6pasoM SVM ¢ nomomnrsio sgapa RBF
JleJlaeT TIPOrHO3bI, Mbl PACCMOTPUM UX B CJEYIOIIEM pa3jeJie.

['NoHMaHWe NpuHUMNOB paboTel SVM

B xome oOyuernst SVM BbIUnC/IsSIET BaKHOCTD KayKIOW TOYKH OOYUAIONHX
JAHHBIX C TOYKU 3PEHUs OIpe/ieJIeHUs Peliaionieil TpPaHuIbl MEXIY BYMSI
kiaccamy. OOBIYHO JIMIIB YacTh TOYEK oOydYamomero Habopa BaxkHa IS
omnpeneneHns TPAHUIIBI TPUHATUS PeNIeHnii: TOYKM, KOTOpble JieKkaT Ha
rpaHuile Mexkay Kiaaccamu. OHU HA3bIBAIOTCS OINOPHBIMH BEKTOpam (Ssupport
vectors) U JaJIn CBOe Ha3BaHUe MalllMHe OIOPHBIX BEKTOPOB.

YT00BI MOJIYYUTH IIPOTHO3 I HOBOM TOYKHU, M3MEPSIETCS PACCTOSTHUE JI0
Ka)KJI0TO OMOPHOro BekTopa. KiaccudukaimoHHoe pellleHre PUHUMAETCH,
MCXOSI U3 PACCTOSTHUI /10 OMOPHBIX BEKTOPOB, a TaK:Ke Ba)KHOCTHU OIOPHBIX
BEKTOPOB, IIOJIyYeHHBIX B Ipolecce oOydeHust (XpaHATcs B aTpudyTe
dual_coef_ kiacca SVC).

Paccrossane MeXxay TOYKaMW JaHHBIX U3MepSeTcs ¢ MTOMOIIbIO
rayCCOBCKOTO sI/Ipa:

krbf (X, X,) =exp(—y || X, — X, ”2)

Bnece X u X3 — toukn JaHHBIX, || x, —x,|| OOO3HAYaeT eBKJIMI0BO
paccrosgHue, a y (ramMMa) — IapameTp, KOTOPBIA peryjaupyer HUPUHY

rayCCOBCKOTIO s1/ipa.

Puc. 2-41 nokaseiBaeT pe3ybTaT 0OyYEHHST MAIIUHBI OMOPHBIX BEKTOPOB
Ha JBYMEPHOM 2-KJacCOBOM Habope JaHHBIX. |'paHUIA TPUHSTHUS PelleHni
[IOKa3aHa YEepPHBIM I[BETOM, a OIIOPHBIE BEKTOPHI — HTO TOYKHU OOJIBIIEro
pasmepa, 00BeJIeHHbIEe IMIMPOKUM KOHTYpOM. [IporpaMMHBII KO CTPOUT STOT
rpaduk, ooyuas SVM Ha Habope gaHHBIX forge:

In[81]:

from import SVC

X, y = mglearn.tools.make_handcrafted_dataset()

svm = SVC(kernel="rbf', C=10, gamma=0.1).fit(X, y)
mglearn.plots.plot_2d_separator(svm, X, eps=.5)
mglearn.discrete_scatter(X[:, 0], X[:, 1], vy)

# pasmeyaeM Ha rpaguke OrnopHsIE BEKTOPsI

sV = svm.support_vectors_

# METKU KJI3CCOB OMNOPHbIX BEKTOPOB OMPELENANTCH 3HAKOM [YA3JIbHbIX KOSPPUUMEHTOB
sv_labels = svm.dual_coef_.ravel() > 0

mglearn.discrete_scatter(sv[:, 0], sv[:, 1], sv_labels, s=15, markeredgewidth=3)
plt.xlabel("MpusHak 0")

plt.ylabel("lMpusHak 1")

19 9710 cnepyer us paga Teilnopa A1 9KCIOHEHIUAABHON (DYHKIU.
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Puc. 2.40 'paHnLa NPpUHATUS PELLEHUI N ONMOPHbIE BEKTOPHI,
HangeHHble SVM ¢ nomouybto aapa RBF

B nannom cayyae SVM paet odeHb IIaJKyio U HEJTMHENHYIO (HEeIpsIMYIo)
rpaHuily. 37eCb Mbl CKOppPeKTUpOBau Tmapamerp C U MmapameTp gamma,
KOTOpBIE ceiiuac moapoOHO 0OCYINM.

HacTtponka napameTtpos SVM
[Tapamerp gamma — aTO mapametrp (OPMYJibl, TPUBEJAECHHON B TPEAbIAYIIEM
paznene. OH perynaupyeT IHUPUHY TaycCcOBCKOro szapa. IlapameTp gamma
3a/laeT CTeleHb OJIM30CTH pacloioKeHuss Touek. Ilapamerp C mpejcTaB/iser
cO0O0I MmapaMeTp pery/sipu3al(ii, aHAJOITMYHBINA TOMY, UYTO MCIIOJb30BAICI B
JIMHEWHbIX MojiesisiX. OH orpaHMYMBaeT Ba)KHOCTh KaKI0U TOUKU (TOUHee, ee
dual_coef_).

/laBaliTe MOCMOTPUM, YTO MTPOUCXOJAUT IPU U3MEHEHUU ITHUX IlapaMeTPOB
(puc. 2.42):

In[82]:
fig, axes = plt.subplots(3, 3, figsize=(15, 10))

for ax, C in zip(axes, [-1, 0, 3]):
for a, gamma in zip(ax, range(-1, 2)):
mglearn.plots.plot_svm(log_C=C, log_gamma=gamma, ax=a)

axes[0, 0].legend(["class 0", "class 1", "sv class 0", "sv class 1"],
ncol=4, loc=(.9, 1.2))
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Puc. 2.42 ['paHnLbl NPUHATUA PELLEHNN 1 ONOPHbIE BEKTOPBI
AN pa3nnyHbiX 3Ha4YeHu napameTpoB C 1 gamma

ITepememasch caeBa HanpaBo, Mbl yBEJWYMBACM 3HAYEHME Iapamerpa
gamma ¢ 0.1 mo 10. HebGosbIlioe 3HaueHre gamma COOTBETCTBYET OOJIBIIOMY
paguycy TrayCCOBCKOrO  fAapa, 9TO O3HA4YaeT, 4YTO MHOIHME TOYKU
PAcCCMATPUBAIOTCS KAK PACIOJIOKEHHbIe MMOOJU30CTU. IJTO TPUBOAUT K
ITOJIyYEeHUIO OYEHb IVIQJIKUX TPAHUL] IIPUHATHASA PELIeHN ], TOKa3aHHbIX B JIEBOI
vacTu rpaduKa, a rpaHuIlbl, KOTOPbie OoJIbIe (POKYCUPYIOTCS HA OT/EIbHBIX
TOUYKaX, PacIoJIOKUJINCh B 1PaBoil yactu rpaduka. Huskoe 3nauenne gamma
O3HavyaeT Me/JIEHHOe U3MEHEeHMe pellaloniell rpaHuiibl, KOTOpoe aeT MOJeJIb
HU3KOI CJI0KHOCTH, B TO BPeMsl KaK BBICOKOe 3HAUeHHe gamma JaeT Oosiee
CJIOKHYIO MO/JIEJIb.

[Tepememnasicb cBepxXy BHU3, Mbl yBesanunBaeM mapametp C ¢ 0.1 g0 1000.
Kak u B ciayuae ¢ JuHeiiHBIMU MOjeIsiMU, HeOosbioe 3HavyeHune C
COOTBETCTBYeT MOJIeJIM C BeCbMa JKECTKMMU OrPAaHUYEHUSIMU, B KOTOPOU
KaXkJiasg TOYKa JaHHBIX MOKET MMEeTb JIMIIb OYeHb OTpaHrYeHHoe BaugHue. B
JIEBOM BEPXHEM YIJIY PUC. MOKHO YBU/IETb, UTO TPAaHUIA ITPUHATHUS PelleHU
BBIIVISIJIUT KaK ITOYTH JIMHEHHAas, HelPaBUJIbHO KJIACCU(PUIIMPOBAHHbBIE TOYKU
IIOYTH He BJIMAIOT Ha JIMHUIO. Y BeJnueHne 3HaueHns C, Kak II0OKa3aHo B JIEBOM
HIDKHEM YTJIy, TIO3BOJISIET 9TUM TOYKAM OKa3bIBaTh OOJiee CUJIbHOE BJIMSIHIE
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Ha MOJiesTb U JleJlaeT Pelialollyio TPaHuIly U30THYTOH, MO3BOJISIST TTPABUJIbHO
KJaccuUIIMPOBaTh JJaHHbIE TOUKM.

Jasaiite mpumenum SVM ¢ RBF-aapom k Habopy manmabix Breast Cancer.
[To ymomuanwuio ucnosb3ytoresa C=1 u gamma=1/n_features:

In[83]:
X_train, X_test, y_train, y_test = train_test_split(
cancer.data, cancer.target, random_state=0)

svc = SVC()
svc.fit(X_train, y_train)

print("MpaBuibHOCTL Ha obyvawwem Habope: {:.2f}".format(svc.score(X_train, y_train)))
print("MpaBunbHocTb Ha TecToBoM Habope: {:.2f}".format(svc.score(X_test, y_test)))

Out[83]:
MpaBUALHOCTL Ha obyuvawuem Habope: 1.00
MpaBUALHOCTL Ha TecToBoM Habope: 0.63

Ilepeobyuenne Momean BechbMa CYIIECTBEHHO: MjealbHas MPaBUIHHOCTD
Ha oOydJaronieM Habope u juiib 63%-Hast IPaBUJILHOCTh Ha TECTOBOM Habope.
Xotsa SVM uacrto paet xopoiiiee KauecTBO MOJIeId, OH OUYeHb YYBCTBUTEJIEH K
HACTPOIKaM IapaMeTpPOB M MacIITaOMPOBAHMIO JaHHBIX. B wactHOCTH, SVM
TpebyeT, 4TOObI BCe MPU3HAKHU ObLIM M3MEPEHbBI B OHOM M TOM ke MaciiTade.
/laBaiiTe moOCMOTPUM Ha MUHUMAaJbHOE U MaKCUMaJIbHOE 3HAUEHUS KaKOTO
npusHaka B log-ipocrpanctse (puc. 2.43):

In[84]:

plt.plot(X_train.min(axis=0), 'o', label="min")
plt.plot(X_train.max(axis=0), '~', label="max")
plt.legend(loc=4)

plt.xlabel("NHaekc npu3sHaka')

plt.ylabel("BennunHa npusHaka")
plt.yscale("log")

Vcxonmst u3 aToro rpadrka, Mbl MOKEM 3aKJIIOYNTh, YTO IIPU3HAKK B Habope
nanabelx Breast Cancer mMmeloT COBEPITEHHO Pa3JUYHbIe TOPSIKU BETUUYNH.
g psapa moneneit (Hanpumep, Ui JUHEWHBIX MojeJieil) JaHHBINA (akT
MOJKeT OBITh B HEKOTOPOI CTEIleHM IIPOOJIEMOIl, OXHAKO s spepHoro SVM
OH Oyler WMeTh paspylIuTeNbHbIE TOCTeACTBU. JlaBaiiTe paccMOTPUM
HEKOTOPBIE CIIOCOOBI PEIeHNs 9TOH TPOOJIEMBL.
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Puc. 2.43 [lnanasoHbl 3Ha4eHu Npu3HakoB Ans Habopa gaHHbiX Breast Cancer
(obpaTuTe BHUMaHME, YTO OCb Y UMEET NIorapnMUYECKYIO LLKany)

[lpeaBapuTeAbLHas 0bpaboTka AaHHBLIX AAST SVM

OmnH 13 CcrocoOOB pelleHnsT 9TOM MPoOJeMbl — MacIITabupoBaHUE BCEX
IPU3HAKOB TaKUM 00pa3oM, YTOOBI BCe OHU MMEJIN IIPUMEPHO OAUH M TOT K€
macintad. OOIepacipocTpaHeHHbII METO MacIITaOMPOBAHUS TSI SIEPHOTO
SVM 3akjrodaercs B MacIITaOMPOBAaHUN JaHHBIX TakK, YTOOBI BCE MPU3HAKU
npuHuMaan 3HadeHuss ot 0 7o 1. MbI yBuanM, Kak 9TO JieJlaeTcsl ¢ TTOMOIIbIO
MeTo/a IpeABapuTeIbHONl 006paboTky MinMaxScaler B riaBe 3, B KOTOPOIi
maguM Oosiee moapoOHYIO0 MHGOpPManMio. A cefiyac gaBaiiTe CAEAeM 3TO
<«BPYYHYIO»:

In[85]:

# BbIYNC/IAEM MUHUMAJIBHOE 3HAYEHME [ KAXJOro MPpU3HAaKa obydawuyero Habopa
min_on_training = X_train.min(axis=0)

# BbIYUC/IAEM WHPHUHY ANANA30HA AN KaxX[oro rnpusHaka (max - min) obyyawyero Habopa
range_on_training = (X_train - min_on_training).max(axis=0)

# BbIYNTAEM MUHUMAJIbHOE 3HAYEHWE M 3aTEM [EJMM HE WHPHHY ANANA30HA

# min=0 n max=1 [ KaX[oro npru3HaKka

X_train_scaled = (X_train - min_on_training) / range_on_training

print("MuHuManbHoe 3Havenue ansa kaxgoro npusHaka\n{}".format(X_train_scaled.min(axis=0)))
print("MakcumanbHoe 3Havenue ana kaxgoro npusHaka\n {}".format(X_train_scaled.max(axis=0)))

Out[85]:

MMHMMaIbHOE 3HauYeHue ANA KaxAoro npusHaka

[6. 0. 0. 0. 0. 6. 0. 0. 0. 6. 0. 0. 0. 0. 0. 0. 0. 0.
0. 0. 0. 0. 0. 6. 0. 0. 0. 0. 0. 0.]

MakCMManbHOe 3HAYeHMe ANSA KaxAoro Mpv3Haka

[1. 2. 1. 1. 2. 1. 1. 1. 1. 1. 1. 1. 1. 1. 1. 1. 1. 1.
1. 1. 1. 1. 1. 1. 1. 1. 1. 1. 1. 1.]
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In[86]:

# ncnonb3yem TO XE CAMOE npeobpa3oBaHwe [l TECTOBOro Habopa,

# UCoIb3ya MUHWUMYM W WHPUHY ANANAa30Ha M3 obyyawuero Habopa (cm. riasy 3)
X_test_scaled = (X_test - min_on_training) / range_on_training

In[87]:
svc = SVC()
svc.fit(X_train_scaled, y_train)

print("MpaBuabHoCTb Ha obyyakuem Habope: {:.3f}".format(
svc.score(X_train_scaled, y_train)))
print('"MpaBunbHocTb Ha TecToBoM Habope: {:.3f}".format(svc.score(X_test_scaled, y_test)))

out[87]:
MpaBuAbHOCTL Ha oby4yawuwem Habope: 0.948
MpaBuMNbHOCTbL Ha TecToBoM Habope: 0.951

MacirrabupoBatne JaHHBIX NPUBEIO K orpoMHoil pasuuie! Ha camom
JeJie Hallla MOJIEJTh UMeeT MPU3HAKN HeJ000ydeHns, KOTIa KaueCTBO MOJIeN
Ha 0OydYaIlleM M TeCTOBOM Habope BechMa CXOKe, HO BCe elle JaJeKO OT
100%-noit mpaBuabHOCTU. Mcexons m3 3TOro, Mbl MOKEM ITOIBITATHCS
yBenmunuTh C WAX gamma, 4TOObI IOAOTHATH Oo0Jjiee CIOKHYIO MOJIEJb.
Hanpumep:

In[88]:
svc = SVC(C=1000)
svc.fit(X_train_scaled, y_train)

print("MpaBunbHOCTL Ha obyuvawwem Habope: {:.3f}".format(
svc.score(X_train_scaled, y_train)))
print("MpaBunbHocTb Ha TecToBoM Habope: {:.3f}".format(svc.score(X_test_scaled, y_test)))

Oout[88]:
MpaBuAbHOCTL Ha oby4awuwem Habope: 0.988
MpaBUILHOCTL Ha TecToBOM Habope: 0.972
B AJaHHOM CJIyda€ YBEJINYEHUE C 1mo3BoJideT 3HAYUTEJIbHO VIAYYHOINTD

MOJIeJb, B pe3yJibTare MPaBUIbHOCTh Ha TECTOBOM Habope coctasisieT 97.2%.

[MpemMyuiecTsa, HeAOCTaTKMN N N3paMeTphl

SlnepHbIil METO/ OMOPHBIX BEKTOPOB — 3TO MOJEIN, 00Jaalolie MOIIHON
IIPOTHO3HO CHJION M XOPOIIo paboTalolire Ha PasJndHbIX HaOOpax JaHHBIX.
SVM 1103BoJIsIeT CTPOUTH CJIOKHBIE PelIaioiie TPaHuIlbl, JaxKe ecau JaHHbIe
cojlepsKar JIMIIb HECKOJbKO mpusHakoB. OHU xopomio paboraioT Ha
HU3KOPa3MEPHBIX U BBICOKOPA3MEPHBIX JaHHBIX (TO €CTh KOT/a y HAC MaJjo
WM, HaoOOPOT, MHOIO IPU3HAKOB), OJHAKO ILIOXO MACIITAOUPYIOTCS C
poctoM oObema maHHBIX. 3amyck SVM Ha Habope maHHBIX 06Bemom 10000
HaOJIIO/IeHNI He cocTaBjser pobseM, ojJHako pabora ¢ HabopaMy JaHHBIX
oobemoM 100000 HabmOmeHNIT U OOJIBIIIE MOKET CTaTh CJOKHON 3ajadeil ¢
TOYKM 3pEHUST BpeMEHU BbIUMCJIEHUN U UCIIOJb30BAHUS TTaMSITH.

JpyruM HegocTaTKOM sIBJsieTcsi To, uto SVM Tpebyer TIIareabHOI
IpeABapUTeNbHOI 00pabOTKN JAaHHBIX M HACTPOUKU IapamMeTpoB. VIMEHHO
MIO3TOMY cellyac MHOTHE CIelUaJucTbl B pa3judHbix cdepax Bmecto SVM
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UCIIOJIb3YIOT MOJIeJIM Ha OCHOBE JlepeBa, HallpuMep, CJydailHble Jieca WJIU
rpaiIneH THBIN OyCTHHT (KoTOpBIN MIPaKTUYeCKu HE  TpeOyIoT
npeaBapuTenbHy0  o6paboTtku manHbix). Kpome Toro, momemn SVM
TPYAHOUCCIEAYEMBI, TSIKEIO TOHSATh, MOYeMy ObLT CeJaH MMEHHO TaKOi
MIPOTHO3 M JIOBOJIBHO CJIOKHO OOBSICHUTH MOJIEJb HECTIEITMANCTY.

OpHako Bce e cTouT morpodoBath SVM, 0coOeHHO B TeX CIydasix, KOrjaa
BCE BalllM NMPU3HAKA MMEIOT OJMHAKOBBIE €IWHUIIbI U3MepeHud (HarpuMmep,
BCe MPU3HAKU SBJISIOTCS MHTEHCUBHOCTAMU MUKCeJIeil) U n3MepPeHbl B OJTHOM
1 TOM JKe Macrirabe.

BaxkxubiMu  mapamerpamu - giepHoro  SVM  gaBagiorcss  mapaMmeTp
peryaspuzanuu C, TUII Spa, a TaKXKe I[apaMeTpPbl, OIpelessgeMble SIPOM.
XoTd MbI B OCHOBHOM cocpenorounanch Ha giape RBEF, B scikit-learn
NOCTYIIHBI U Jpyrue Tuibl gaep. Aapo RBF umeer mumb oamu mapamerp
gamma, KOTOPBII SBJISIeTCST 00PATHOM BEJTMYNHOMN IIIMPUHBI TayCCOBCKOTO SIIPA.
gamma 1 C PeryJupyior CJI0KHOCTb MOeau, Gojiee BHICOKHE 3HAYEHUST ITUX
apaMeTpoB JaloT Oojiee CIOKHYI0 MOJenb. TakumM 0O6pasoM, OINTHMAJIbHBIE
HACTPOMKN 060X MMapaMeTpPoB, KaK MPABUJIO, CUIHHO B3aUMOCBSI3aHBI MEKIY
co60il 1 mosToMy C 1 gamma JOJKHBI OBITh OTPETyIMPOBAHBI BMECTE.

CemelicTBO aITOPUTMOB, U3BECTHOE KaK HEPOHHbIE CEeTU, HEJJABHO MEPEKUIIO
CBO€ BO3POJKIEHME TI0Jl Ha3BaHMeM <Iybokoe oOydenue». HecMoTpst Ha TO
4TO IIyOOKOe OOydeHne CyJauT OOJIbINNe TEPCIEKTUBBI B Pa3JINYHBIX cdepax
PUMEHEHNs] MalIMHHOTO OOydYeHHs], aJTOPUTMbI TJIyOOKO OOy4YeHHs, Kak
MIPAaBUJIO, KECTKO NPHUBA3aHbI K KOHKPETHBIM CJIy4adM WCIOJIb30BaHus. B
JTAaHHOM pasjiesie Mbl PAaCCMOTPUM JIUIIh HEKOTOPble OTHOCUTEJIBHO TTPOCThIE
MEeTO/Ibl, a MMEHHO MHOTOCJIOMHBbIE IepPCeNTPOHbl /s KJacCuUKAIUU U
perpeccuu, KOTOpble MOTYT CJY;KHTh OTIPAaBHOW TOYKOH B M3y4deHUH Oosiee
CJIOKHBIX METOJIOB MAIMHHOTO 00ydYeHust. MHOTOCIOWHbBIE MEPCETPOHBI
(MLP) Taxsxe HasbiBaioT mpoctbivi ( vanilla) HEHPOHHBIMY CETSIMU TIPSIMOTO
pacrpocTpaHeHUs], a UHOT/IA U NTPOCTO HEUPOHHBIMU CETSIMHU.

MoaeAb HeMpOHHOW CeTn
MLP mosxHO paccMaTpuBarh Kak 0000IIeHre JUHEHHBIX MOJEJeH, KOTopoe
Ipekae YeM IPUITH K PENIeHNIO BBITOTHSIET HECKOJIBKO 9TAroB 00pabOTKH
JTAHHBIX.

BcnioMHUM, 4TO B JIMHEWHOW perpeccuy IMPOTHO3 IOJYYaOT € MTOMOIIBIO
caenytoniein GpopMy.Jibl:

¥ =wWO]*X[O] + W] * X[A] +...+ W p]* X[ p] +b
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[oBOopsi TPOCTBIM $3BIKOM, Yy — 3TO B3BellIEHHAas CyMMa BXOJHBIX
npusHakoB x]{0] ... x| p]. BXoauble mpru3HaKy B3BEIIEHBI IO BBIYNCIEHHBIM B
xoze obyuenust kKoadduimearam w{0] ... w{p]. MBI MOXKeT IIpeACTAaBUTH MX
rpaduyecKkn, Kak IMMOKa3aHO Ha puc. 2-44:

In[89]:
display(mglearn.plots.plot_logistic_regression_graph())
Bxoabl
x[0]
wi(0]
}E[‘I] W[]] Bbixoa
w(2] y
3[2] 1IIIIIIII[3]
x[3]

Puc. 2.44 Busyanusauuns fIOrMcTM4eCcKon perpeccum, B KOTOPOM BXOOHbIE NPU3HaKK U
NPOrHO3bl NokKasaHbl B BUAE Y3I10B, a KOS(PPULMNEHTbI —
B BYAEe COeQUHEHUI MexXay y3namu

3/ech KaskIblil y3eJsl, TOKa3aHHBII CJieBa, MPEACTaBIsieT coO0il BXOMHOIM
MIpU3HAK, COeIMHUTENbHBIE JUHUN — KO3 GUIMEHTHI, a y3€eJ clipaBa — 9TO
BBIXO/l, KOTOPBIN SIBJISIETCS B3BEIIEHHOU CYMMOU BXOJIOB.

B MLP nporiecc BbruncieHNsT B3BEIIEHHBIX CYMM IOBTOPSIETCS HECKOJIBKO
pa3. CHavaia BBIUMCISIOTCS CKpbIThIe aaemeHTsl (hidden units), xoTopbie
IPEJCTABIAIOT CcO00i TPOMEKYTOUHbIN oTarm  o6paborku. OHU BHOBB
00BEINHSIOTCSI ¢ TIOMOIIBIO B3BEIIEHHBIX CYMM JJISI TIOJYyYEeHUsT KOHEYHOIO
pesyabrara (puc. 2.45):

In[90]:
display(mglearn.plots.plot_single_hidden_layer_graph())
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Bxoabl

CKpbITbIN
x[g] cnomn
h[0]
J{['i] Bbixopn
h[1] P
x[2]
h{2]
x(3]

Puc. 2.45 NnniocTpaumst MHOrOCNOWHOMO NEPCENTPOHA C OAHUM CKPbITbIM CIIOEM

Y 9r10il Mozenn Topas3no GOJbINE BHIYMCASIEMbIX KOI(DOUIIMEHTOB (TaKKe
Ha3bIBaEMbIX BecaMu): KOI(DMUIIMEHT MeXIY KKABIM BXOJOM U KaXKIbIM
CKPBITBIM 3JIeMEHTOM (KOTOpbie 00pa3yioT CKphIThI ¢/10F nan hidden layer)
1 K0a(hPUITUEHT MEKY KaKIBIM 3JIEMEHTOM CKPBITOTO CJIOSI M BBIXOJIOM.

C maTeMaTU4ecKoOil TOUKU 3PEeHUs BBIUKNCJIEHUE CEPUU B3BEIIEHHBIX CYMM —
9TO TO K€ CaMOe€, UTO BBIYMCJIEHUE JIUIIb OHON B3BEMIEHHON CYMMBbI, TAKUM
0Opa3oM, 4TOOBI 9Ta MOETh OOsafgana Oojiee MOIIHONM ITPOTHO3HOW CHJION,
4yeM JIMHeWHast MOJleJib, HaM HY’K€H OJIUH JIONOJHUTENbHbIA TPIOK. [losicHum
ero Ha IpuMepe HEeUPOHHOW CeTH C OJIHUM CKPBITBIM cjoeM. BxomHou cmioit
IIPOCTO TIEPefaeT BXOAbI CKPBITOMY CJIOIO ceTH, Jinbo 6e3 mpeobpasoBaHus,
auO0 BBIMOJTHUB CHadyaja CTaHAAPTU3AIMI0 BXOJOB. 3aTeM IIPOMCXOIUT
BBIUMCJIEHNE B3BENTEHHON CYMMbBI BXOJOB JIJISI KaXK/IOTO 9J€MEHTAa CKPBITOTO
cJiosT, K Hell TpuMeHsiercss (DyHKIMS aKTHUBAIMU — OOBIYHO KCITOJIb3YIOTCSI
HeJInHelHble GDYHKIUN BhIIPIMICHHBII JHHEHHBIT 0eMerT (rectified linear
unit wim relu) v ramnepoosmaeckri tanrerc (hyperbolic tangent wim tanh).
B utore noJsiydaeM BbIXO/IbI HEHPOHOB CKPBITOTO CJIOF. JTU ITPOMEKYTOYHbIE
BBIXOJbI ~ MOTYT  CUHTAThCSI ~ HEJIWHEHHBIMH  [PEOOpPa3sOBaHUSIMHU U
KOMOMHAIIMSMU  TI€PBOHAYAIBHBIX BX0M0B. OHHM CTaHOBSATCS BXOAaMU
BBIXO/IHOTO ¢J10s1. CHOBA BBIUMCIISIEM B3BEIIEHHYIO CYMMY BXOZIOB, IPUMEHSIeM
(DYHKIMIO aKTUBAIIUK U 1TOJIy4aeM UTOrOBble 3HaUeHU 11eJIeBOil TlepeMeHHOI.
Oyukmuu aktuBanuu relu u tanh mokasansr Ha puc. 2.46. Relu orcekaer
3HAYEeHWsT HIKe HYJIsI, B TO BpeMsi Kak tanh npunumaer suauenust ot —1 1o 1
(COOTBETCTBEHHO [IJII MUHUMAJIBHOTO U MaKCUMAJbHOTO 3HAUEHUU BXOJIOB).
Jlio6asg u3 9THX ABYX HEJIMHEHHBIX (DYHKIMI TO3BOJSET HEHPOHHON CeTH B
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OTJINYME OT JIMHENHOU MOZ€E/NIN BbIUUCJIATD T0OpPa3iio 6oJiee  CJIOKHBIE
3aBUCHUMOCTHU.

In[91]:

line = np.linspace(-3, 3, 100)

plt.plot(line, np.tanh(line), label="tanh")
plt.plot(line, np.maximum(line, 0), label="relu")
plt.legend(loc="best")

plt.xlabel("x")

plt.ylabel("relu(x), tanh(x)")

3.0 . .
— tanh

— relu

2.5

2.0

1.5+

1.0 |

0.5

relu(x), tanh(x)

0.0

0.5 -

_1_{] 1 | | |
=3 = -1 4] 1 2 3

x

Puc. 2.46 ®yHKuuna aktnsauyum runepbonmyeckmuim TaHreHe
N PYHKUMS aKTMBaLMU BbINPSAMIEHHOIO MMHENHOMO SNeMeHTa

Jl1s1 HeOOJIBIION HEHPOHHOI ceTH, M300paskeHHOM Ha puc. 2.45, moJHas
(dbopMysia BBIYHCTEHHUST y B CJydae perpeccuu OyaeT BBITJISIAETh Tak (Ipu

HCII0/Ib30BaHnU tanh):

h[0] = tanh(W{0,0]* x[0] +wW{1,0]* x[1] +w{2,0]* x[2] + W[ 3,0]* x[3])
h[1] = tanh(W{0,0]* x[0] + W{1,0]* x[1] +w{[2,0]* x[ 2] + W[ 3,0]* x[3])
h[2] = tanh(W[0,0]* x[0] +wW1,0]* x[1] + W[ 2,0]* x[2] + wW{3,0]* X[3])
y = Vv[0]*h[0] + v[1]*h[1] + v[2] * h[2]

31ech W — Beca MEKIY BXOIOM X M CKPBITOM CJIOEM /i, a v — BeCOBbIE
KO2(UITMEHTBI MEKIY CKPBITBIM CJoeM /A U BeIXOgOM y . Beca v u w

BBIYHCJIAIOTCA II0 [JaHHBbIM, X ABJIAIOTCA BXOAHBIMMW IIpU3HAKaMHU, g -

BBIYMCJIEHHBIN BBIXOA, a /A — MPOMEXKYTOYHbIE BBIUKMCIECHUS. BaskHbI
napameTp, KOTOPBbIA JIOJDKEH 3a/aTh 10Jb30BaTe/b — KOJUYEeCTBO Y3JIOB B
CKpbITOM cjioe. Ero sHauenne mMoskeT ObITh MajieHbKUM, Hampumep, 10 mis
OYeHb MAaJeHbKUX WM IPOCTHIX HAOOPOB [aHHBIX WM K€ OOJIBIINIM,
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Harpumep, 10000 11 0ueHb CI0KHBIX JaHHBIX. KpoMe Toro, MOKHO 106aBUTh
JIOTIOJTHUTEIbHBIE CKPBITBIE CJIOM, KaK ITOKa3aHo Ha puc. 2.47:

In[92]:
mglearn.plots.plot_two_hidden_layer_graph()

Bxoabl

CKpbITbIN CKpbITbIN

cnon 2

h2(0]

Bbixoa

h2(2]

e =1

Puc. 2.47 MHOrocrnonHbI NepcenTpoH C ABYMSI CKPbITbIMU CROSIMU

[TocTpoenyie OOMBIINX HEHPOHHBIX CETEH, COCTOAIINX U3 MHOMKECTBA CJIOEB
BBIUMCJEHWH, BIOXHOBUJIO CIEIHATNCTOB BBECTH B OOMXOJ TEPMUH
«riybokoe oOyuenunes («deep learnings).

HacTpowka HempOHHbIX ceTen

JlaBaiite mocmorpuM, Kak paboraer MLP, npumenns MLPClassifier k Habopy
JAHHBIX two_moons, KOTOPBIM MbI WCIIOJb30BATH paHee B 3TON TJIaBe.
PesynbTaThl mokazanbsl Ha puc. 2.48:

In[93]:
from import MLPClassifier
from import make_moons

X, y = make_moons(n_samples=100, noise=0.25, random_state=3)

X_train, X_test, y_train, y_test = train_test_split(X, y, stratify=y,
random_state=42)

mlp = MLPClassifier(solver='1lbfgs', random_state=0).fit(X_train, y_train)
mglearn.plots.plot_2d_separator(mlp, X_train, fill=True, alpha=.3)
mglearn.discrete_scatter(X_train[:, 0], X_train[:, 1], y_train)
plt.xlabel("lMpusHak 0")

plt.ylabel("MpusHak 1")
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Puc. 2.48 ['paHMua NpUHATUA peLleHnin, NOCTPOEHHaa HeMpoHHOM ceTbio co 100
CKPbITbIMKU 3rieMeHTaMm Ha Habope AaHHbIX two_moons

Kak BuaHO u3 puc., HEUpPOHHasI ceThb IIOCTPOWJIA HEJWHEHHYI0, HO
OTHOCUTEJbHO TJAJKyI0 TPAaHUILy MPUHATUA penieHuid. Mbl MCIIOJIb30BAIN
solver="1bfgs', KOTOpPBIIT pacCMOTPUM ITO3/IHEE.

[To ymomuanuio MLP ucnons3yer 100 CKpBITBIX y3J0B, YTO JOBOJBHO
MHOTO JIJISI TOr0 HeOOJIBIIIOro Habopa JaHHbBIX. Mbl MOKEM YMEHBIIUTH YICIO

(4TO CHUBUT CJOXKHOCTb MOJIEJITN) W CHOBA TOJYYUTb XOPOIIUI Pe3yJbTar
(puc. 2.49):

In[94]:

mlp = MLPClassifier(solver='1bfgs', random_state=0, hidden_layer_sizes=[10])
mlp.fit(X_train, y_train)

mglearn.plots.plot_2d_separator(mlp, X_train, fill=True, alpha=.3)
mglearn.discrete_scatter(X_train[:, 0], X_train[:, 1], y_train)
plt.xlabel("MpusHak 0")

plt.ylabel("MpusHak 1")
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MNpu3HakK 1

MNpu3Hak 0

Puc. 2.49 'paHnua NpUHATUS peLleHnit, NOCTPOeHHast HempoHHOW ceTbto ¢ 10

CKPbITbIMU 3511IEeMEeHTaMN Ha Ha6ope OaHHbIX two_moons

[Tpu ucnonb3oBanuu Jjuiib 10 CKPBITBIX 3JIEMEHTOB T'paHUIlA TPUHATUS
pelieHuil CcTaHOBUTCS Oojiee HepoOBHOW. [lo yMOMYaHWIO WCITOJNB3YETCS
dbyHKIMg akTuBaiun relu, mokasamHas Ha puc. 2.46. Ilpu mcmoap3oBaHun
OHOTO CKPBITOTO CJI0Os1 pelnaiomas GyHKnus Oyzer coctosath u3 10
IPSIMOJIMHENHBIX OTPe3KOB. Ecin HEoOXOAMMO TMOJyYUTh OOJiee TIaIKyIo
PEIIaoIy0 TPaHWIly, MOXHO 100aBUTH OOJIbIllee KOJMYECTBO CKPBITHIX
seMeHTOB (Kak IMoKa3aHo Ha puc. 2.49), mo0aBUTb BTOPOI CKPBITHIN CJIOW

(puc. 2.50), uan ucmonp3oBarh GyHKIMIO akTuBanuu tanh (puc. 2.51):

In[95]:

# UNCI0/1b30BaHNEe [BYX CKPbITbIX C/I0EB 10 10 3/1EMEHTOB B KaxX4om

mlp = MLPClassifier(solver='1bfgs', random_state=0,
hidden_layer_sizes=[10, 10])

mlp.fit(X_train, y_train)

mglearn.plots.plot_2d_separator(mlp, X_train, fill=True, alpha=.3)

mglearn.discrete_scatter(X_train[:, 0], X_train[:, 1], y_train)

plt.xlabel("MpusHak 0")

plt.ylabel("MpusHak 1")

In[96]:

# MCII0JIb30BaHNE [BYX CKPbITHIX C/I0€B 10 10 3/1eMEHTOB B KaX4oM, HA 3TOT pa3 C @yHKumesd tanh

mlp = MLPClassifier(solver='1lbfgs', activation='tanh',
random_state=0, hidden_layer_sizes=[10, 10])

mlp.fit(X_train, y_train)

mglearn.plots.plot_2d_separator(mlp, X_train, fill=True, alpha=.3)

mglearn.discrete_scatter(X_train[:, 0], X_train[:, 1], y_train)

plt.xlabel("lMpusHak 0")

plt.ylabel("MpusHak 1")
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Puc. 2.50 ['paHnLa NpUHATUS peLleHnin, NOCTPOeHHass HEMPOHHOW CETLIO C 2 CKPbITbIMU

cnoamm rno 10 anemMeHTOB B KaXXAOM U OYHKUMEN aKTUBALUKN BbINPAMIIEHHbIN
TIMHEWHBIN 3N1EMEHT
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Puc. 2.51 'paH1ua NpUHATUA peLleHnn, NOCTPOEHHAA HEMPOHHOW CETbIO C 2 CKPbITbIMU
cnosmum no 10 anemMeHTOB B KaXXAoM M OYHKUMEN akTuBauum runepdonnyecknuim TaHreHe

W, wHakoHen, Mbl MOXeM [JONOJHUTEJbHO HACTPOUTDH CJIOXKHOCTH
HEHPOHHOI ceT ¢ ToOMoOIIbio 12 1uTpada, uYTOOBI CKaTh BECOBBIE
Koo UIMeHTh 10 OMM3KUX K HYJII0 3HAYEHWH, KaK Mbl 9TO JejJaid B
rpebHEBOI perpeccun W JUHEHbIX Kiaaccudukatopos. B MLPClassifier 3sa
aTO oTBevaeT napameTp alpha (Kak U B MOJIeNdX JUHEWHON Perpeccuu), u 1o
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YMOJTYQHUIO ~ YCTAaHOBJIEHO  OuYeHb  HHU3Koe  3HadeHwe  (HeOOJbImas
peryasipusanust). Ha puc. 2.52 mokasaHbl pe3y/IbTaThl IPUMEHEHNsT K HaOOpy
JMAHHBIX two_Moons pas/IMYHbIX 3HaueHul alpha ¢ mcmob3oBaHWEM JIBYX
cKpbITBIX cjioeB ¢ 10 uam 100 sjmemMeHTaMM B KaXK/IOM:

In[97]:
fig, axes = plt.subplots(2, 4, figsize=(20, 8))
for axx, n_hidden_nodes in zip(axes, [10, 100]):
for ax, alpha in zip(axx, [0.0001, 0.01, 0.1, 1]):
mlp = MLPClassifier(solver='1lbfgs', random_state=0,
hidden_layer_sizes=[n_hidden_nodes, n_hidden_nodes],
alpha=alpha)
mlp.fit(X_train, y_train)
mglearn.plots.plot_2d_separator(mlp, X_train, fill=True, alpha=.3, ax=ax)
mglearn.discrete_scatter(X_train[:, 0], X_train[:, 1], y_train, ax=ax)
ax.set_title("n_hidden=[{}, {}]\nalpha={:.4f}".format(
n_hidden_nodes, n_hidden_nodes, alpha))

n_hidden=[10, 10] n_hidden=[10, 10] n_hidden=[10, 10] n_hidden=[10, 10]
alpha=0.0001 alpha=0.0100 alpha=0.1000 alpha=1.0000
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Puc. 2.52 'paHnupbl NpUHATUSA peLLEeHnI AN pasnMYHOro KONmM4ecTBa CKPbIThIX
3NEMEHTOB U pa3HbIX 3Ha4YeHu napameTpa alpha

Kak BbI, HaBepHOE, YK€ TIOHSJIM, CYIIECTBYIOT Pa3JUYHBIE CIIOCOODI
peryJmpoBaTh CJOXKHOCTb HEMPOHHOW CeTH: KOJMYECTBO CKPBITHIX CJIOEB,
KOJIMYECTBO 3JIEMEHTOB B Ka)K/IOM CKPBITOM cJioe U peryJsgpusainus (alpha).
Ha camom jiesre ux ropasgo OoJiblile, HO MbI He OyIeM 37eCh BIaBaTbCS B
OJIPOOHOCTH.

Ba)kHbIM CBOWCTBOM HEWPOHHBIX CeTel SBJISIETCd TO, 4YTO HUX Beca
3a[af0TCS  CJIy4ailHBIM 00pa3oM Iiepe] HadaJoM OOydeHus U CydaitHast
MHUIMATA3AIKS BAUSIET Ha TpoIilecc 00ydYeHUs] MO, DTO O3HAYAET, YTO
JlaKe TIPU UCIIOJIb30BAHUU OJTHUX U TeX K€ TTapaMeTPOB MBI MOKEM MOJTYYUTh
OueHb pa3Hble MOJIeJid, 3aj/laBasi pas3Hble CTApPTOBble 3HAUYEHUs TeHepaTopa
IICEBIOCTyYallHbIX uncest. IIpyu ycIoBUM, YTO CeTh MMeeT OOJIBIION pasMep u
ee CJIOKHOCTh HAcTpoeHa MPaBWJIbHO, JaHHBINH (aKkT He JOJIKEH CUJIbHO
BJIMSITh Ha TPAaBUJIBHOCTH, OJHAKO O HEM CTOUT IOMHUTH (OCOOEHHO IpH
pabore ¢ HeboabmmMmu ceTsiMu). Ha puc. 2-53 mpexacraBieHbl Tpabukn

130



HECKOJIbKMX MOJIeJiell, OOYYeHHBIX C WCIOJb30BAaHUEM TeX JKE€ CaMBIX
3HAYEHUI IMapaMeTPOB:

In[98]:
fig, axes = plt.subplots(2, 4, figsize=(20, 8))
for 1, ax in enumerate(axes.ravel()):
mlp = MLPClassifier(solver='1lbfgs', random_state=1,
hidden_layer_sizes=[100, 100])
mlp.fit(X_train, y_train)
mglearn.plots.plot_2d_separator(mlp, X_train, fill=True, alpha=.3, ax=ax)
mglearn.discrete_scatter(X_train[:, 0], X_train[:, 1], y_train, ax=ax)
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Puc. 2.53 MpaHuLbl NPUHATUSA PELLEHUI, NOMNYYEHHbIE C UCMONb30BaHNEM TEX e
caMbIX MapamMeTPOB, HO pa3HbIX CTAaPTOBbIX 3HAYEHWI

YToObI JIydllle TOHATHh, KaK HEHpOHHass ceThb paboTaeT Ha pealbHbBIX
JAHHBIX, AaBaiiTe mpuMeHnM MLPClassifier k Habopy manubix Breast Cancer.
Mbl HauHeM € ImapaMeTpoOB MO YMOJTYAHUIO:

In[99]:
print("MakcumanbHbie 3Havenua xapakTtepucTuk:\n{}".format(cancer.data.max(axis=0)))
Out[99]:
MakcuMasnbHble 3HAYEeHMA XapaKTEepUCTUK:
[ 28.110 39.280 188.500 2501.000 0.163 0.345 0.427
0.201 0.304 0.097 2.873 4,885 21.980 542.200
0.031 0.135 0.396 0.053 0.079 0.030 36.040
49,540 251.200 4254.000 0.223 1.058 1.252 0.291

0.664 0.207]

In[100]:
X_train, X_test, y_train, y_test = train_test_split(
cancer.data, cancer.target, random_state=0)

mlp = MLPClassifier(random_state=42)
mlp.fit(X_train, y_train)

print("MpaBuibHOCTL Ha obyvawwem Habope: {:.2f}".format(mlp.score(X_train, y_train)))
print('"MpaBunbHocTn Ha TectoBoM Habope: {:.2f}".format(mlp.score(X_test, y_test)))

Out[100]:

MpaBuAbHOCTL Ha obydawwem Habope: 0.92
MpaBuAbHOCTbL H3 TecToBOM Habope: 0.90
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MLP nemoHcTpupyeT MOBOJIBHO HEIJIOXYIO TPaBUJIBHOCTH, OHAKO He
CTOJIb XOPOINIYI0, €CJTM CPaBHWBATh C JPyruMH Mojeasmu. Kak u B
npenbiayieMm mnpumepe ¢ SVC, 9T0, BeposSTHO, 00YCJIOBJIEHO MacCIITaOOM
maHHbIX. HelipoHHBIE ceTH TakKe TpeOYIOT TOro, 4roObl BCE BXOHBIE
IpU3HAKK OBLIM M3MEPEHbI B OJHOM M TOM K€ Maciirabe, B Haeane OHU
TOJKHBI MMeTh cpemree 0 u gucmepcnio 1. Mbl [OKHBI OTMACIITAOMPOBAThH
HAIlN JaHHbIE TaK, YTOObI OHM OTBeYaIn 3THM TpeboBaHusaM. OISTh jKe, MbI
OyzeM JeaTh 9TO BPYYHYIO, OJHAKO B TJIaBe 3 pacCKakeM, KakK 9TO JeaTh
aBTOMATUYECKU C ITOMOIIbI0 StandardScaler.

In[101]:

# BbIYNC/IAEM CPEAHEE AN KAXJOro MpH3HAKa 06yqamuero Habopa

mean_on_train = X_train.mean(axis=0)

# BbIYNC/IAEM CTAHA3PTHOE OTKJIOHEHNE A[/I9 KaX[Oro MPpU3HaKa obyyawyero Habopa
std_on_train = X_train.std(axis=0)

# BbIYNTAEM CPEJHEE M 3aTEM YMHOX3EM H3 OOPATHYH BEJIMYUHY CTAHAIPTHOrO OTKIOHEHUSA

# mean=0 n std=1

X_train_scaled = (X_train - mean_on_train) / std_on_train

# ncnonb3yem TO XE CAMOE npeobpa3oBaHue (MCoJIb3yemM CPEJHEE M CTAHHAPTHOE OTKJIOHEHNE
# oby4qawyero Habopa) A/ TeCTOBOro Habopa

X_test_scaled = (X_test - mean_on_train) / std_on_train

mlp = MLPClassifier(random_state=0)
mlp.fit(X_train_scaled, y_train)

print("MpaBuabHoCcTb Ha obydakuem Habope: {:.3f}".format(
mlp.score(X_train_scaled, y_train)))
print("MpaBunbHocTb Ha TecToBoM Habope: {:.3f}".format(mlp.score(X_test_scaled, y_test)))

Out[101]:
MpaBuUAbHOCTL Ha oby4awuwem Habope: 0.991
MpaBUIbHOCTb Ha TecToBOM Habope: 0.965

ConvergencelWarning:
Stochastic Optimizer: Maximum iterations reached and the optimization
hasn't converged yet.

ITocse macirabMpoBaHUs PE3YAbTAThl CTAJM HAMHOTO JIyYIlle W Terephb
yKe BIIOJIHE MOTYT KOHKYPUPOBATb € pe3yJbTaTaMHW OCTAJbHBIX MOJIEJIeN.
Brpouem, ™Mbl TOAy4YMJIU TpeAyHpeXxIeHrue O TOM, YTO JOCTUTHYTO
MaKkCcUMaJbHOe 4Yucjao wutepanuil. OHO SBJseTCS HEOThEMJIEMON YacThio
ajgropuT™a adam 1 coo0IaeT HaM O TOM, YTO MbI JOJIKHBI YBEJUUUTD YHCTIO
ATeparuin:

In[102]:
mlp = MLPClassifier(max_iter=1000, random_state=0)
mlp.fit(X_train_scaled, y_train)

print("MpaBuabHoCTb Ha obyyakuem Habope: {:.3f}".format(
mlp.score(X_train_scaled, y_train)))
print("MpasunbHocTb Ha TecToBoM Habope: {:.3f}".format(mlp.score(X_test_scaled, y_test)))

Out[102]:

MpaBuabHOCTL Ha obyyawuwem Habope: 0.995
NpaBUALHOCTL Ha TecToBoM Habope: 0.965
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YBenudyeHnne KOJUYECTBA MTePAIMil TMOBBICHJIO MPAaBUJIBHOCTD JIUIIb Ha
oOyuaiomieM Habope. Tem He MeHee MOjieJib UMEET IOCTATOYHO BBICOKOE
3Ha4YeHHe MPaBUIbHOCTH. IIOCKONBKY CYIIECTBYET OIPEAEICHHBI pPa3phiB
MEXKIYy  IPaBUJIBHOCTBIO Ha oOydvaiolieM Habope W IMPaBUJIBHOCTHIO Ha
TECTOBOM Habope, MbI MOKEM IOIBITATHCS YMEHBIIUTh CIO0KHOCTH MOJIEJIH,
4TOOBI  YAYYIIATH 00O0OMIAIOILYI0 CIIOCOOHOCTh. B maHHOM ciiydae Mbl
yBeanunuM mapamerp alpha (moBosbHO cuibHO ¢ 0.0001 10 1), YTOOBI
IPUMEHUTH K BecaM HoJiee CTPOTYIO PEryJisipU3alliio:;

In[103]:

mlp = MLPClassifier(max_iter=1000, alpha=1, random_state=0)
mlp.fit(X_train_scaled, y_train)

print('"MpaBuabHoCTb Ha obyyakuem Habope: {:.3f}".format(
mlp.score(X_train_scaled, y_train)))
print("MpaBunbHocTb Ha TecToBoM Habope: {:.3f}".format(mlp.score(X_test_scaled, y_test)))

Out[103]:
MpaBuAbHOCTL Ha oby4awuwem Habope: 0.988
MpaBUIbLHOCTb Ha TecToBOM Habope: 0.972

IJTO JaeT MPaBUJIbHOCTb, COINOCTAaBUMYIO C IPaBUJbHOCTBIO JIYUIITUX
mogeneir.?’

HecmoTps Ha TO UTO aHAIM3 HEHPOHHOU CeTU BO3MOKEH, OH, KaK IPaBUJIO,
ropas/io cJoKHee aHaJu3a JUHEeMHON Mo/iesTn U MOJIeJId Ha OCHOBE JlepeBa.
OmnH n3 crocoOOB aHaIM3a HEHPOHHOW CETH 3aKJII0YaeTCsl B TOM, YTOOBI
nccienoBath Beca Mozesn. OOpasel] TAKOro aHajM3a Bbl MOJKETE YBUIETH B
rajepee mpuMepoB scikit-learn. I[IpumenurenbHo K HabOpy JAaHHBIX Breast
Cancer Takoll aHaiM3 MOKeT ObITh HeMHOTO cjoxkeH. Ciemyromuii rpaduk
(puc. 2.54) moka3bIBaeT BecoBbie KOI(MMUIIMEHTHI, KOTOPbIe OBLIN BBIYNCIEHDI
MPU TOJKJIIOUYEHUN BXOJHOTO CJIOSI K MEePBOMY CKpbITOMY cjoto. CTpoku B
sTOoM Tpaduke cooTBeTcTBYIOT 30 BXOAHBIM TpH3HaKaM, a cTosbier — 100
CKPBITBIM  a7ieMeHTaM.  (CBeTsible  I1IBeTa  COOTBETCTBYIOT  BBICOKUM
MOJIOKUTEJNbHBIM 3HAUEHUSIM, B TO BpeMsl KaK TeMHbIe 11B€Ta COOTBETCTBYIOT
OTpUIlaTeIbHBIM 3HAUEHUSIM:

In[104]:

plt.figure(figsize=(20, 5))

plt.imshow(mlp.coefs_[0], interpolation='none', cmap='viridis')
plt.yticks(range(30), cancer.feature_names)

plt.xlabel("Ctonbusl mMaTpuusl Becos")

plt.ylabel("BxoaHas xapakTepucTuka')

plt.colorbar()

20 31ech BbI MOIVIM 3aMETHTb, YTO OOJBIIMHCTBO MOJeJel, AaBUIMX HAWAYYIIMH HPOTHO3, AOCTUTAIOT
OJIMHAKOBOM MPaBUILHOCTH Ha TecToBoM Habope 0.972. ITo 03HAYAET, YTO BCE ITU MOJAEN JAI0T OJUHAKOBOE
KOJIMYECTBO OMMOOYHBIX IPOTHO30B, PaBHOE 4YeTbipeM. EC/aM CpPaBHUTH IOJy4YeHHbIE IIPOTHO3bI C
(baKTHYECKMMU, BbI YBUANTE, YTO BCE HTH MOJENM HENPAaBUJIbHO MPOTHOZUPYIOT OJHU U Te jKe HaOJIOIeHNs.
310 Moxer ObITH OOYCIOBJIEHO OYEHb MaJEeHbKUM pasMepoM Habopa [HaHHBIX MJK K€ TEM, YTO 9TH
HaOIIONEHNS CUJIBHO OTINYAIOTCS OT OCTAIbHBIX.
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http://scikit-learn.org/stable/auto_examples/neural_networks/plot_mnist_filters.html
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CTONdukl METPULLE EECDE

Puc. 2.54 TennokapTta Ansa BeCoB NepPBOro Cnos HEMPOHHOW ceTn, 0By4yeHHOM Ha
Habope aaHHbIX Breast Cancer

OauH U3 BO3MOKHBIX BBIBOJOB, KOTOPBIE MBI MOKEM CleJaTh,
3aKJII0OYAETCST B TOM, YTO IPU3HAKK C HEOOJBIINMHU BeCAMH CKPBITHIX
BJIEMEHTOB <«Me€Hee BaKHbI» B MoOZeau. MbI MOXKEM yBHIETb, 4TO <«Mmean
smoothness» 1  «mean compactness»  Hapsgy ¢  IpHU3HAKaMH,
pacIooKeHHBIMI MeXIy <«smothness errors m «fractal dimension errors,
MMeIOT OTHOCUTEJHbHO HU3KHE Beca MO0 CPAaBHEHWIO C JAPYTMMU MPU3HAKAMU.
IDTO MOKET O3HayaTbh, YTO HTU IPU3HAKU SIBJISIIOTCS MEHee BaKHBIMU IJIH,
BO3MOKHO, MBI He IIPeoOpasoBaiil MX TaKUM CIIOCOOOM, 4TOObI MX MOTJIA
HCIIOJIb30BaTh HEIPOHHAS CETh.

Kpome TOro, Mbl MOKeM BHU3yaJM3UpPOBATh BeCa, COEUHSIONINE CKPBITHII
CJION C BBIXOJIHBIM CJIOEM, HO UX ellle TPYy/IHee WHTEPIPETHPOBATb.

Hecmorpss Ha TO 49tOo g Habojiee PacIpOCTPAHEHHBIX apPXUTEKTYP
HelpoHHBIX ceTell MLPClassifier m MLPRegressor mpeajaralorT JierKMi B
HCIOJb30BaHNN WHTep(Eic, OHU MPEACTABJIAIOT JIMIIb HeOOJbINoi Habop
BO3MOJKHBIX CPEJCTB, IO3BOJISIIONINX CTPOUTHh HelpoHHbIe cetu. Ecim Bac
unTepecyer pabora ¢ Gosee THOKMMY WU OOJiee MACIITAOHBIMU MOZEJISIM,
Mbl DEKOMEH/yeM BaM He OrPaHMYMBATHCS BO3MOKHOCTSIMU OUOJIMOTEKH
scikit-learn u o6paruThcs K (haHTACTUYECKUM IO CBOMMU BO3MOKHOCTSIMU
oubmorexkam raybokoro obyuenust. J{is mosb3oBateneii Python manbosee
YCTOSBIIUMMUCA ABIAAI0TCA keras, lasagna u tenzor-flow. lasagna mocrpoena
Ha OCHOBe OubsmoTtekn theano, Torza kak keras MOKeT MCIIOJIb30BATH JUOO
tensor-flow, /mmbo theano. dTu OMOJMOTEKM TIpeAJIaraloT ropaszo Oosee
ruOKuil uHTEpdeic s TOCTPOEeHNsT HEHPOHHBIX ceTell W OOHOBJSIOTCS B
COOTBETCTBUU C MOCJEIHUMHU JOCTHKEHUSIMU B 00JIaCTH TIyOOKOTO 00yUEHMSI.
Kpowme Toro, Bce momyJsipabie 61OIMOTEKN TIyOOKOTO 00YUYEHMST TIO3BOJISIOT
HCII0JIb30BaTh BBICOKOIIPOM3BOUTEIbHbBIE Tpadudeckue mpoiteccopsl (GPU),
Kotopble B scikit-learn He noanep:;xuBatoTcs. Vcnonb3zoBanue rpadudeckux
MPOIECCOPOB 103BOJIsIeT YCKOpUTh Bbruuciaenus ot 10 mo 100 pas, u onun
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HNMEIOT BaKHOE€ 3HadeHue [1Jid IIpUMEHEHUA METO/L0B I‘JIy6OI'O O6y‘1€HI/IH I
prHHOMaCHITa6HbIX Ha60pOB JaHHDbIX.

[penmyLecTsa, HeAOCTaTKN U NapamMeTphl

HeliponHble ceT BHOBb «BBIIILJIM Ha CIIEHY» BO MHOTUX c(pepax MpuMeHeHUs
MAIIMHHOTO 0OyY€eHHsI B KauecTBe TepeqoBbiX MeTom0B. OMHO M3 UX IJIaBHBIX
IPEUMYIIECTB 3aK/J04aeTcss B TOM, YTO OHM CIIOCOOHBI 00pabaThiBaTh
nH(GOPMALIMIO, COAEPKAIIYIocS B OOJBIIMNX OObeMaX JaHHBIX, WM CTPOUTH
HEBEPOSATHO CJOKHble Mozenu. IIpu Hajmuyum JOCTaTOYHOIO BpeMeHU
BbIUMCJICHUI, MaHHBIX U THIATEJbHOW HACTPOWKHU IapaMeTPOB HeUpPOHHBIE
CeTH YacTO IIPEBOCXOAT JPYTHe aArOPUTMbI MAIIUHHOTO OOydueHHsT (st
3a/1au KjaaccuuKaiu U perpeccust).

ITO [MaeT W CBOM MUHYChl. HefipoHHbBIE ceTH, OCOOEHHO KpPYITHBIE
HEPOHHBIE CEeTH, KaK IPABUJIO, TPEOYIOT IIUTENIHHOTO BpeMEHH OOydYeHMUsI.
Kak MbI Buzjenu 3xech, OHU TakyKe TPeOYIOT TIHIATENbHON IIPeaBapUTEIbHOM
00paboTKKM maHHBIX. AHamormdHo SVM, HeHpOHHbIE CEeTH JIydille BCEro
paboTaloT ¢ «OMHOPOAHBIMIY> JaHHBIMH, TJI€ BCE MPU3HAKNA U3MEPEHBI B OHOM
u ToM Ke Macirtabe. UTo Kacaercss HaHHBIX, B KOTOPBIX IPU3HAKH MMEIOT
pasHbIil MacuiTab, MOJe/IN Ha OCHOBE JiepeBa MOTYT JaTh JIYYIINUNA Pe3y/IbTar.
Kpome Toro, HacTpoiika mapaMeTpoB HEHPOHHOH CeTH — 39TO caMo TI0 cebe
HCKycCTBO. B Hammx 3sKclepruMeHTaxX Mbl €IBa KOCHYJUCh BO3MOKHBIX
CII0COO0B HACTPOUKHU U OOYYEHUSI HEPOCETEBBIX MOJIEJIEN.

OueHKa CAOXHOCTU B HEMPOHHBLIX CETSIX

Hawnbosiee BaKHBIME ITapaMeTpaMU SIBJISIIOTCS PSII€ CJIOEB M YKCJIO CKPBITHIX
OJIOKOB B OJHOM CJIO€. BBI OJKHBI HauaTh C OJHON WM JABYMSI CKPBITHIMU
CJIOSIMH, W, BO3MOKHO, PacCIIMPUTh OTTyAa. KoImdecTBO y3/I0B Ha CKPBITOM
yPOBHE 4acTO aHAJOTUYHO YMUCIY BXOAHBIX (PYHKITMA, HO PEIKO BHIIIE, YeM B
HU3KHX /IO CPETHUX THICSTY.

[Tose3nbIM TTOKa3aTeeM, TTO3BOJISIIONNM CYIUTD O CJIOKHOCTH HEHPOHHOU
CEeTH, SBJISIETCS KOJIMUYECTBO BBIYMCISEMBIX B XOJe OOYYEHMST BECOB WJIM
koadpurmenTos. Eciam BbI paboraere ¢ 2-KIaCCOBBIM HAaOOPOM JIaHHBIX,
cozepxkaniuMm 100 npu3HaKoB, U UCIIOJIb3yeTe HEHPOHHYIO CeTh, COCTOSIIYIO
13 100 CKpBITHIX 2JIEMEHTOB, TO MEXIY BXOIHBIM U TIEPBBIM CKPBITHIM CJIOEM
oyzer 100 * 100 = 10000 BecoB. Kpome TOro, Mexay CKPBITBIM CIOEM U
BBIXOAHBIM csioeM Oyzer 100 * 1 = 100 Becos, uto B urore gact okosao 10100
BecoB. Eciii ncmosb3oBaTh BTOPOM CKPBITHIN coii pazmepoM 100 CKpbITHIX
snemenToB, To 100 * 100 = 10000 BecoB 13 IEPBOTO CKPHITOTO CJIOS J0OABATCS
KO BTOPOMY CKPBITOMY cJi010, 4TO B uTore coctaBuT 20100 BecoB. Eciiu BMecTO
9TOTO BbI OyjeTe UCIo/b30BaTh oanH c1oil 13 1000 CKpPBITHIX 571€MEHTOB, BB
Boruncaute 100*1000 = 100000 BecoB Ha IyTU OT BXOJHOTO CJIOSI K CKPBITOMY
caoto 1 1000*1 BecoB Ha MyTU U3 CKPBITOTO CJIOS K BBIXOJHOMY CJIOIO, BCETO
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101000 Becos. Ecim ncmoib3oBaTh BTOPOIl CKPBITHINA CJIOH, BBI 00aBUTE €IIle
1000*1000 = 1000000 Becos, noayyuB KoJsoccanbuyto 1udpy 1101000, uto B
50 pa3 Oojbllie KOJUYECTBA BECOB, BBIYMCICHHBIX /ST MOJETN C JBYMsI
CKPBITBIMU csioaMU 110 100 a/1eMeHTOB B KayKIOM.

Oo61epacpocTpaHeHHbBIN CII0COO HACTPOMKU ITapaMeTPOB B HEMPOHHOI
CeTW — CHayaja MOCTPOUTH CETh JOCTATOYHO OOJIBIIOTO pasMepa, 4TOObI OHa
oOyumIack. 3ateM, yOeAUBIINCH B TOM, YTO C€Th MOKET 00y4aThCs, CKIMAETE
Beca CeTH WM yBeanumBaere alpha, uToObl 0OABUTH PEryJ/ISPU3AIIKIO,
KOTOpasl YIAYYIIAT 0O0OIIAIONIYIO0 CIIOCOOHOCTb.

B Hammux sKcmepuMeHTax MbI COCPEJOTOYMJINCH TJIABHBIM 0OpasoM Ha
crieniupUKAINN MOJIEJIN: KOJTMYECTBE CJIOEB U Y3JIOB B CJIOE, PETYJISIpU3aIliu
U HeMWHEeWHBbIX (DYHKIUAX aKTUBAIIMUA. IJTU TapaMeTpbl 3a7al0T MOJEb,
KOTOPYIO MBI XOTUM 00y4nTh. KpoMe Toro, BcTaeT BOIpoc 0 TOM, Kak 00yUnTh
MOJIETb WJIW aJTOPUTM, KOTOPBIN MCIIOTb3YeTCsT s BBIUMCIEHUS BECOB U
3aZlaeTcs ¢ TomoIlbio mapaMerpa solver. CyImiecTByeT JBa TPOCTHIX B
WCIIOJIb30BAaHUM  aJiTOpuT™Ma. AjropuTM  'adam', BBICTABJIEHHBIM  TIO
YMOJTYAHUIO, JaeT XOpOoIllee KaueCTBO B OOJBIIUHCTBE CUTYaI[if, HO BeChbMa
YyBCTBUTEIEH K  MacmITabUPOBAHWIO  JaHHBIX  (IIOITOMY  BaykKHO
oTMacIITabupoBaTh BalllK JaHHBIE TaK, YTOOBI KaskK/[ast XapaKTHUPUCTUKA NMeJIa
cpeanee 0 u gucnepcuto 1). /[pyroit asnroputm 'lbfgs' BrosiHe HazexeH, HO
MOJKET 3aHSATh MHOTO BPEMEHHM B cjiydae OOJIBIINX MOAEIEeH WM OOJIBIINX
MaccuBOB gaHHBIX. CylnecTByeT Takske OoJiee TpoaBUHYyTas omius 'sgd’,
KOTOpasi UCIIOJIb3YeTCss MHOTUMHU CITEI[UAIMCTAMI 110 TIyOOKOMY OOYUYEeHHIO.
Ommus'sgd' mmeer OoJibliiee KOJIMYECTBO JOIMOJHUTENBHBIX IIApPaMeTPOB,
KOTOpble HY;KHO HACTPOUTH JIJISI TIOJYyYeHWsT HAWJIYdIInX Pe3yJbTaToB. B
MOKeTe HaWTH ONucaHusl BceX JTUX IlapaMeTPOB B  PYKOBOJICTBE
nosb3oBaresss. Haunnas paborats ¢ MLP, mpugep;kuBaiitech aaropuTMOB
'adam' u 'l-bfgs’'.

KaxXabIh pa3 MeTOA fit CTpOUT MOAeAb 3aHOBO

Baxxnoe cBoiictBo Mojesnein scikit-learn 3akiaiodaercss B TOM, UTO
BbI30B Merojga fit Bcerma Oyzmer cOpachiBaTh BCe, 4YeMy MOJEJb
obyumiach panee. Takum 00pasoM, €CJIU BbI IOCTPOUTE MOJAETHh Ha
ogHOM Habope JaHHBIX, a 3aTeM BbI3oBeTe Merox fit cHoBa s
Apyroro Habopa MaHHBIX, MOJENb «3a0y/aeT» Bce, 4eMy OOydnIach Ha
nepBoM Habope JaHHBIX. Bbl Mo)kere 0e3 orpaHMYEHHUI BbI3bIBATh
meron fit ans momenu w pesysbrar OyZeT TaKUM, Kak ecjiv Obl Bbl
BBI3BAJIN €T0 JJIsT «<HOBOI» MOJEJIN.

Eme oxna monesnas xpetanp nuntepdeiica scikit-learn, o KoTopoil MbI ere
He TOBOPUJIM — 3TO BO3MOKHOCTH BBIUMCJIUTH OIEHKW HEOIPeaeIeHHOCTH
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IPOrHo30B. YacTo Bac MHTepecyeT He TOJIBKO KJIacC, CIPOTHO3MPOBAHHbBIN
MOJIE/IBIO  JIJIST  OTIPEIEJIEHHON TOYKM TeCTOBOro Habopa, HO M CTeleHb
YBEPEHHOCTU MOJIeJId B TPABUJILHOCTU IPOrHO3a. B peasbHON MpakTUKe
pasJMYHble BUIBI OIMIMOOK MPUBOAAT K OYEHb PAa3HBIM Pe3yJIbTaTaM.
[IpencraBbre cebe MEAMITMHCKUN TeCT [T OmpeneieHus paka. JIoKHO
MOJIOKUTEIbHBIN TTPOrHO3 MOXKET IPUBECTU K MTPOBEAEHUIO JAOMOJTHUTEIbHBIX
HCCJIeIOBAHUM, TOT/IAa KaK JIOKHO OTPUIATEJbHBIA MTPOTHO3 MOKET TIPUBECTU
K IIPOIYCKY cepbe3Hoil Oosesnn. Mbl moapobHee pasbepeM 9Ty TeMy B TJIaBe
6.

B scikit-learn cymiecTtByeT nBe pasiuyHble (QYHKIUH, C MTOMOIIbIO
KOTOPBIX MOKHO OIIEHUTh HeolpejleJIeHHOCTh TPOrHo30B: decision_function
u predict_proba. bosbinas yacts knaccudukatopoB (HO He Bce) MO3BOJIET
HCII0JIb30BaTh 110 KpaliHell Mepe o/iHy U3 aTux QyHKImil. /[aBaiiTe mpumMeHnM
9TH JBe QYHKINK K CHHTETHYECKOMY JIBYMEPHOMY HaOOpY HaHHBIX, IIOCTPONB
kinaccudukatop  GradientBoostingClassifier, KoTopblii  TIO3BOJISIET
coJb30BaTh Kak MeTo]i decision_function, Tak u metos predict_proba:

In[105]:
from import GradientBoostingClassifier
from import make_blobs, make_circles

X, y = make_circles(noise=0.25, factor=0.5, random_state=1)

# Mbl 1epenmMeHoBsIBAEM KAACCh B «blue» n «red» gaa ypob6crBa
y_named = np.array(["blue", "red"])[y]

# Mbl MOXEM BbI3BaTh train_test split c /wbbiM KOJIMYECTBOM M3CCHMBOB,
# BCe 6yAyT pa3buTel OUHAKOBLIM 0BPA30M

X_train, X_test, y_train_named, y_test_named, y_train, y_test =\
train_test_split(X, y_named, y, random_state=0)

# CTpoum MOAENb PIANEHTHOro 6YCTHHIa
gbrt = GradientBoostingClassifier(random_state=0)
gbrt.fit(X_train, y_train_named)

Pewaiowlas @yHKUnS

B 6HHapHOﬁ KﬂaCCHdMIKaHHHiBOSBpaHHkmﬂXESHaquHe decision_function
nmeet dhopmy (n_samples):

In[106]:

print("oopma maccuea X_test: {}".format(X_test.shape))

print("dopma pewawuwen dyHkumm: {}".format(
gbrt.decision_function(X_test).shape))

Out[106]:

Oopma maccuBa X_test: (25, 2)
Oopma pewawuwen ¢yHkumn: (25,)

BosspaijaemMoe 3HaueHue MpeACTaBIsieT o000l YMCa0 ¢ IUIaBaromieit
TOYKOW JIJIs1 KayK0TO NIpUMepa:
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In[107]:
# BbIBEJEM HECKOJbKO MEPBLIX S/IEMEHTOB PEWANLEN GYHKLMMN
print("Pewawuwasa ¢éyukuma:\n{}".format(gbrt.decision_function(X_test)[:6]))

Oout[107]:
Pewawwana ¢yHKUMA:
[ 4.136 -1.683 -3.951 -3.626 4.29 3.662]

3HaueHue TOKa3bIBaeT, HACKOJIbKO CUJIBHO MOjieJib yBepeHa B TOM, UTO
TOYKA JAHHBIX TMPUHAIJIEKHUT «IIOJOKUTETbHOMY» KJaccCy, B JaHHOM CJIyYae,
knaccy 1. IlosioxuTenpbHOe 3HaUeHWe YKa3bIBaeT Ha MPEAIOUYTeHUEe B TI0Jb3Y
MO3UIIMOHHOTO KJlacca, a OTPHUIlaTeJibHOe 3HaueHue — Ha IpPeATNouTeHue B
M0JIb3y «OTPUIIATEJBHOTO» (JPYyroro) Kjacca.

MbI MOXeM cyauTh O TMPOTHO3aX, JIWIIb B3TJSHYB Ha 3HAK pellaioniei
dbyHKINN.

In[108]:

print("Pewawwas ¢éyHkumMa c noporom otcedenua:\n{}".format(
gbrt.decision_function(X_test) > 0))

print("MporHosbi:\n{}".format(gbrt.predict(X_test)))

Out[108]:

Pewawuaa ¢yHKUMA C MOPOroM OTCEYEHMA:

[ True False False False True True False True True True False True
True False True False False False True True True True True False
False]

MpOrHo3bi:

['red' 'blue' 'blue' 'blue' 'red' 'red' 'blue' 'red' 'red' 'red' 'blue'
'red' 'red' 'blue' 'red' 'blue' 'blue' 'blue' 'red' 'red' 'red' 'red'
'red' 'blue' 'blue']

Jlnst 6GunHapHO KaaccupUKaUy «OTPUIATENIbHBIN» KJIacC — 9TO BCerja
HepBbIil deMeHT aTpubyTa classes_, a <IOJOKUTEIbHBIN» KJIACC — BTOPOI
sieMmeHT atpubyTa classes_. Takum 00pa3oM, eCau BbI XOTHTE TOJHOCTHIO
MIPOCMOTPETh  BBIBOJ, MeTofa predict, BaM HY)XHO BOCIOJIb30BATbhCS
aTpubyTom classes_:

In[109]:
# nepegenaem 6ysnesBs 3Ha4dewna True/False B 0 u 1
greater_zero = (gbrt.decision_function(X_test) > 0).astype(int)
# ucnosb3zyem 0 u 1 B KaYeCcTBE UHAEKCOB aTpnbyTa classes._
pred = gbrt.classes_[greater_zero]
# pred ngentuyen BeiBogy gbrt.predict
print("pred nageHtnyen nporHosam: {}".format(
np.all(pred == gbrt.predict(X_test))))

Out[109]:
pred naeHTUYeH nporHosam: True
Juamnason 3Hauenuii decision_function Moxer ObITH IPOM3BOJBHBIM U
3aBUCHUT OT JaHHBIX W IIapaMETPOB MO/JEJIN:
In[110]:
decision_function = gbrt.decision_function(X_test)

print("Pewawwas oyHkuma muHumym: {:.2f} makcumym: {:.2f}".format(
np.min(decision_function), np.max(decision_function)))

Out[110]:
Pewawwas ¢yHKUMA MUHUMYM: -7.69 Makcumym: 4.29

138



ITO MPOU3BOJIBHOE MAacCIITAOMPOBAHKE YACTO 3aTPY/IHSIET NHTEPIIPETAIIIIO
BeIBO/Ia decision_function.

B caemyromem mpumMepe Mbl tocTpouM decision_function s Bcex Touek
B JIBYMEPHOH TLJIOCKOCTH, UCTIOJIb3Ysl IIBETOBYIO KOJMPOBKY M YK€ 3HAKOMYIO
BU3YaJN3AIMI0 PEIIAOIeil TPaHUIIbl. MBI MPEACTaBUM TOYKKA 0OYdYaIOIIero
Habopa B BUIKE KPY/KKOB, a TECTOBBIE JJAHHBIE — B BHUJIE€ TPEYTOJIbHUKOB (PILC.

2.55):

In[111]:
fig, axes = plt.subplots(1, 2, figsize=(13, 5))
mglearn.tools.plot_2d_separator(gbrt, X, ax=axes[0], alpha=.4,
fill=True, cm=mglearn.cm2)
scores_1image = mglearn.tools.plot_2d_scores(gbrt, X, ax=axes[1],
alpha=.4, cm=mglearn.ReB1l)

for ax in axes:

# Da3mMeuaem Ha rpaguke TOYKU OBYYawyero u TECTOBOro Habopos

mglearn.discrete_scatter(X_test[:, 0], X_test[:, 1], y_test,
markers='"", ax=ax)

mglearn.discrete_scatter(X_train[:, 0], X_train[:, 1], y_train,
markers='o"', ax=ax)

ax.set_xlabel("XapakTepuctuka 0")

ax.set_ylabel("Xapaktepuctuka 1")

cbar = plt.colorbar(scores_image, ax=axes.tolist())

axes[0].legend(["TecT knacc 0", "TecT knacc 1", "ObyyeHnue knacc 0",

"06yuenne knacc 1"], ncol=4, loc=(.1, 1.1))

IA A Tectknacc0O A A Tectknaccl @ @ Ob6yuyeHue knacc0 @ @ O6yuyenue knacc 1

XapaKkTepucTuka 1
XapaKkTepucTuka 1

XapakTepucTuMka 0 XapakTepucTuka 0

Puc. 2.55 NpaHuua NpuHATUA pelleHnin (crneea) u pelwlarowas gyHKuma (cnpasa)
MOAEenn rpagneHTHOro 6yCTuHra, NOCTPOEHHOW Ha ABYMEPHOM CUHTETUYECKOM
Habope AaHHbIX

[IBeToBasi KOAMPOBKA HE TOJHKO CIIPOTHO3MPOBAHHOTO pE3YJbTaTa, HO
CTETIEHN OIPe/IeJIEHHOCTH TIPOTHO3a JaeT JIOTOJHUTEIbHYI0 WH(MOPMAIIUIO.
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OnHako B 3TOU BU3yaJM3allUy TPYAHO Pa3IJsiieTb TPAHUILY MEXIAY JABYMs
KJIACCaMU.

BwiBog metosa predict_proba — 3T0O BepOSTHOCTH Ka)KAOTO Kjacca W 4acTo
ero Jierde IOHSATH, 4eM BbIBoA Meroma decision_function. [list GuHapHOi
KJaccudukaluu oH Becerja umeetr dopmy (n_samples, 2):

In[112]:
print("oopma BeposaTHocTei: {}".format(gbrt.predict_proba(X_test).shape))

Out[112]:
Oopma BepoAaTHocTein: (25, 2)

[TepBbIii 2JIeMEHT CTPOKU — 3TO OIlEHKA BEPOSITHOCTU IEPBOTO KJjacca, a
BTOPOIl 3JIEMEHT CTPOKM — 3TO OIEHKAa BEPOSITHOCTU BTOPOrO KJjacca.
[TockombKy peub uzeT o BEepoOsITHOCTH, TO 3Ha4eHUs B BbIBO/Ie predict_proba
BCer/la HaxXosaTesl B ananasone Mexkay 0 u 1, a cymma 3HadeHuid st 060mx
KJlaccoB Bceryia paBHa 1:

In[113]:

# BbIBEJEM [1EPBbIE HECKOJbKO 3/1eMeHToB predict_proba

print("CnporHo3sumpoBaHHbie BepoaTHocTM:\n{}".format(
gbrt.predict_proba(X_test[:6])))

Out[113]:

Cn POrHO3MPOBAHHbIe BEPOATHOCTU:
[[ 0.016 0.984]
0.843 0.157]
0.981 0.019]
0.974 0.026]
0.014 0.986]
0.025 0.975]]

[ Do T T T |

IToCKOIbKY BEPOSATHOCTH O0OMX KJIACCOB B CyMMe jaioT 1, oauH u3
KJIACCOB Bcerjga OyeT MMeTh OINpeAeNeHHOCTh, mpeBbimannyio 50%. IToTr
KJ1acc 1 OyzieT criporno3uposan.?!

B mpeapiayIineM BbIBO/IE BUAHO, YTO OOJBITMHCTBO TOYEK OTHECEHBI K TOMY
WM WHOMY KJacCy C BBICOKOU joJeii onpenenennoctu. CooTBercTBUE
CIIPOTHO3UPOBAHHOI HEOINPeNeIeHHOCTH (PaKTUYECKON 3aBUCUT OT MOJEIU U
napaMmeTpoB. [l mepeoOydeHHONW MOJeNIN XapaKTepHa BBICOKAsT — JIOJISt
OIIPEJIEJIEHHOCTH IIPOTHO30B, AaKe ecJu OHU U omubounble. Mozgenb c
MEHbBIIEH  CJIOKHOCThIO ~ OOBIYHO  XapaKTEPU3YEeTCs  BBICOKOM  J0JIeil
HEOIIPeIeJIEeHHOCTH CBOMX IIPOTHO30B. Mojie/ib Ha3bIBAETCH Ka/JIHOPOBAHHOMH
(calibrated), ecnu  BblYKMC/IEHHAsT  HEONPEAEJIEHHOCTh  COOTBETCTBYET

2! TIocKOJIbKY BEPOATHOCTH — BTO YMCJIA C ILIABAIOIEH TOUKOM, TO MaJI0BEPOATHO, YTO OHU 00€e OYAyT TOUHO
pasubl 0.500. OzxHako, ecyiu 3TO TIPOU30UIET, TO TPOTHO3 GYJIET OCYIIECTBIIEH CIYYalHBIM 06GPa3OM.
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(dakTHUecKoil: B KaIMOPOBAHHON MO ITPOTHO3, TOJydeHHBIH ¢ 70%-HOoi
oIpeieJIeHHOCThIO, OyzieT mpaBuabHbIM B 70% ciydaes.

B crnenytomem npumepe (puc. 2.56) MBI CHOBa IOKaKeM TPaHUILY
IPUHATHS PElIeHns A Habopa MaHHBIX, a TaKKe BEPOSITHOCTH JJIST Kjacca
1:

In[114]:
fig, axes = plt.subplots(1, 2, figsize=(13, 5))

mglearn.tools.plot_2d_separator(
gbrt, X, ax=axes[0], alpha=.4, fill=True, cm=mglearn.cm2)
scores_1image = mglearn.tools.plot_2d_scores(
gbrt, X, ax=axes[1], alpha=.5, cm=mglearn.ReBl, function='predict_proba')

for ax in axes:
# Dasmenaem Ha rpaguke TOYKU OBYYawwero u TecToBOro Habopos
mglearn.discrete_scatter(X_test[:, 0], X_test[:, 1], y_test,
markers='"", ax=ax)
mglearn.discrete_scatter(X_train[:, 0], X_train[:, 1], y_train,
markers='o', ax=ax)
ax.set_xlabel("XapakTepuctuka 0")
ax.set_ylabel("Xapaktepuctuka 1")
cbar = plt.colorbar(scores_image, ax=axes.tolist())
axes[0].legend(["TecT knacc 0", "TecT knacc 1", "06yu knacc 0",
"06yy knacc 1"], ncol=4, loc=(.1, 1.1))

A A TectknaccO A A Tectknaccl @ @ Ob6yuknaccO0 @ @ O6yy knacc 1

XapakTepucTika 1
XapakrepucTuka 1

XapakTepucTuka 0 XapakTepucTuia 0

Puc. 2.56 'paHMua NpuHATUA peLueHnin (crneea) CnporHo3MpoBaHHbIE BEPOATHOCTU ANs
Mogenu rpagneHTHoro BycTuHra, nokasaHHon Ha puc. 2.55

[paHuIiibl Ha 9TOM pHCYHKE OIpeIeNeHbl ropasmo 0ojiee 4eTKO, a
HeOOJIbIINe YYACTKU HEONPEAEIeHHOCTH OTYETINBO BU/IHBL
Ha caiite scikit-learn gaercd cpaBHeHUe Pa3JUYHBIX MoJjleJiell U
BU3yaJU3alliM OIIEHOK HEeOIPe/eJIeHHOCTU I  3TUX Mojeseil. Mbl
BOCITPOM3BEJIN UX Ha PUC. 2.57 U PEKOMEHIYeM O3HAKOMHUTHCSI C HUMU.
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Puc. 2.57 CpaBHeHMe HecKonbknx krnaccudgumkatopos scikit-learn, NOCTPOEHHbIX Ha
CUHTETMYECKNX Habopax AaHHbIX (M306paxkeHne npegocTasneHo http://scikit-learn.orq)

HeonpeaeneHHOCTb B MyAbTUKAGCCOBOW KAQCCUpUKALIIN

Jlo cHX IOp MbI TOBOPUJIN TOJIBKO 00 OIeHKAaX HEOIPeAeIeHHOCTH B OMHAPHOI
knaccudukaimu. Omnako Metonabl decision_function um predict_proba
Tak:ke MOKHO IIPUMEHSTh B MYJbTUKJIACCOBOU Kiaccudukanuu. /laBaiite
IPUMEHNM UX K Habopy AaHHBIX Iris, KOTOPBIN IpeacTaBsieT coboil mpruMep
3-KJIaccoBOU KJaccuUuKaluu:

In[115]:
from sklearn.datasets import load_iris

iris = load_iris()
X_train, X_test, y_train, y_test = train_test_split(
iris.data, iris.target, random_state=42)

gbrt = GradientBoostingClassifier(learning_rate=0.01, random_state=0)
gbrt.fit(X_train, y_train)

In[116]:

print("oopma pewanwuwen dyHkuymm: {}".format(gbrt.decision_function(X_test).shape))
# BbIBEJEM MEPBHIE HECKOJbKO 3/IEMEHTOB PELIHEN PYHKLNN

print("Pewawuwaa ¢yHkuyma:\n{}".format(gbrt.decision_function(X_test)[:6, :]))

Out[116]:

Oopma peuwawuwen dyHkumm: (38, 3)
Pewawwas dyHKuUMA:

[[-0.529 1.466 -0.504]

1.512 -0.496 -0.503]

-0.524 -0.468 1.52 ]

-0.529 1.466 -0.504]

-0.531 1.282 0.215]

1.512 -0.496 -0.503]]

[ Do Vo Ve T |

B mysabpTukmaaccoBoil knaccudukaiun decision_function umeer gpopmy
(n_samples, n_classes) u KaXablii cTOJNOEI ITOKA3bhIBAET <«OIEHKY
ompeieIEeHHOCTH» JIJId KaKJO0TO KJjacca, T/le BbICOKAas OIleHKa O3HavyaeT
OOMbIITYI0 BEPOSTHOCTH JAHHOTO KJIacca, a HU3Kast OIlleHKa O3HaYaeT MEHBIITYIO
BEPOSTHOCTD 9TOTO KJacca. Bbl MOKeTe MOJyuYuTh ITPOTHO3bI, UCXO/Sd U3 ITUX
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OII€HOK, C IIOMOIIbIO (byHKHHM np.argmax. Omna BO3Bpallla€T MWHIEKC
MaKCUMaAJIbHOTI'O 2JIEMEHTa MaCCHUBa AJIA K&)KI[OfI TOYKU AaHHDBIX!:

In[117]:

print("Argmax pewawuern ¢yHkummn:\n{}".format(
np.argmax(gbrt.decision_function(X_test), axis=1)))

print("MporHosbi:\n{}".format(gbrt.predict(X_test)))

Out[117]:

Argmax peuwawuen GpyHKUNM:
[10211012112000012112020222220000100210]
MporHo3bl:
[10211012112000012112020222220000100210]

BoiBon predict_proba wumeer TouHO Takyio ke ¢opmy (n_samples,
n_classes). I cHOBa BEpPOSATHOCTU BO3MOKHBIX KJACCOB JIJISI KaXK/IOU TOYKU
JAHHBIX JaloT B cymme 1:

In[118]:

# BbiBEZEM 1€pBble HECKOJIbKO 3J/1eMEeHToB predict_proba

print("CnporHo3supoBaHHbie BepoaTHocTu:\n{}".format(gbrt.predict_proba(X_test)[:6]))
# [1OKaxXeM, YTO CYMMa 3HAYEHmi B Kaxgou CTpoke pasHa 1

print("Cymmbi: {}".format(gbrt.predict_proba(X_test)[:6].sum(axis=1)))

Out[118]:
CnporHO3MpoBaHHble BEPOATHOCTH:
[[ 0.107 0.784 0.109]

[ 0.789 0.106 0.105]

[ 0.102 0.108 0.789]

[ 0.107 0.784 0.109]

[ 0.108 0.663 0.228]

[ 0.789 0.106 0.105]]
Cymmbi: [ 1. 1. 1. 1. 1. 1.]

Mbl BHOBb MOXKEM TIOJYYUTh IIPOTHO3bI, BBIUYUCIWUB argmax s
predict_proba:

In[119]:

print("Argmax cnporHo3upoBaHHbix BepoaTHocTeln:\n{}".format(
np.argmax(gbrt.predict_proba(X_test), axis=1)))

print("MporHosbi:\n{}".format(gbrt.predict(X_test)))

Out[119]:

Argmax CnNporHO3MPOBAHHLIX BEPOATHOCTEWN:
[10211012112000012112020222220000100210]
MporHo3sbi:
[10211012112000012112020222220000100210]

ITonBomga utor, ormetuM, uto predict_proba u decision_function Bcerna
MEFOT bopmy (n_samples, n_classes), 3a HNCKJIIOYeHNEM
decision_function B ciyuae OmHapHONl Kiaccudukaiuu. B OuHapHOI
kinaccuduraimn  decision_function wmmeer TOMBKO oauMH  cToJOell,
COOTBETCTBYIOIIUUN «TIOJOXKUTEJIBHOMY » Kjaaccy classes_[1].

Jlnst KonmmdectBa CTOJONOB, paBHOrO n_classes, BbI MOKETE IOJIYYUTh
IIPOTHO3, BBIYUC/INUB argmax 1o crojbiam. OgHako OyabTe OCTOPOKHBL, €CJIN
Ballll KJIACChl — CTPOKM WJIM Bbl UCIIOJIb3yeTe IleJible YucJa, KOTOpble He
SBJIIOTCS TIOCJe/0oBaTeIbHbIMU 1 HaumHaiorcsa He ¢ 0. Ecam BBl xoTuTe
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CPaBHUTDL Pe3yJIbTaThl, MMOJIydeHHBbIE C TOMOIbI0 predict, ¢ pe3yabraTaMu
decision_function wim predict_proba, ybGemurech, YTO HCIOIb3YETE
aTpubyT classes_ i moaydeHust (PaKTUIECKNX Ha3BaHWI KJIACCOB:

In[120]:
logreg = LogisticRegression()

# PefCTaBuM KaX[Joe L€NeBOe 3HAYEHNE HA3BAHMEM KJ3Cca B Habope iris

named_target = iris.target_names[y_train]

logreg.fit(X_train, named_target)

print("yHukanbHble knaccel B obydawuwem Habope: {}".format(logreg.classes_))

print("nporHosbi: {}".format(logreg.predict(X_test)[:10]))

argmax_dec_func = np.argmax(logreg.decision_function(X_test), axis=1)

print("argmax pewawuen ¢yHkumm: {}".format(argmax_dec_func[:10]))

print("argmax obbeauHeHHbin ¢ knaccamv_: {}".format(
logreg.classes_[argmax_dec_func][:10]))

Out[120]:

VHUKaNbHble Knaccel B obydawuem Habope: ['setosa' 'versicolor' 'virginica']
nporHosbl: [ 'versicolor' 'setosa' 'virginica' 'versicolor' 'versicolor'

'setosa'’ 'versicolor' 'virginica' 'versicolor' 'versicolor']

argmax pewatwuein ¢yHkumm: [1 02 110 1 2 1 1]

argmax obbefguHeHHb C knaccamu_: ['versicolor' 'setosa' 'virginica' 'versicolor'
'versicolor' 'setosa' 'versicolor' 'virginica' 'versicolor' 'versicolor']

Mbl Hayay 3Ty TJIaBy C OOCYXKIAEHUS TaKOro IOHATHsS, KaK CJIOKHOCTb
MOJIEJIN, a 3aTeM paccKasanu 06 oboomammeri criocobHoctH (generalization),
TO €CTh O IIOCTPOEHUU TAKOW MOJEJIM, KOTOpas MOXKET XOpolio paborarh Ha
HOBBIX, paHee HEU3BECTHBIX JAaHHBIX. OTO IPUBEJIO HAC K IOHATHAM
«Heso00ydeHne», Korja MOJeIb He MOKeT OIucaTb W3MEHYMBOCTb
00yYaoIX JaHHBIX, U <IIepeo0ydYeHre», KOorjga MOJENb CJIUIIKOM MHOIO
BHUMaHMA yeIsgeT 00ydaoluM JaHHbIM>? U He CII0COOHA XOPOIIo 0600IUTh
HOBbBIE JJaHHBIE.

3areM MbI PACCMOTPEN ITUPOKKI CIIEKTP MOJIe/Iell MAIIMHHOTO 00yYeHNsI
I KaaccU(PUKAIMU U PErPecCHM, UX IPEUMYIIECTBA U HEeJO0CTATKH,
HACTPOWKU CJOXKHOCTUA JAJd KaKAOW wmozaenn. Mbl yBujean, 4TO 4
JOCTYKEHUST XOPOIIero KadecrBa pabOThl BO MHOIMX ajITOPUTMaX BaxKHOE
3HaYeHNe WMeeT YCTaHOBKAa IPaBUJBHBIX IapaMeTpoB. Kpome Toro,
HEKOTOpbIe aJITOPUTMbI YyBCTBUTEJIbHBI K THUIIY BXOJHBIX [AHHBIX, W, B
YACTHOCTM, K TOMY, KaK MaciiTabupoBaHbl Hpu3Haku. Iloatomy cieroe
IpUMeHEeHUe  aJrOpUuTMa K  JAHHBIM  0e3  [OHUMaHWS  UCXOJHBIX
IPEIIONIOMKEHUN MOIEIN U IIPUHIUIIOB PabOThl MapaMeTPOB PEIKO IIPUBOLUAT
K IIOCTPOEHUIO TOYHOM MOJEIN.

JTa TJaBa COAEPKUT MHOro uHMOpManmuu 00 aJropuTMax, HO BaM
HeoOsA3aTe/IbHO TIOMHUTh BCE JTU JIeTald, 4YTOObI IIOHUMATh COJAEP:KaHUe
CleAYIOIMX IJIaB. TeM He MeHee HeKOTOpas HH(MOPMAIUSI O MOJIEJIX,

2 To ecTh MOJIE/Ib CTPEMUTCS OIMCATh JaKe He3HAUMTeIbHble KOTeOaHNs B 00yJaIolMX JaHHBIX, KOTOPbIE
MOTYT UMETb CIAyYailHbIN XapakTep (IIPUHUMAET IIyM 32 cUTHaN). — [Ipum. mep.
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VIOMSHYTBIX 3/IeCh, U KOHTEKCTEe WCIIOJIb30BaHUSI 3TUX MOJieJieil, umeer
BaKHOE 3HAYEHHUE [IJIsT YCIENTHOTO TPUMEHEHHUsI MAIlUHHOTO OOy4YeHMsT Ha
npaktuke. Hike maercs KpaTkuii 0030p C/Iy4aeB MCIIOJb30BAaHUS TOW WA
MHOU MOJIEJIN:

Dorrorarimme cocenqm
[Mogxoaut ayst HeOGOMBIIMX HAOOPOB JAaHHBIX, XOPOII B KauecTBe 0a30BOIl
MOJIEJIH, TTPOCT B OOBSICHEHNH.

Jlurerapre Mozgern
CunTaeTcst IEPBBIM AJATOPUTMOM, KOTOPBIA HY/KHO TOIIPOOOBAThH, XOPOII
JUIST OueHb OOJIBIINX HAOGOPOB JAHHBIX, MOAXOMUT JJI JAHHBIX C OYeHb
BBICOKOW Pa3MepPHOCTBIO.

HawnpHpni 6ariecOBCKHI KIacCHMIKATOD
[TogxomuT TOMBKO s Kaaccudukanmu. Paboraer naxke ObicTpee, 4em
JIMHEIHbIe MOJIeJIM, XOPOUI I O4eHb OOJBIIMX HAOOPOB JIaHHBIX U
BBICOKOpPa3MEPHBIX JaHHBIX. JacTo MeHee TOYeH, yeM JIMHEHbIe MOJIE/IN.

/lepeBbs periieHmi
Ouenb GBICTPBII METOJ, He HY;KHO MacIITaOMpOBaTh AaHHbBIE, PE3YJIbTAThI
MOJKHO BU3YaJU3UPOBATH U JIETKO OOBSICHUTD.

Cryuaritbie Jeca
[Tout Bcerma paboTaroT JIydllle, YeM OJHO JEPEBO PEIIeHUil, OYEeHb
YCTOMYMBBIA M MOIHBIN Meron. He Hy:KHO MacmiTabupoBaTh JaHHBIE.
IInoxo pabotaeT ¢ JaHHBIMH OY€Hb BBICOKOH Pa3MEpPHOCTA W
pa3peKeHHBIMU TAHHBIMMU.

I pagrenTHbII OVCTHHI J€PEBHER PEIICHHH
Kak mpasujo, HeMHOTO 0oJjiee TOYeH, YeM CJIydailHbIl jiec. B orimune ot
CIy4aiiHOTO Jieca MejJieHHee oOydaercs, HO ObICTpee IIPe[CKa3bIBaeT U
TpebyeT MeHbIle maMsAThH. 110 cpaBHEHMIO CO CIy4ailHBIM JIecOM Tpedyer
HACTPOIKHU OOJIBIIETO YKCJIa TapaMeTPOB.

Mauriapl OIOPHBIX BEKTOPOB
Mouubiii MeToz 71 paboThl ¢ HabOpaMK JAaHHBIX CPEeJHEro pasMepa U
IpU3HAKAMKM,  M3MEPEeHHBIMH B  eArMHOM  Maciutabe.  TpebOyer
MacIITabupPOBAHKS JAHHBIX, YYBCTBUTENEH K U3MEHEHUIO [TapaMeTPOB.
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Hefriporubie cern

MOKHO TIOCTPOUTH OYEHb CJIOKHBIE MOJEIH, OCOOEHHO IJist OOJIBIINX

HaOOpOB JaHHBIX. UyBCTBUTEJIbHBI K MACHITAOMPOBAHUIO JaHHBIX U

BBIOOPY mapaMeTpoB. Bosbimm MozessM Tpedyercss MHOTO BPEMEHU JIJIst

o0OyueHusl.

[Tpu pabote ¢ HOBBIM HAOOPOM JAHHBIX JIydIlle HA4aTh C IPOCTOI MOIEIH,
HAIIpUMep, ¢ JUHEHHONW MO/, HAauBHOTO 0alleCOBCKOTO KJjaccupuKraTopa
nian Kiaaccudukatopa OMMKAWIIMX cocefeill, W IOCMOTPETh, KaK JaleKo
MOYKHO TIPOJIBUHYTHCSI C TOUYKM 3peHMs KavecTBa Mojesu. Jlydiile u3ydyuB
JaHHbBIE, BbI MOJKeTe BBIOpPATh aarOPUTM, KOTOPBI MOKET CTPOUTH Ooee
CJIOJKHBIE MOJIEJIN, HAlpUMep, CJIyYalHbIi Jiec, TpaWeHTHBIN OyCTHHT
nepeBbeB petienunit, SVM nim HeipPOHHYIO CETb.

Ternepb y Bac y:ke eCTh HEKOTOPOe Tpe/icTaBIeHre O TOM, KaK TPUMEHATD,
HacTpaMBaTh U aHAJIM3UPOBATh MOJEN, KOTOPbIe MbI 3/leCh paccMoTpenu. B
9TON TJIaBe MbI COCPEIOTOUMINCH Ha OMHAPHOM KJacCU(UKAINH, TTOCKOIBKY
ee, KakK TIIpaBWJio, Jierde BCEro HUHTEPHpeTupoBaTh. bBoJblIMHCTBO
MpEeJCTAaBICHHBIX ~ AJTOPUTMOB  MOTYT peliaTh 3a/laud  perpeccuud u
KJaccupuKaluu BapuaHTOB, MPU 3TOM BCE aJTOPUTMbI KJaccUpUKaIUU
MOJIIEPKUBAIOT KaK OMHAPHYIO, TaK M MYJIbTHKJIACCOBYIO KJACCH(PUKAIIHIO.
[TorpoOyiiTe MPUMEHUTH 000N M3 STUX AATOPUTMOB K HabopaM [IaHHBIX,
BKJIIOYeHHBIM B scikit-learn, mampumep, K HabopaM I perpeccuu
boston_housing nin diabetes, nan x Habopy digits mus MyJIbTHKIACCOBOIL
KJaccupuKraiu. IJKCIEPUMEHTUPOBAHUE C aJTOPUTMAMU Ha Pa3JIUYHbBIX
HaboOpax [aHHBIX [TO3BOJIUT BaM JIydllle IIOHSTh, HACKOJBKO OBICTPO
00y4aroTcs Pa3MYHbIE AJTOPUTMbBI, HACKOJBKO JIETKO aHaJIU3MPOBATh
MOCTPOEHHbIE € WX TIOMOIIBI0 MOJEIW U HACKOJIbKO 3THU aJTOPUTMBbI
YYyBCTBUTEJIbHBI K TUITY JIAHHBIX.

HecmoTpsi Ha TO 4TO MbI ITPOAHATU3UPOBATN PE3yJAbTAaThl MTPUMEHEHUS
Pa3JIMYHBIX TApaMeTPOB I MCCJAEOBAaHHBIX HAaMM aJTOPUTMOB, IIpoIlecc
IIOCTPOEHMST MOJEIN, KOTopast OyJaeT XOopolro o0000InaTh HOBBIE JaHHBIE,
BBITJISIIAT HEMHOTO cCJIoXKHee. B riaBe 6 Mbl yBUAUM, KakK IPaBUJIbLHO
HacTpauBaTh TMapaMeTpbl M KaK aBTOMAaTWUYECKW HaWTH ONTUMaJbHBIE
napameTphl.

Ho nng Havama B ciexyfomieil riaBe Mbl Oojiee JeTaabHO PaCcCMOTPHUM
oOyueHne 6e3 yuuTesiss U peBapuTeIbHYI0 00pabOTKY JaHHBIX.
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[ NABA 3. METOABI MALLUNHHOI O OBYHEHINSI
BE3 YHUTENS VI TPEABAPUNTEABHASI
OBPABOTKA AAHHBIX

Bropast rpymma ajropuTMOB MAaIIMHHOTO OOYYeHUs, KOTOPYIO MbI Oyaem
paccMarpuBaTh, — 9TO MallMHHOEe OOydeHne Oe3 yumrenas. MammHHoe
oOyueHne 6e3 yumTesss BKIOYAET B ceOsT BCe BUABI MANIMHHOTO O0Y4YEHMS,
KOTJJa OTBET HEM3BECTEeH W OTCYTCTBYET Y4YMUTEJb, YKa3bIBAIOIIUN OTBET
asroputMmy. B MammHHOM 00yueHnn 6€3 yUUTeNs eCTh JINITh BXOIHBIE JaHHbIE
1 aJITOPUTMY HEOOXOIUMO U3BJI€Uh 3HAHWS M3 ITUX JAHHBIX.

[ Nbl MALLMHHOIMO Oby4eHns be3 yduTens

B aro0ii rs1aBe MBI pacCMOTPUM JiBa BU/a MAIlIMHHOTO OOyuYeHust Oe3 yUuTeJst:
mpeobpa3oBaHusI JaHHBIX U KJIACTEPU3AIINIO.

Heromrposmpyemsre npeobpaszoparns (unsupervised transformations) —
3TO aJITOPUTMBbI, CO3/alolie HOBOE IIpe/icTaBjieHre JJaHHBbIX, KOTOpPoe B
OTJIMYKE OT UCXOIHOTO IMPEICTABJICHUS YeJOBEKY UJIN aJITOPUTMY MAITMHHOTO
oOyuenust O6yzer obOpaborarh jerde. OOIepacipocTpaHeHHOE ITPUMEHEHNe
HEKOHTPOJIMPYEMbIX MpeoOpasoBaHUil — COKpalleHne pa3sMepHOCTH. MBbI
O6epeM BBICOKOPa3MEPHOE ITpeCTaB/IeHIe JaHHbBIX, COCTOSIIEe M3 MHOKECTBA
IPU3HAKOB, M HAXOAWM HOBBIN CIIOCOO MPEACTABIEHUS ITUX JaHHBIX,
000011as1 OCHOBHBIE XapaKTEPUCTUKU W TIOJy4Yasi MeEHbIIee KOJUIECTBO
npusHakoB. O0IepacIpocTpaHeHHOe IIPUMEHEHNEe COKPAIEHNs Pa3MEePHOCTH
— TOJIy4YeHUe IBYMEePHOTO IIPOCTPAHCTBA B 11eJISIX BU3YyaIU3aIuH.

Eute oxHO mpuMeHeHHEe HEKOHTPOJUPYEMBIX MPEOOpasOBaHUII — IMOMCK
KOMIIOHEHT, U3 KOTOPBIX  <«COCTOAT»  JaHHble. IIpuMepom  Takoro
mpeoOpa3soBaHusl SIBJISETCS BBbIJEJIEHNE TeM W3 KOJIJIEKINA TEKCTOBBIX
JTOKYMEHTOB. 371eCh 3ajlada COCTOUT B TOM, YTOOBI HAWTH HEM3BECTHBIE TEMBI,
oOCyKIaeMble B KOJIJIEKIIMKM JOKYMEHTOB, a TaKyKe BBISCHUTH, KaKUe TEeMbI
BCTPEYAOTCS B  KaKIOM JOKYMEHTEe. ITO MOKeT OBbITh II0JIE3HO st
OTCJIEKMBAHKUS B COIMATBHBIX CETSX OOCY/KIEHWMII TaKUX TeM, KaK BBIOODHI,
KOHTPOJIb OTHECTPEJIbHOTO OPY KU UJIU KU3Hb TOI-3BE3/I.

C npyroii ctoponbl, amropurmsl Kiaacrepusanun (clustering algorithms)
pa3bMBaiOT JaHHbIE HAa OT/EJbHbIE TPYIIIBI CXOKUX MEKIY COOO0I DIIeMEHTOB.
Pacemotpum nipumep 3arpysku dotorpaduii B corpaabHoil cetu. HacTo BbI
dbopmupyeTe 3a1pochl TUIA <IIOKAKUTe MHe Bce (oTorpacduu, Ha KOTOPBIX
nzobpaken Vean Ilerpos». [l BBINOJTHEHWS IOJOOHBIX —3alIPOCOB,
QIMUHUCTpPAIMA caiiTa, BO3MOXKHO, 3aX0UeT CrpynnupoBaTh ororpaduu, Ha
KOTOPBIX U300paskeH OANH U TOT ke dejoBek. OmHaKo IpU 3TOM HEN3BECTHO,
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Ha KaKuX 3arpy:kaeMbiX (ororpadusgx KTO IMOKa3aH, M HEM3BECTHO, KaKOe
KOJIMYECTBO  Pa3JUYHBIX  IOJb30BaTeJell  TPUCYTCTBYeT Ha  BalIUX
doTorpacdusax. PazyMHbII 0X0/] 3aK/II0YA/ICS ObI B TOM, YTOOBI M3BJIEYb BCE
JIUIA U Pas3AeINTh UX Ha TPYIIIBI JIUI[, KOTOPbIE CXOKHU MeXIy coOoil. byxem
HAJZIeAThCST, YTO OHM COOTBETCTBYIOT OJHOMY W TOMY K€ YeJIOBEeKy W
1M300pakeHNsT B CTPYIIIMPOBAHHOM BHE OYAYT MPEIbSIBICHBI BaM.

['maBHAs mpobeMa MAITMHHOTO 00y4YeHUs 6€3 YINTEIsT — OIeHKa II0JIe3HOCTI
nH(OPMAIVH, U3BACYCHHON aJITOPUTMOM. AJITOPUTMBI MAIIITHHOTO 00YYeHMsT
0e3 yuuTessi, KaKk MPaBUJIO, IPUMEHSTIOTCS K JaHHBIM, KOTOPbIE He COJepIKaT
HUKAKAX METOK, TaKUM 00pa3oM, MbI He 3HaeM, KaKuM [OJIKEH OBITh
IPaBWIbHBINA OTBeT. IloaTOMy OuYeHb TPYAHO CYAWTh O KadecTBe pabOTHI
mozean. Hampumep, Halll TUIIOTETUYECKUI aITOPUTM KJIACTEPU3AI[UKA MOT ObI
CrpynnupoBaTh BMecTe Bce poTorpacdun juil B mpodusib 1 Bce pororpadun
aui; B andac. Ilepen Hamu, HeCOMHEHHO, OAMH U3 CIOCOOOB pa3OUTH
KOJUIEKINIO (poTorpaduil JUI[ Ha TPYIIIbI, HO 9TO COBCEM HE TO, YTO HaM
HY;KHO. TeM He MeHee y Hac HeT HMKaKOW BO3MOKHOCTH <«PacCKa3aTh»
AJITOPUTMY, YTO MBI HIIEM, U YaCTO €JUHCTBEHHBIN CII0CO0 OI[EHUTH PE3YJIbTaT
paboThI alITOPUTMa MAINIUHHOTO OOyueHust 6e3 yuuTesss — pydHas IPOBEpKa
9TOTO pe3yJIbTara.

Kak ciexcTBue, aJropuTMbl MAIIMHHOTO OOydYeHUsT 0e3 y4HMTeIs 4acTo
HCIOJMB3YIOTCS B Pa3BENOYHBIX IEJISAX, KOIJa CIEIHAJINCT XOUeT JIydlle
U3YYNTh caMU JaHHbIe. Eme oHO oOIiepacinpocTpaHeHHOe IIpUMEHEHNe
AJITOPUTMOB MAIITUHHOTO 00y4YeHMsT O€3 YUNTEIS 3aKII0UAETCS B TOM, YTO OHU
CJIy’KaT 9TaroM IpeIBapUTEIbHON 00pabOTKM MHaHHBIX JisI aJrOPUTMOB
MAIlMHHOTO OO0y4YeHWsI ¢ yumTejaeM. VI3ydyeHHe HOBOTO IIPEIACTABICHUS
JAHHBIX WHOT/A MOJKET IOBBICUTH IPAaBUJIBHOCTH AJTOPUTMOB MAIIMHHOTO
OOy4eHHsT C YyYWUTEJIeM WM MOMKET IPUBECTH K CHIKEHHIO BpPEMEHU
BBIUMCJIEHNI 1 oTpebieHns oObeMa TaMsITH.

IIpesxge dYeM HayaTh 3HAKOMCTBO C  <«PeaJbHBIMU»  aJTOPUTMAMMU
MAIIMHHOTO OOy4eHusT 0e3 yUYWTeNsi, Mbl KPATKO PAacCMOTPUM HEKOTOpPbIE
IIPOCThIE METOABI IPEeABAPUTENbHON 00paOOTKU JaHHBIX, KOTOPBIE YaCTO
MOTYT IPUTOAUTHCSA. XOTS IpeABapuTeabHass 00padoTKa JaHHBIX U
MacIITaOMpPOBaHWE  YacTO  IPUMEHSIOTCS  BMECTe € aJlTOPUTMaMU
KOHTPOJUPYEMOTO OOyYeHHUsI, METOAbI MacIITaOMPOBAHUS He WCIOJb3YIOT
VUUTEJIS], 4TO JIeJTaeT UX METOAaMK HEKOHTPOJIUPYEMOTO 0OYYEeHNs.
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[ IpeaBapuTenbHast 0bpaboTka n macwTabmnpoBaHme

B mpenbinyiieii riaBe Mbl BUEJNU, YTO HEKOTOPbIE aJTOPUTMBI, HallPUMED,
HeiipoHHble cetu ¥ SVM, oOueHb YYBCTBUTEJbHBI K MAacCIITaOMPOBAHUIO
maHHbIX. [109TOMY OOBIYHOI MPAKTUKON SBJSETCS  IpeodpasoBaHIe
IPU3HAKOB C TEM, YTOObI MTOTOBOE IIpEACTaBJIEHME JaHHBIX OBLIO OGosee
MOJXOIAITUM JIJISI UCIIOJIb30BAaHUS BBIMIEYITOMSIHYTBIX aJTOPUTMOB. YacTo
JOCTAaTOYHO IPOCTOrO MACIITAOMPOBAaHUS IPU3HAKOB U KOPPEKTHPOBKHU
nannbix. [Iporpammubiii Koz (puc. 3.1) mokas3biBaeT MPOCTON MTPUMED:

In[2]:
mglearn.plots.plot_scaling()
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Puc. 3.1 Pasnu4yHble cnocobbl maclutabupoBaHus
n npegBapuTensHon 06paboTkM AaHHbIX

PasAndHble BUAbI NpeABapUTeAbHO 0bpaboTku

[Tepsoiii rpacduk Ha puc. 3.1 COOTBETCTBYET CUHTETUYECKOMY JBYKJIACCOBOMY
HabOPYy MaHHBIX C ABYMs MpusHakamu. [lepBbril mpusHak (0Ch X) IMPUHUMAET
3HaueHus B auamaszoHe ot 10 mo 15. Bropoii npusHak (och y) NpUHUMAET
3HAUeHUs MPUMEPHO B uaria3one oT 1 10 9.

Cuenyromue derbipe TpaduKa MOKa3bIBAIOT YETHIPE PA3JUYHBIX CITOcoba
mpeobpa3oBaHusl JaHHBIX, KOTOpPbIE Jal0T Oojiee CTaHAAapPTHBIE AMANa30HbI
3HaueHull. [Ipumenenne StandardScaler B scikit-learn rapanTtupyet, 4To
TS KasKJIoTo TIpu3Haka cpeznnee Oyzaer paBHo 0, a aucrnepcus OyaeT paBHa 1,
B pe3yJbTaTe 4ero Bce TPU3HAKU OyAyT MMETh OAWH M TOT Ke MaciiTad.
OpHako 5TO MaciTabMpoBaHWE He TapaHTHPYeT IOJIydeHne KaKUX-TO
KOHKPETHbIX MUHUMAQJIbHBIX U MaKCUMaJIbHbIX 3HAY€HUU I[PU3HAKOB.
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RobustScaler ananormyen StandardScaler B TOM IuIaHe, 4TO B pe3yJibTaTe
ero MpuMEeHEeHUs NMPU3HaKKU OyIyT MMeTh OAWH M TOT ke MacmiTab. OgHaKo
RobustScaler BMecTO cpemHero u JIUCIEPCUU HKCIIOJb3yeT MeAuaHy u
KBapTun >, IJTo 103BOJsAeT RobustScaler MrHOpMpPOBAaTH TOYKM JTaHHbIX,
KOTOPbIE CHJIBHO OTJIMYAIOTCS OT OCTaJbHBIX (HAIpuMep, OUIMOKH
U3MepeHuil). ITU CTpaHHbIe TOYKU JAaHHBIX eIlle Ha3bIBAIOTCS BAIOPOCAMH
(outliersy m Moryr crtaTh TpoOJAEMONR IS  OCTAJbHBIX  METOJOB
MacuITabupoBaHMSL.

C nmpyroii ctopoHbl, MinMaxScaler caBuraer JaHHbIE TaKUM 0OpPa3oM, 4TO
BCe IPU3HAKKU HAaXOAWJIUCH cTporo B auana3one ot 0 go 1. /[ng aBymepHoro
Habopa JaHHBIX 9TO O3HA4YaeT, 4YTO BCe JaHHbIE IIOMENAIOTCS B
IPSIMOYTOJIbHUK, 00pPa3oBaHHBINA OChIO X C AMAIIa30HOM 3HadeHui or 0 u 1 u
OChIO J ¢ AMara3oHoM 3HadyeHunit ot 0 u 1.

W, wnaxoner, Normalizer ocCylIecTBJIsIET COBEPIIEHHO WHOW BUJ
macimtabupoBanuss. OH MacmTabupyer KajkAyil0 TOYKY JaHHBIX TaKUM
00pa3oM, 4TOOBI BEKTOP MPU3HAKOB KMMeJ eBKAWA0BY aauny 1. [Ipyrumu
CJIOBaMU, OH TTPOENUPYeT TOUYKY JJAaHHBIX Ha OKPY:KHOCTbH ¢ paauycom 1 (uau
chepy B ciaydae OOJBIIOrO 4mWciIa u3MepeHuii). Bexrtop ymHoOkaercst Ha
MHBEpCcHI0 cBoell auHbL [lomobHass HopMaIM3allusi HCIOJb3YETCsT TOTIA,
KOT/Ia BAXKHBIM ABJIsIeTCS HallpaBJjieHue (HO He JIJIMHA) BEKTOpa MPU3HAKOB.

Ternepb, Korja Mbl YBUIEH, YTO J€TAI0T pa3jndHble BUABI TPeobpa3oBaHumi,
JaBaiiTe TPUMEHMM WX, BOCIOJb30BaBImnch scikit-learn. Mbr Oyzem
HCIIOJIb30BaTh HAOOP JAaHHBIX Cancer, W3BECTHBIM HaM 10 ryaBe 2. MeTojbl
IpeaBaPUTENbHON 00PaOOTKI OOBIYHO TPUMEHSIIOTCS ITE€PE] NCII0Jb30BaHTEM
AJITOPUTMa MAITMHHOTO O0OydeHuMst ¢ yuuTesneM. JlomycTum, B KavyecTBe
npuMepa HaM HY’KHO NPUMEHUTH saepHbiii SVM (SVC) k Habopy MaHHBIX
cancer W WCHOJb30BaTh MinMaxScaler st TpefBapuTENbHON 00pabOTKH
TaHHBIX. MBI HaYHEM C TOTO, YTO 3arpy3uM Haml HabOp MAHHBIX U Pa3soObeM
ero Ha TPEHWPOBOYHBIH M TECTOBBI HabOpbl (00y4arolu(Mii UM TECTOBBII
HabOPBI HaM HYJKHBI JIJIs OIEHKN KauyecTBa MOJIENIN, KOTOPYIO MBI TIOCTPOUM C
MIOMOIIbIO AJITOPUTMa KOHTPOJIUPYEMOTO OOyUY€eHUsI TIOCTE MPeIBapUTETHHOMN
00pabOTKM ):

In[3]:

from import load_breast_cancer

from import train_test_split
cancer = load_breast_cancer()

X_train, X_test, y_train, y_test = train_test_split(cancer.data, cancer.target,
random_state=1)

2 "
® Meuana MHOXeCTBA YKCe/l — 3TO TAKOE YNCJIO X, IIPH KOTOPOM MOJIOBMHA 3HAYCHMI MHOKECTBA MEHbIIe
X, a pyras MOJOBUHA 3HaueHni Gosbiite x. HIDKHWI KBapTHIIG — 3TO YHCJO X, HIKE KOTOPOTO HAXOIUTCS
YeTBEPThb 3HAUEHUH, a BEPXHUI KBAPTUIb — 3TO YUCJO X, BbIllle KOTOPOTO HAXOAUTCSI YeTBEPTh 3HAUEHU.
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print(X_train.shape)
print(X_test.shape)

Out[3]:
(426, 30)
(143, 30)

HamomuauM, 4T0 HabOP COMEPKUT 569 TOUEK MaHHBIX, KaK/Iash U3 KOTOPHIX
npezncraBieHa 30 mpusHakamu. Mbl pasbuBaeM HaGop [JaHHBIX Ha 426
IpUMEpOB B obyudarorieil Beibopke u 143 mpuMepa B TeCTOBOI BBIOOPKE.

Kak u B ciiydae ¢ MOZIEISIME KOHTPOJIHPYEMOTO 00yUYeH sI, TTOCTPOEHHBIMU
paHee, MBI CHayaja HWMIIOPTUPYEM KJAacC, KOTOPBIA  OCYIIECTBJISIET
IIPeIBAPUTENbHYI0 00pabOTKY, a 3aTEM CO3/IA€M €TO IKIEMILIISIP:

In[4]:
from import MinMaxScaler

scaler = MinMaxScaler()

3arem ¢ momolbio Metoga fit Mbl moaromsieM scaler Ha OOyYalOIIMX
naHHbIX. Jlasg MinMaxScaler wmetox fit BblUMCAgIeT MHUHUMAJIbHOE WU
MaKCHMaJIbHOE 3HAYeHMsI KaskJOro IpPH3HaKa Ha oOydarorieM HaOope. B
OTJNYNE OT KJaccupUKaTOPOB W PErpeccopoB, OMUCAHHBIX B TJaBe 2, MPHU
BbI3oBe Meroga fit scaler paGoraer ¢ mamHbiMu (X_train), a oTBeTb
(y_train) He UCIOJB3YIOTCS:

In[5]:
scaler.fit(X_train)

Out[5]:
MinMaxScaler(copy=True, feature_range=(0, 1))

YT0o06bI IPUMEHUTH TTPeobpa3oBaHme, KOTOPOE MbI TOJIBKO YTO MOOTHAJH,
TO ecTh (DaKTUYeCKu ormaciradupopats (scale) obydaroniye aHHbBIE, MbI
BocmosbdyeMcsa MetojioM transform. Meton transform wucnosnbsyercs B
scikit-learn, korga Mojiesb BO3BpalaeT HOBOE IPe/ICTaBIeHNe JaHHbIX:

In[6]:

# peobpas3oBbiBAEM fAHHbIE

X_train_scaled = scaler.transform(X_train)

# Ne4araemM 3Ha4eHusa pU3HAKOB B 0OYYaWLEM H3AOOpe [O M 0CAE€ MACuTAabUPOBAaHNA

print("dopma npeobpaszoBaHHoro maccua: {}".format(X_train_scaled.shape))

print("min 3HayeHue npusHaka Ao MmacwTtabupoBanua:\n {}".format(X_train.min(axis=0)))

print("max 3HayeHue npusHaka o macwtabuposauua:\n {}".format(X_train.max(axis=0)))

print("min 3HayeHue npusHaka nocse macwTabuposaHua:\n {}".format(
X_train_scaled.min(axis=0)))

print("max 3HayeHne npusHaka nocse macuTtabuposaHua:\n {}".format(
X_train_scaled.max(axis=0)))

Oout[e6]:
dopma npeobpa3oBaHHOro maccusa: (426, 30)
min 3HayeHWe NpM3HAKa A0 MACWTAbUPOBAHUA:

[ 6.98 9.71 43.79 143.50 0.05 0.02 0. 0. 0.11
0.05 0.12 0.36 0.76 6.80 0. 0. 0. 0.
0.01 0. 7.93 12.02 50.41 185.20 0.07 0.03 0.
0. 0.16 0.06]

max 3Ha4YeHue npu3Haka Ao MaCI.UTaﬁMDOBaHVIﬂZ
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[ 28.11 39.28 188.5 2501.0 0.16 0.29 0.43 0.2
0.300 0.100 2.87 4.88 21.98 542.20 0.03 0.14
0.400 0.050 0.06 0.03 36.04 49.54  251.20 4254.00
0.220 0.940 1.17 0.29 0.58 0.15]

min 3HayeHne npusHaka nocse macwtabupoBaHuA:
[ 0. 6. 0. 0. 0. 0. 0. 0. 0. 6. 0. 0. 0. 0. 0. 0. 0. 0.
0. 0. 0. 6. 6. 6. 0. 0. 0. 0. 0. 0.]
max 3HayeHne MNpusHaka nocne macutabupoBaHua:
[1. 1.1, 1. 1.1, 1.1, 1.1, 1, 1. 1, 1. 1. 1. 1. 1.
1.1.1.1. 1. 1. 1. 1. 1. 1. 1. 1.]

[IpeoGpasoBaHHbIe JaHHBIE MMEIOT TaKyio Ke (OPMYy, 4TO M HCXOIHBIE
JTaHHbIE — TIPU3HAKKM IIPOCTO CMEIIEeHBI W MacIiiTabupoBaHbl. BumHo, 4TO
Terepb BCe MPHU3HAKW MPUHUMAIOT 3HaUueHus B Auarasone ot 0 10 1, kak Ham
1 TpebOOBAJIOCh.

Ytobsr mpuMernTh SVM K MaciTabMpOBaHHBIM JaHHBIM, MBI JTOJIKHBI
peobpa3oBaTh eIe TeCTOBBII Habop. ITO CHOBA [IEIAETCS C IIOMOIIBIO
BbI30Ba MeTozia transform, Ha 3TOT pa3 ang X_test:

In[7]:

# npeobpaszoBbiBAEM TECTOBbIE [AHHbIE

X_test_scaled = scaler.transform(X_test)

# ne4araem 3H3aYEHUA TPU3HAKOB B TECTOBOM HAbOPE M0C/E MACLTaOUPOBAHNA

print("min 3HayeHue npusHaka nocse macwTabupoBaHua:\n{}".format(X_test_scaled.min(axis=0)))
print("max 3HauyeHue npusHaka nocse macuTabupoBaHua:\n{}".format(X_test_scaled.max(axis=0)))

Out[7]:

min 3HayYeHMe npusHaKa nocse MacwTabupoBaHuA:

[ 0.034 0.023 0.031 0.011 0.141 0.044
-0.001 0.006 0.004 0.001 0.039 0.011
0.027 0.058 0.02 0.009 0.109 0.026

max 3HayYeHue npusHaka nocse MacuwTabupoBaHua:

[ 0.958 0.815 0.956 0.894 0.811 1.22 0.88 0.933 0.932 1.037
0.427 0.498 0.441 0.284 0.487 0.739 0.767 0.629 1.337 0.391
0.896 0.793 0.849 0.745 0.915 1.132 1.07 0.924 1.205 1.631]

0. 0.154 -0.006
0. -0.032 0.007
0. -0. -0.002]

[oNoNo)

Bo3MoOkHO, TOJydyeHHbIE pe3yJbTaThl HECKOJBKO YAUBAT Bac: TOCTE
MacuiTabupoBaHUsT MUHUMAJIbHbIE 1 MaKCHUMaJIbHbIEe 3HaYeHUsT TPU3HAKOB B
TectoBoM Habope He paBHbl 0 1 1. HekoTopble TpH3HAKU Jake BBIXOAST 3a
npenenamu auamazona 0-1! OObSICHUTD 3TO MOKHO TeM, 4To MinMaxScaler (u
BCE OCTaJIbHbIE THIIBI MacHITaOMPOBAHUSI) BCETAA TPUMEHSIOT OJMHAKOBOE
npeobpasoBaHue K OOydaiolieMy M TeCTOBOMY HabopaMm. ITO O3HAYaAeT, YTO
MeTofi transform Bcerja BBIYMTAET MUHUMAJbHOE 3HAUEHUE, BBIUMCJIEHHOE
it obydaroniero Habopa, W IeJIUT Ha HIMPUHY AMAlla30Ha, BBIYKUCIECHHYIO
TakKe Ui oOydatoriero Habopa. MuHHUMaJIbHOE 3HAueHHe WU IMAPUHA
aMara3oHa st o0ydaroniero Habopa MOTYT OTJMYAThCSI OT MUHUMAJIbHOTO
3HAYeHNUsI M MIMPUHBI JUAlla30Ha JJisi TECTOBOTO Habopa.

MacwTtabupoBaHue obyyalolwlero n TectoBoro Habopos
OAVHaKOBbLIM 0bpa3om

YT06bI MOZIEIb KOHTPOJIUPYEMOro o0ydenns: paboraia Ha TECTOBOM Habope,
Ba)KHO IpeoOpas3oBaTh OOyYarONMii U TECTOBBI HAOOPHI OAMHAKOBBIM
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obpaszom. Caemytomuii mpumep (puc. 3.2) MOKa3bIBAa€T, YTO IIPOUIOILIO OB,
ecan ObI MBI KCITOJIB30BA/I MUHUMAJIbHOE 3HAYEHME W ITUPUHY IUAla30Ha,
OT/I€JThHO BBIYMCJIEHHBIE JIJIsI TECTOBOTO Habopa:

In[8]:

from sklearn.datasets import make_blobs

# CO343EM CUHTETHYECKNE [AHHbIE

X, _ = make_blobs(n_samples=50, centers=5, random_state=4, cluster_std=2)
# pazbmBaemM ux Ha 06yYawumii M TeCTOBbIi HAboPbI

X_train, X_test = train_test_split(X, random_state=5, test_size=.1)

# pasmeyaeMm Ha rpaguke obyYawuymi u TEeCTOBbI HAbOPbI
fig, axes = plt.subplots(1, 3, figsize=(13, 4))
axes[0].scatter(X_train[:, 0], X_train[:, 1],
c=mglearn.cm2(0), label="06yuawunii Habop", s=60)
axes[0].scatter(X_test[:, 0], X_test[:, 1], marker='"",
c=mglearn.cm2(1), label="TecToBuii Habop", s=60)
axes[0].legend(loc="upper left')
axes[0].set_title("NcxonHble AaHHbe")

# Macwtabupyem faHHsle C rnomoub MinMaxScaler
scaler = MinMaxScaler()

scaler.fit(X_train)

X_train_scaled = scaler.transform(X_train)
X_test_scaled = scaler.transform(X_test)

# BU3Ya/IN3NPYeM PABUIbHO MACUTAOUPOBAHHBIE [AHHHIE
axes[1].scatter(X_train_scaled[:, 0], X_train_scaled[:, 1],
c=mglearn.cm2(0), label="06yuawunii Habop", s=60)
axes[1].scatter(X_test_scaled[:, 0], X_test_scaled[:, 1], marker='"",
c=mglearn.cm2(1), label="TecToBbhii Habop", s=60)
axes[1].set_title("MacuTabupoBaHHble AaHHbie")

# MacwTabupyem TeCcToBsWi HAOOP OTHE/bHO

# 4yTObBl B TECTOBOM HAbOPE Min 3HAYEHNE KAXHOro MPU3HAKAa ObI0 paBHo 0O
# 3 Mmax 3Ha4YeHne Kaxhgoro rpu3Haka pasHA/Iocb 1

# nyﬂEﬂAﬁTE TAK! To/ibKO B O3HaKOMUTEJIbHbIX LEJIAX.

test_scaler = MinMaxScaler()

test_scaler.fit(X_test)

X_test_scaled_badly = test_scaler.transform(X_test)

# BU3YA/ININPYEM HEMPABUILHO MACUTAONPOBAHHbIE [AHHbIE
axes[2].scatter(X_train_scaled[:, 0], X_train_scaled[:, 1],
c=mglearn.cm2(0), label="06yuawunii Habop", s=60)
axes[2].scatter(X_test_scaled_badly[:, 0], X_test_scaled_badly[:, 1],
marker="~"', c=mglearn.cm2(1), label="TecToBhii Habop", s=60)
axes[2].set_title("HenpaBuibHO MacwWTabupoBaHHbe AaHHbe")
for ax in axes:
ax.set_xlabel("MpusHak 0")
ax.set_ylabel("MpusHak 1")
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Puc. 3.2 Pe3ynbTaThl 04MHAKOBOro MacluTabnpoBaHunsi oGyyaroLero n TeCToBoro
HabopoB (LeHTp) n oTAenbHOro MacwtabupoBaHms oby4yaroLero 1 TecTtoBoro Habopos
(cnpasa)

IlepBbiii Tpadmk — 3TO HemacHITaOMPOBAHHBIN BYMEPHBII MacCCHB
JMaHHBIX, HaOmoJeHWsT oOydyamoomero Habopa IOKa3aHbI KPYKKaMM, a
HaOJIIO/IeHNs TeCTOBOrO Habopa MoKa3aHbl TpeyrobHUKamMu. Bropoit rpaduk
— Te JKe caMmble JaHHble, HO MacIITadHpOBaHBI C IOMOIIbIO MinMaxScaler.
3mech Mbl BbI3Baau Meron fit s oOyuarorero Habopa, a 3aTeM BbI3BA/IN
meTo; transform mrs obydaromiero 1 TecToBoro Habopos. Kak Buanre, Habop
JaHHBIX Ha BTOPOM Tpaduke UAEHTUYEH HAOOpY, IPUBEIEHHOMY Ha MEPBOM
rpadrKe, M3MEHWUJINCH JUITb MeTKHU oceli. Temnepb Bce MpU3HAKKA TPUHUMAIOT
3HaueHus B auanaszone oT 0 g1o 1. Kpome Toro, BuHO, YTO MUHUMAJIbHBIE 1
MaKCHMaJIbHble 3HAUEHNS IIPU3HAKOB B TECTOBOM Habope (TpeyroJbHUKN ) He
paBHbI 0 u 1.

Tpernii rpaduk TOKa3bIBaeT, YTO IMPOUBOUIET, €CJU OTMACIITAOUpyeM
oOydYamIii ¥ TEeCTOBbIii HaOOPBI IO OTAEJbHOCTA. B sTOM cirydae
MUHUMAaJIbHBIE U MaKCHUMaJbHble 3HAYeHWsI IIPU3HAKOB B OOydYamolleM u
TecroBoM Habopax pasbl 0 1 1. Ho Terepb HabOp JaHHBIX BBITJISIUT MHAUE.
TecToBBIE TOYKM  NPUYYIIUBBIM  00Pa3OM  CMECTUJINCH, IIOCKOJIBKY
MacmITabupoBaHbl MO-APYroMy. MBI M3MEHWIN PACIOJIOKEHUE JaHHBIX
IPOM3BOJIbHBIM 00pa3oM. OUYeBUIHO, 3TO COBCEM HE TO. YTO HaM HYKHO.

Eue omumu cmocob 3agymarbcs O HENPaBUIBHOCTU ITUX JIEHCTBHIA
3aKJII0YAETCS B TOM, YTO IIPEJCTAaBUTh TECTOBBII HAOOpP B BHJE OXHON TOUYKH.
He cymiectByer crioco6a mpaBuaIbHO MacCIITaOUPOBATh €AMHCTBEHHYIO TOUKY
JTaHHBIX, 9YTOOBI € MTOMOIIBIO MinMaxScaler MoJyuynTh 3HaYeHNUS MUHUMYyMa U
makcumyma. OpHaKo pasmep TecTOBOTO Habopa He JOJKEH BJIUATh Ha
00pabOTKY JaHHBIX.
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BouICTpble 1 3 dekTrBHbIe aAbTepHaTUBHBLIE CNOCODbLI

NOAMOHK MOAeNel

Kax mpaBusio, BaM HYKHO CHa4aja MOJOTHATH MOJIETh HA HEKOTOPOM HAOOpe MaHHBIX C
OMOIIbIO MeTozia fit, a 3aTeM BBITIOHUTH TIpeobpa3oBaHue Habopa ¢ MOMOIIBI0 METOIA
transform. ITo BecbMa pPacIpPOCTPAHEHHAS 33/1a4d, KOTOPYIO MOKHO BBITIONHUTH GoJiee
adeKTUBHO, YeM MPOCTO BbI3BaTh MeTo/ fit, a 3arem BbI3BaTh MeToz transform. Uro
KacaeTcsl BBIIIEONMCAHHOIO CJydas, BCE MOJENN, KOTOPble HCIOJIb3YIOT MeTOJ|
transform, Takyke I03BOJIAIOT BOCIOJb30BaTbcsl MeTosoM fit_transform. Huske nan
IIpUMep MCIOJIb30Banud StandardScaler:

In[9]:

from import StandardScaler

scaler = StandardScaler()

# nocnegoBaresibHo Bbi3bIBAEM METOAbl it w transform (MCro/b3yeM LEnoYyKy MeTohoB)
X_scaled = scaler.fit(X).transform(X)

# TOT Xe cambiyi pe3y/ibTar, HO 6o/ee 3PPeKTUBHbINI CIOCO6 BbIYNCTEHUI

X_scaled_d = scaler.fit_transform(X)

Hecmotrpst Ha To uro nmpumMenenne fit_transform BoBce He obGst3aTenbHO Oyer Gosee
9(deKTUBHBIM 1714 BceX Mojzesielr, 3hdeKTuBHAA TMpaKTUKa 3aKJI0YaeTcs B
HCIIOJIb30BAHIK 9TOT0 MeTo/a JJist IipeoOpa3oBatus 00yJamIero Habopa.

BAvsiHMe npeABapUTeAsHOM 0bpaboTkin Ha MaLLIHHOe 0by4eHne C

yaTeneM

Terepp naBaiiTe BepHeMcsi K Ha0OPY JaHHBIX Cancer W IMOCMOTPHUM, Kak
ncrosb3oBanre MinMaxScaler mossmsier Ha oOydeHre SVC (MBI BBITIOJHSIEM
TO JKe caMoe MacIiTabupoBaHue, 4To JIeJaln B TJIaBe 2, HO APYTUM CIIOCOOOM).
Bo-nepBbix, maBaiiTe A7 CcpaBHEHUS CHOBa MHOATOHMM SVC Ha HMCXOAHBIX
JIAHHBIX:

In[10]:
from import SVC

X_train, X_test, y_train, y_test = train_test_split(cancer.data, cancer.target,
random_state=0)

svm = SVC(C=100)

svm.fit(X_train, y_train)
print("MpaBunbHocTb Ha TecToBoM Habope: {:.2f}".format(svm.score(X_test, y_test)))

Out[10]:
MpaBWJBHOCTb H3 TecToBOM Habope: 0.63

Temepp mgaBaiiTe oTMacIiTaOMpyeM JaHHBIE C TIOMOIbI0 MinMaxScaler
nepea TeM, Kak 1moaroudars SVC:
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In[11]:

# npegBapuTesbHag 06paboTKa C MoMoWbK WKAAMPOBaHNA O-1

scaler = MinMaxScaler()

scaler.fit(X_train)

X_train_scaled = scaler.transform(X_train)

X_test_scaled = scaler.transform(X_test)

# nocrpoerne SVM Ha MAcwTabupoBaHHbIX OBYYAHWNX L[AHHIX

svm.fit(X_train_scaled, y_train)

# OLEHKa MPaBuibHOCTU /1A MACWTAOBUPOBAHHOIO TECTOBOro Habopa

print("MpaBuabHOCTb Ha MacwTabuvpoBaHHOM TecToBoM Habope: {:.2f}".format(
svm.score(X_test_scaled, y_test)))

Out[11]:
MpaBWAbHOCTbL Ha MacuTabupoBaHHOM TecToBoM Habope: 0.97

Kaxk MbI YK€ BUIE/IN paHee,debeKTﬁMaCHHH6HpOBaHHH OJAaHHBIX BeCbMa
CYIIEeCTBEHEH. XoT4a MaCIHTa6I/IpOBaHI/Ie JaHHbIX He IIpearojaaraeT KaKUX-JIM00
CJIOKHBIX MaTeMaTHUYEeCKUNX pvaeTOB,SqueKTHBHaH IIpaKTUKa 3aKJjio4daeTcd
B TOM, 4YTOOBI MCIIOJb30BaTh METOAbI MacCIHITaOMpPOBaHUs, IIpejIaraeMbie
SCikit-learn,aIHBCOSHaBaTbjHX:%HﬂHM)CaMOCTOHTeﬂbHO,HOCKOﬂbe'HeFKO
OIHI/I6I/ITI)CH AaKe B 9THUX IIPOCTbIX BbIYMCJICHUAX.

](pOME TOro, MOXHO JIETKO 3aME€HUTH OﬂHHiaﬂFOpHTMiHpeﬂBapMTeﬂbHOﬁ
O6pa6OTKH Ha ﬂpyroﬁ,CMEHHBIMMH HCIIOJIb3YEMOT'O KJaCCa, IOCKOJIbKY BCe
KJIACCHI TIPeABAPUTENbHON 00pabOTKM MMEIOT OJUH U TOT JKe MHTepdelic,
coctodmui n3 MetonoB fit u transform:

In[12]:

# npefBapnTesibHaa 06paboTKa C OMOLbK MACLITA6MPOBAaHNUA
# HYJIeBbIM CPEAHNM U EANHUYHON ANCIEPCHEN

from sklearn.preprocessing import StandardScaler
scaler = StandardScaler()

scaler.fit(X_train)

X_train_scaled = scaler.transform(X_train)
X_test_scaled = scaler.transform(X_test)

# noctpoerne SVM Ha MACwWTabupoBaHHbIX OOYYAHLNX JAHHBIX
svm.fit(X_train_scaled, y_train)

# OUeHKa MpaBUIbHOCTH /19 MACWTaOUMPOBAHHOIrO TECTOBOIro Habopa
print("MpasunbHocTb SVM Ha TecTtoBom Habope: {:.2f}".format(svm.score(X_test_scaled, y_test)))

Out[12]:

MpaBuabHOCTb SVM Ha TecToBoM Habope: 0.96

Teneppb y3HaB, Kak pabOTAIOT IIPOCTHIE IIPeOOPA3OBAHUsI, BBIITOJIHAIOIIME
mpeABapuTeNbHyI0  00pabOTKY [JaHHBIX, JaBaiiTe mepeiizeM K Ooee
UHTEPECHBIM ITIPe0OpPa3OBaHMsIM, UCIIOJIb3YIOMIMM MallMHHOe o0ydeHue Oe3
YUUTEJIS.

CH1>XeHne pa3mMepHOCTW, BblAeAeHWe NPU3HaKosB U

MHOXXecTBeHHOoe 0by4eHne

Kak ™Mbl yske TOBOpWMJIM paHee, IpeoOpa3oBaHKMe [TaHHBIX C IOMOIIBIO
HEKOHTPOJIMPYEMOTO  OOy4YeHHsT MOKeT ObITh 00YCJIOBJIEHO MHOTHMHU
npuunHamu. Hawmbosiee pacrpocTpaHeHHble TNPUYMHBI — BU3yaaU3alusl,
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coKaTHe JaHHbBIX, a TaKyKe MOMCK TaKOTO IIPEACTaBIeHNS JaHHBIX, KOTOPOE JaCT
6osbIlTe MH(MOPMAIIUN B XOJe JaJbHelneil 00pabOTKH.

OmH¥M M3 CcaMbIX IIPOCTBIX M Hambojiee IMUPOKO HCIIOJIb3YEMBIX
AJITOPUTMOB ~ KOHTPOJIUPYEMOTO OOYYEHMST SIBJISIETCS aHAJIN3 TJIABHBIX
kommoHeHT (principal component analysis, PCA). Kpome Toro, wmbr
PACCMOTPHM elIie JiBa aJropuT™a: (aKTOPU3AINIO HEOTPUIATETbHBIX MaTPHI]
(non-negative matrix factorization, NMF), xKoTopast 0OBIYHO HCIIOJIB3YETCSI
JUIS  BBIJEJIEHWS TPU3HAKOB, M CTOXaCTUYECKOe BJIOKEHUE cocelell ¢
pacnpenenennem CroiogenTta (t-distributed stochastic neighbor embedding,
t-SNE), koropoe  OOBIYHO  HCHOJB3YETCS  JJIsI ~ BHU3yalM3allud  C
HCIIOJIb30BaHUEM JIBYMEPHBIX JAMarpaMM PacCesHUsL.

AHa/u3 TJIaBHBIX KOMIIOHEHT TIPEACTaBJseT COOOH METOM, KOTOPBIi
OCYIIECTBJISIET BpallleHne JaHHBIX C TeM, YTOObI MpeoOpa3oBaHHbIE TPU3HAKH
He KOppeJupoBain Mexay coboil. YacTo 3TO BpalieHne COMPOBOKIAETCS
BBIOOPOM ITOIMHOKECTBA HOBBIX IPU3HAKOB B 3aBUCHMOCTH OT UX Ba’KHOCTU
C TOYKM 3peHus uHTeprperanun mAaHubiX. Crexyomuii npumep (puc. 3.3)
WJTIOCTpUpYeT pe3yabTaT npuMeHeHus1 PCA K CHHTETUYECKOMY IBYMEPHOMY
MaCCUBY JIaHHBIX:

In[13]:
mglearn.plots.plot_pca_1illustration()

[lepBbiii puc. (BBepXy cJjieBa) IMOKa3bIBaeT MCXOJHbIE TOYKU JAHHBIX,
BblJleJIEHHbIE 1IBETOM JIJId JIydllledl AUCKPUMUHAIUU. AJTOPUTM HayWHaeT
paboTy ¢ TOro, uYTO CHayajJa HaXOAWUT HalpaBJeHHE MaKCHUMaIbHON
JMCTIepCry, TIOMeueHHOoe KaK «KoMIoHeHTa 1». Peub ujer o HampaBjeHUU
(M BEeKTOpe) JAaHHBIX, KOTOPBIA COAEPKUT OOJMBIIYI0 YacTh MH(POPMAIIH,
WM JPyTUMU  CJOBAMH, HallpaBjieHWe, B/OJb KOTOPOro IIPU3HAKHU
KOPPEIUPYIOT JAPYyT C JAPYTOM CHJIbHee BCero. 3aTeM aJifOPUTM HaXOAUT
HaIIPaBJIeHNEe, KOTOPOE COAEPIKUT HAmuOOJIbIlee KOJIMUECTBO MH(MOPMAIIUN, 1
MpU 3TOM OPTOTOHATBHO (PACIOJIOKEHO TIO/A TPSIMBIM YIJIOM) TE€PBOMY
HampaBJeHuio. B JByMepHOM IIPOCTPaHCTBE CYIIECTBYET TOJIBKO O/HA
BO3MO)KHAsl OpPUEHTAIlMs, PaCIOJOKeHHas TI0/l TPSIMbIM yTJIOM, HO B
IPOCTPAaHCTBAX OOJIbIIE PasMEPHOCTH MOKeT ObITh (OECKOHEYHO) MHOTO
OPTOTOHAJIBHBIX HAlpaBJIeHWil. XOTS 9TU JBe KOMIIOHEHTHI N300paskafoTcs B
BHUJIEe CTPEJIOK, HA CAaMOM JjieJie He UMeeT 3HaueHus, T/ie Hadyajlo, a TJe KOHeIl,
MBI MOTJI OBl HapHCOBAaTh MEPBYI0 KOMIIOHEHTY, BBIXOASAIIYIO U3 I[EHTpa B
BEPXHUI JIEBbIN YroJi, a He B HUKHUU TIpaBbll. HamnpasiieHus, HalifieHHbIE C
MIOMOIIbIO  3TOTO  AJTOPUTMA, HA3BIBAIOTCS  IVIABHBIMH  KOMITOHEHTaMH
(principal ~ components), TOCKOJbKY OHH  SIBJSIIOTCSI ~ OCHOBHBIMHU
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HallpaBJIEHUAMU [JUCIIEPCHUN [JaHHBIX. B oeJaIoM MaKCHUMaAJIbHO BO3MOJKHOE
KOJIMYECTBO I'VIaBHbIX KOMIIOHEHT PaBHO KOJIMYECTBY MCXOJAHDbIX ITPU3HAKOB.

McxoaHble AaHHble Mpeobpa3oBaHHble AaHHblE
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MNepBana rnaBHas KOMMNOHEHTa npusHak 1
Puc. 3.3 lNpeobpasoBaHne gaHHbIX ¢ nomowbio PCA

Bropoii rpadguk (BBepxy cipaBa) MoKa3bIBaeT Te K€ caMmble JaHHbIe, HO
Terepb IOBEPHYTHIE TakKWM 00pa3oM, 4YTO TiepBasi TJaBHAsh KOMIIOHEHTA
COBITQJIaeT C OCBIO X, a BTOpas TJIaBHAs KOMIIOHEHTa COBIA/IAaeT C OChIO Y.
ITepen BpamenueM M3 KaKJIOTO 3HAYEHUS JAHHBIX BBIYMTACTCS CpelHee,
TakuM 00pa3oM, TpeoOpa3oBaHHbIE TaHHbBIE TIEHTPUPOBAHBI OKOJIO HyJsA. B
HOBOM I[IPE/ICTaBJ€HUN [JaHHBbIX, HalifleHHOM c niomolibio PCA, nBe ocu
CTAHOBSTCS ~ HEKOPPEJIMPOBAHHBIMU. IJTO  O3HAayaeT, 4YTO B HOBOM
NPEJICTABJICHUM BCE DJIEMEHTBl KOPPEJSAIMOHHON MATPUIbl JAHHBIX, KpOMeE
JIMArOHAJIbHBIX, OYIyT paBHbI HYJIO.

158



Mbl MokeM uctiosib3oBath PCA /171 yMeHblIlleHUsT pa3MepHOCTH, COXPAaHUB
JIUTIIb HECKOJIbKO TJIAaBHBIX KOMIIOHEHT. B JaHHOM MpuMepe MbI MOXKeM
OCTaBUTh JIMIIb TEPBYIO TJIABHYI0 KOMIIOHEHTY, KaK TOKa3aHO Ha TPETheM
rpacduke puc. 3.3 (BHU3Y cjeBa). ITO YMEHBIIAT Pa3MePHOCTDb JAHHBIX: W3
JIBYMEPHOTO MacCHBa JaHHBIX IIOJydaeM OJHOMEPHBIN MacCUB [IaHHBIX.
OpHaKO cJefyeT OTMETHTh, YTO BMECTO TOTO, YTOOBI OCTABUTH JIMIIb OAWH U3
HNCXOMHBIX IIPU3HAKOB, MBI HaxXOAuUM HamboJjiee WHTEPECHOE HallpaBJIeHUE
(BBIXOZISANIIEE M3 BEPXHETO JIEBOTO YIrJja B HUJKHUU TPaBbIlii Ha TIEPBOM
rpacduKe) M OCTaBJIsIeM 9TO HalpaBJieHUE, T.e. IEPBYIO TIaBHYI0 KOMIIOHEHTY.

11, HakoHeIl, MbI MOKEM OTMEHUTD BpallleHue 1 106aBUTh 0OPaTHO cpeiHee
3HaAUeHNe K 3HAUeHUSIM JaHHBIX. B mTore mojaydymM JaHHble, TOKa3aHHbIE Ha
nocaeaaeM Tpaduke puc. 3.3. ITU TOUYKM pacIioiaraloTcsl B IPOCTPAHCTBE
HMCXOAHBIX MTPU3HAKOB, HO MbI OCTaBUJIM JIUIITh WH(MOPMAIIIIO, COEPKAIYIOCs
B IIEPBOil IJIABHOII KOMITOHEHTE. JTO MpeoOpasoBaHiie HHOTA NCIOIb3YeTC s,
qTOObI yAanmuTh 3(p¢deKT IymMa M3 JaHHBIX WU IIOKa3aTh, KaKas YacTb
nH(OPMaAIIMU COXPaHSIeTCs ITPU UCIIOJIb30BAaHUY TJIABHBIX KOMITOHEHT.

[puMeHeHne PCA kK Habopy AaHHBLIX Cancer AASI BU3yaAn3aumn
OpanM u3 Hambojee pacmpocTpaHeHHbIX mnpuMeHennii PCA  sgBisercs
BU3yaJIM3aIlsI BEICOKOPa3MEepPHBIX HAOOPOB JaHHBIX. Kak MbI Bu/e/IM B T1aBe
1, TOBOJIBHO CJIOKHO TMTOCTPOUTD AUArPaMMBbl PaCCESTHUS JIJIsT JAaHHBIX, KOTOPbIE
BKJIIOYAIOT OOJIbIle ABYX Npu3HakoB. [ Habopa MaHHBIX IriS MBI CMOTI/IN
MIOCTPOUTh MATPUILYy AuarpaMm paccessHus (puc. 1.3 B ryase 1), koTopas nana
HaM YacTUYHOe TIpeJ/iCTaBJieHne O JlaHHBIX, II0Ka3aB BCe BO3MOKHbIE
KOMOMHAI[MN JBYX Npu3HaKoB. Ho ecm MbI 3aXOTUM B3IJISIHYTh Ha HabOP
manubIx Breast Cancer, ncIo/ib30BaHe MaTPUIBI JUATPAMM PacCesHus Oyaer
3aTPYAHUTENbHBIM. DTOT HabOp AaHHBIX cofep:kuT 30 IMPU3HAKOB, KOTOPBIE
npuBes 061 K 30 * 14 = 420 gumarpammam paccestnust! MbI HUKOT[a He
CMOJKEM J[eTaJIbHO IPOCMOTPETh BCe 3TU TpadUKH, HE TOBOPS y:kKe 00 UX
WHTEepIpeTaIu.

Brpouem, MOKHO BOCIIOJIb30BaTh OoJjiee IIPOCTON  BU3yaaM3al(iei,
BBIUMCJIUB THUCTOTPAMMBI paclipe/iesieHns 3HaUeHWU TPU3HAKOB JJIsT JIBYX
KJIACCOB, TOOPOKAYECTBEHHBIX U 3JI0KAYECTBEHHBIX OommyxoJieil (puc. 3.4):

In[14]:

fig, axes = plt.subplots(15, 2, figsize=(10, 20))
malignant = cancer.data[cancer.target == 0]
benign = cancer.data[cancer.target == 1]

ax = axes.ravel()

for 1 in range(30):
_, bins = np.histogram(cancer.data[:, 1], bins=50)
ax[1].hist(malignant[:, 1], bins=bins, color=mglearn.cm3(0), alpha=.5)
ax[1].hist(benign[:, 1], bins=bins, color=mglearn.cm3(2), alpha=.5)
ax[1].set_title(cancer.feature_names[i])
ax[1].set_yticks(())

ax[0].set_xlabel("3HauyeHne npusHaka")

ax[0].set_ylabel("YacToTa")

159



ax[0].legend(["nobpokayecTBeHHaa", "snokavecTtBeHHaa"], loc="best")

fig.tight_layout()
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B manHoM ciydae Mbl CTPOMM I Ka)K/IOTO IIpU3HAKA TUCTOIPaMMY,
IIO/ICYUTBIBAd YaCTOTY BCTPEYAEMOCTU TOYEK JJaHHBIX B IIpe/esiax TPaHull
MHTEPBAJIOB (3TOT HMHTEpBaj e€lle Has3biBalOT OWHOM). Kaskaprii rpadux
COJICPKUT J[BE€ HAJIOKEHHbIE IPYT Ha JIpyra TMCTOrPaMMBbI, TiepBasi — 7151 BCeX
TOYEK, OTHOCSIIITUXCS K KJIAcCy «I100pOKauecTBEHHAsI OIyXO0Jb» (CHHUI IIBET),
a BTOpad — JJs BCeX TOYEK, OTHOCAIUXCA K KJACCy <«3J0KayeCTBeHHas
OIyXOJb» (3eJIeHbIll 11BeT). IJTO JlaeT HaM HEKOTOpoe IIpejCcTaBJIeHue o
pacrnpejieJleHu KaXJO0ro IpU3HaKa 10 JIByM KJaccaM U II03BOJIIeT HaM
CTPOUTH  TPEANOJOKEHNUsT O TOM, KaKuhe T[PU3HAKKW JIydllle BCEero
JAMCKPUMUHUPYIOT — 3JIOKAUYeCTBEHHbIe U OOPOKAYECTBEHHbIE  OIYXOJIH.
Hampumep,  mpmsnak  «smoothness  errors,  1oOXoke,  JOBOJIBHO
MaJIOMH(MOPMATUBEH, TOTOMY 4YTO JB€ THUCTOIPAMMBI, IIOCTPOECHHBIE JIJIs
JTaHHOTO TMpHU3HaKa, OOJIbINENl YacThi0 HAKJIAIBIBAIOTCS APYTr Ha ApPyra, B TO
BpeMs NIpU3HAK «worst concave points» KakeTcss BecbMa MH(MOPMATUBHBIM,
MOCKOJIBKY THCTPOTPAMMBbI, TIOCTPOEHHBIE [IJIs1 3TOTO MPU3HAKA, TPAKTUUECKN
He HaKPBIBAIOT JPYT JpyTa.

Onnako asTor rpaduk He JJaeT HAM HUKaKoW wuHMOpMaIuu o
B3aMMO/IEVICTBUN MEXIY TIePEMEHHBIMU U B3aMMOCBA34X MKy NpU3HaAKaMu
n KJjaccamu 3aBucuMoii nepemeHHoi. Mcnonb3dys PCA, Mbl MOXeM y4ecTb
rJIaBHBIE B3aMMOJIENCTBUSI U TOJYYNUTh HECKOJbKO 0OoJiee TIOJHYIO KapTHHY.
Mbl MOkeM HaAWTH TiepBble [[Be TJIaBHble KOMIIOHEHTBbI M BU3YyaJIu3UPOBAThH
JlaHHble B 3TOM HOBOM JIBYMEPHOM IIPOCTPAHCTBE C IIOMOIIBIO OJHOU
JluarpaMMbl pacCcestHus.

Ilepen tem, kak mpumenutb PCA, Mbl oTMaciiTabupyem Haillyd JaHHbIE
TakuM 00pa3oM, YTOOBI KaKABIH MPHU3HAK WMET €INHUYHYIO INCIEPCHIO,
BOCITOJIb30BaBIINCH StandardScaler:

In[15]:
from import load_breast_cancer
cancer = load_breast_cancer()

scaler = StandardScaler()
scaler.fit(cancer.data)
X_scaled = scaler.transform(cancer.data)

OOGyuenne PCA U ero mpuMeHeHUWE TaK e IPOCTO, KaK TPUMeHeHHe
peoOPa30BaHU, BBITOHSIONUXCS B XOJ€ TPEIBAPUTENHLHON 00pabOTK.
Mbl cozmaem ak3eMIisip oObekTa PCA, HAXOJWM TJIaBHbIE KOMITOHEHTHI,
BbI3BaB MeTo/l fit, a 3aTem nmpuMeHsieM BpalleHue U CHUKEHUE PAa3MEPHOCTH,
BbI3BaB MeTos transform. Ilo ymosuanuio PCA smnib moBopauuBaer (U
CMeIaeT) JaHHbIe, HO COXPaHseT BCe TIJIaBHbIE KOMIIOHEHTBI. UTOOBI
YMEHbIIUTh PAa3MEPHOCTDb JAaHHBIX, HAM HYXKHO yKa3aTh, CKOJIbKO KOMIIOHEHT
MbI XOTUM COXPaHUTh IIPH CO3MaHuN 00beKTa PCA:
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In[16]:

from sklearn.decomposition import PCA

# ocraBiaem rnepBsie gBe [/1aBHble KOMITOHEH Tbl

pca = PCA(n_components=2)

# nogronaem mogens PCA Ha Habope f[aHHbix breast cancer
pca.fit(X_scaled)

# npeobpaszyem [AaHHbIE K MEPBbIM JBYM /I3BHbIM KOMIOHEHTAaM

X_pca = pca.transform(X_scaled)

print("®opma ncxogHoro maccuea: {}".format(str(X_scaled.shape)))

print("®opma maccuBa nocne cokpaueHus pasmepHocTu: {}".format(str(X_pca.shape)))

Out[16]:
Oopma ucxogHoro maccuea: (569, 30)
Oopma MaccuBa nocne cokpaueHnusa: (569, 2)

Terepb MBI MOKEM MOCTPOUTH rPauK MEPBBIX ABYX IJIABHBIX KOMIIOHEHT

(puc. 3.5):

In[17]:

# CTpoum rpaguk nepBbsIX ABYX /13BHbIX KOMIOHEHT, KAACChl BbiJE/IEHH LIBETOM
plt.figure(figsize=(8, 8))

mglearn.discrete_scatter(X_pca[:, 0], X_pca[:, 1], cancer.target)
plt.legend(cancer.target_names, loc="best")
plt.gca().set_aspect("equal")

plt.xlabel("MepBasa rnasHaa KomnoHeHTa")

plt.ylabel("BTopas rsnaBHaa KomrnoHeHTa")
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Puc. 3.5 [IBymepHas gnarpamma paccesiHus ansa Habopa aaHHbIX Breast Cancer ¢
Mcnosb3oBaHMEM MNePBbIX ABYX MMaBHbIX KOMMOHEHT
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Baxkxro ormeruth, uto PCA sB/IsIeTcss METOZOM MAIIMHHOTO 00y4eHus Oe3
VUUTENIS U He UCIOJIb3yeT KaKoi-1mbo nH(pOpMau O KJaccax IIPU IMOMCKe
noBopoTta. OH MPOCTO aHAIM3UPYET KOPPEISINOHHbIE CBSI3U B MaHHBIX. [l
TOUYeyHOTo TpaduKa, MOKa3aHHOTO 3/1eCh, Mbl TIOCTPOUJIHN TpaduK, Te TI0 OCH
X OTJIO)KeHa TiepBasl TJIaBHas KOMIIOHEHTa, 10 OCH y — BTOpas TJaBHas
KOMIIOHEHTa, a 3aTeM BOCIIOJIb30BaINCh HHMOpPManMeir o Kiaccax, 4TOOBI
BBIIEIUTh TOYKMA PasHbIM I[BeTOM. Bbl MoXeTe yBUAETh, UYTO B
paccMaTpuBaeMOM JIBYMEPHOM IIPOCTPAHCTBE 3TU [[Ba KJjacca pasjiesieHbl
JIOCTATOYHO XOPOII0. IJTO HABOAUT Ha MBICAb, YTO Ja)ke JUHEWHBIN
knaccudukaTop (KOTOPBIN MPOBENET MPSIMYIO JUHUIO B 3TOM MTPOCTPAHCTBE)
CMOKET JIOCTaTOYHO XOPOIIO pa3/ieInTh /iBa Kiaacca. Kpome TOTO, MbI MOKEM
YBUIETh, YTO CAy4YaW 3JI0Ka4eCTBEHHBIX OIyXoJiell (cuHue TOukm) Oosee
pacIpocTpaHeHbl, 4YeM Cjaydand J0OpPOKAaueCTBEHHBIX OIyXojeill (3e/eHble
TOYKM) — 4TO OTYACTH OBLIO BUIHO HA TUCTOrpaMMax puc. 3.4.

Henocrarok PCA 3akmtouaercss B TOM, 4TO 3TU [IBe OCU rpaduka 4acTo
ObIBAET CJIOKHO WHTEPIPETHPOBATh. [JIaBHbIE KOMIIOHEHTBI COOTBETCTBYIOT
HAIIPaBJACHUSIM JaHHBIX, [TOITOMY OHHU IPEACTABISAIOT cOOOM KOMOMHAITIN
UCXOAHBIX Mpus3HakoB. OIHAKO, KaK MbI CKOPO YBHUANUM, 5TH KOMOMHAIUU
0OBIYHO OYeHb CJIOKHBL. CaMi TIaBHBIE KOMIIOHEHTBI MOTYT OBITH COXPaHEHbI
B arpubyTe components_ o6bekTa PCA B XO€ MTOATOHKH:

In[18]:
print("dopma rnaBHbix komnoHeHT: {}".format(pca.components_.shape))

Out[18]:
dopma rnaBHbIXx KoMnoHeHT: (2, 30)

Kasxmas crpoka B arpubyre components_ COOTBETCTBYET OJHON TJIaBHOI
KOMIIOHEHTE ¥ OHU OTCOPTHUPOBAHBI IO BaKHOCTU (IIEPBOI IIPUBOAUTCS
nepsas rjaBHas KoMIioHeHTa ¥ T.j1.). CToiOIbI COOTBETCTBYIOT aTpuOyTy
HCXOAHBIX MpU3HAKOB st o0bekra PCA B sToM mpumepe, «mean radiuss,
«mean texture» u T.1. JlaBaiiTe IOCMOTPUM Ha COAEPKUMOE aTpubyTa
components_:

components_:
In[19]:
print("komnonenTbl PCA:\n{}".format(pca.components_))

Out[19]:

KoMmnoHeHThl PCA:

[[ 0.219 0.104 ©0.228 0.221 0.143 0.239 0.258 0.261 0.138 0.064
0.206 0.017 0.211 0.203 0.015 0.17 0.154 0.183 0.042 0.103
0.228 0.104 0.237 0.225 0.128 0.21 0.229 0.251 0.123 0.132]

[-0.234 -0.06 -0.215 -0.231 0.186 0.152 0.06 -0.035 0.19 0.367
-0.106 0.09 -0.089 -0.152 0.204 0.233 0.197 0.13 0.184 0.28
-0.22 -0.045 -0.2 -0.219 0.172 0.144 0.098 -0.008 0.142 0.275]]

Kpome Toro, ¢ mnomoibio TeryioBoil KapThl (puc. 3.6) Mbl MOXKeM
BU3YaJIM3UPOBaTh KO3(hMUIIMEHThI, 9TOOBI YIIPOCTUTh NX WHTEPIIPETAIINIO:
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In[20]:

plt.matshow(pca.components_, cmap='viridis')

plt.yticks([0, 1], ["MepBas komnoHeHTa", "BTopaA KomnoHeHTa"])

plt.colorbar()

plt.xticks(range(len(cancer.feature_names)),
cancer.feature_names, rotation=60, ha='left")

plt.xlabel("XapakTepuctuka")

plt.ylabel("[naBHbie KoMrnoHeHTbI")
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Puc. 3.6 Tennosas kapTa NepBbIX ABYX IMaBHbIX KOMMOHEHT Ans
Habopa AaHHbIX paka Breast Cancer

Bbl MokeTe yBHUIETb, YTO B TEPBOK KOMIIOHEHTe K02(h(MUIIUMEHThI BCEX
MPU3HAKOB UMEIOT OJIMHAKOBBIN 3HAK (OHU TIOJOKUTEIbHbBIE, HO, KAaK MBI YK€
TOBOPDUJTM paHee, He WMeeT 3HaUYeHUs, Kakoe HallpaBjeHde yKa3bIBaeT
cTpesika). TO O3HAYAET, YTO CYNIECTBYET OOIIasi KOPPEJISIIIS MEKIY BCEMU
npu3HakaMu. BHICOKMM 3HAYE€HUSIM OHOTO IpHU3HaKa OYAYT COOTBETCTBOBATH
BBICOKME 3HAueHWs OCTaJbHBIX TIPU3HAKOB. Bo BTOpoll KOMIIOHEHTE
K09 PUIMEHThI TPU3HAKOB MMeE0T pasHble 3Hakn. O6e KOMIIOHEHTHI
BKJtoUatoT Bce 30 mpusHakoB. CMelnBaHue BceX MMPU3HAKOB — 3TO KaK Pa3
TO, UTO YCJOXKHSIET UHTePIIPeTaInio oceil Ha puc. 3.6.

MeToA «cobcTBEeHHbIX ALY (eigenfaces) AASI BLIAEAEHNST XapaKTepucTuK
Emte onno npumenenune PCA, 0 KOTOpOM MbI y:Ke YIIOMUHAJIW PaHee, — 3TO
BbIJle/IEHUE TIPU3HAKOB. Ijes, Jiexkaliass B OCHOBE BbIIEJIEHUs IIPU3HAKOB,
3aKJII0YAETCS B MOMCKE HOBOTO IIPEACTABJIEHUs JaHHBIX, KOTOPOE B OTJIHYLE
OT MCXOAHOTO JIydllle MOAXOAMT i aHaiu3a. OTIWYHBIA [IpUMeED,
IIOKa3bIBAIOIIMIA, YTO BbIJE/JI€HHE HMPU3HAKOB MOKET ObITh II0JIE3HO, — 9TO
pabora ¢ uszoOpaxkeHHAMHU. V300paskeHUs COCTOAT W3 IMUKCeael, OObIYHO
XpPaHAIIMUXCI B BHUAE WHTEHCHMBHOCTEH KpPacHOH, 3€JeHOH ¥ CHUHEl
cocrapysiomux 1nsera (RGB). O0bekTbl B M300pakeHUSX, KaK IIPaBIUIIO,
COCTOST M3 THICSY IUKCEeJIeH U JIUIIb BCE BMECTE 9TU IIMKCEIN IIPUOOPeTaoT
CMBICJL.

Mbl [puBeZEM OYeHb IIPOCTOI HPUMEDP TOr0, Kak MOYKHO I[IPUMEHUTDH
BbIJIe/IEHUE TTPU3HAKOB K m300paxkeHusiM ¢ momoinbio PCA. [l aToro Ml
Bocrosibayemcst Habopom manubix Labeled Faces in the Wild. 9rtor Habop
JTaHHBIX COAEPKUT M300paKeHUsT JIAIl 3HAMEHUTOCTEH, 3arpysKeHHBIX W3
VHrepHeTa, W BKJIO4YaeT B cebs JUIa IOJUTHKOB, IEBIOB, aKTEPOB U
cmoprcmenos ¢ Hadasia 2000-x rogos. Mbl mpeobpasyem atu dororpadun B
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OTTEHKU CEpPOro, a TaKKe YMEHbBIINM X JJIsT 6ojiee ObicTpoil 06paboTKu. B
MOJKETe YBHUIETh HEKOTOPbIe N300pakeHus Ha puc. 3.7

In[21]:

from sklearn.datasets import fetch_lfw_people

people = fetch_lfw_people(min_faces_per_person=20, resize=0.7)
image_shape = people.images[0].shape

fix, axes = plt.subplots(2, 5, figsize=(15, 8),
subplot_kw={'xticks': (), 'yticks': (O})
for target, image, ax in zip(people.target, people.images, axes.ravel()):
ax.imshow(image)
ax.set_title(people.target_names[target])

Winona Ryder Jean Chretien Carlos Menem Alvaro Uribe

George Robertson

Puc. 3.7 HekoTopble nsobpaxeHus n3 Habopa gaHHbix Labeled Faces in the Wild

[Tomyuaem 3023 wm3obpakenust pasmepom 87 x 65 mnuKcenei,
npuHajiexkaie 62 pa3jIuuyHbIM JIOSIM:
In[22]:

print("dopma maccuea nsobpaxenun any: {}".format(people.images.shape))
print("konnyecTtBo knaccoe: {}".format(len(people.target_names)))

out[22]:
dopma MaccuBa m3obpaxenuit auy: (3023, 87, 65)
KOANYeCTBO KJIacCcoB: 62

OpnnHako naHHble HEMHOTO aCUMMETPUYHbBI. Kak BbI MOXKeTe 3/1eCh YBU/IETb,
OH COJEPKUT OOJIbIOE Koan4IecTBO n3obpaskennii [xopaka byma n Komnna
[Tayssna:
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In[23]:

# BbIYNC/IAEM YACTOTY BCTPEYAEMOCTH KAX[Oro OTBETA

counts = np.bincount(people.target)

# neyaraem 4yacTtoTe PAJOM C OTBETAMU

for 1, (count, name) in enumerate(zip(counts, people.target_names)):
print("{0:25} {1:3}".format(name, count), end=' ')

if (1 +1) %3 ==0:

print()

Oout[23]:

Alejandro Toledo 39 Alvaro Uribe 35 Amelie Mauresmo 21
Andre Agassi 36 Angelina Jolie 20 Ariel Sharon 77
Arnold Schwarzenegger 42 Atal Bihari Vajpayee 24 Bill Clinton 29
Carlos Menem 21 Colin Powell 236 David Beckham 31
Donald Rumsfeld 121 George Robertson 22 George W Bush 530
Gerhard Schroeder 109 Gloria Macapagal Arroyo 44 Gray Davis 26
Guillermo Coria 30 Hamid Karzai 22 Hans Blix 39
Hugo Chavez 71 Igor Ivanov 20 Jack Straw 28
Jacques Chirac 52 Jean Chretien 55 Jennifer Aniston 21
Jennifer Capriati 42 Jennifer Lopez 21 Jeremy Greenstock 24
Jiang Zemin 20 John Ashcroft 53 John Negroponte 31
Jose Maria Aznar 23 Juan Carlos Ferrero 28 Junichiro Koizumi 60
Kofi Annan 32 Laura Bush 41 Lindsay Davenport 22
Lleyton Hewitt 41 Luiz Inacio Lula da Silva 48 Mahmoud Abbas 29
Megawati Sukarnoputri 33 Michael Bloomberg 20 Naomi Watts 22
Nestor Kirchner 37 Paul Bremer 20 Pete Sampras 22
Recep Tayyip Erdogan 30 Ricardo Lagos 27 Roh Moo-hyun 32
Rudolph Giuliani 26 Saddam Hussein 23 Serena Williams 52
Silvio Berlusconi 33 Tiger Woods 23 Tom Daschle 25
Tom Ridge 33 Tony Blair 144 Vicente Fox 32
Vladimir Putin 49 Winona Ryder 24

YT0ObI JaHHBIE CTATN MEHee aCHMMETPUYHBIMHE, MbI OyIeM pacCMaTPUBATh
He Oomee 50 1/1306pa>1<eH1/11‘/’1 KaXXI0T0 4YeJIOBEKa (B IIPpOTUBHOM CJy4ae
BbIJEJ€HHUE IIPHU3HAKOB 6yH€T IIeperpyKeno OOJIBIIIUM  KOJIMYECTBOM
usobpaskeruii J[sxopmka Byima):
In[24]:
mask = np.zeros(people.target.shape, dtype=np.bool)

for target in np.unique(people.target):
mask[np.where(people.target == target)[0][:50]] = 1

people.data[mask]
people.target[mask]

X_people
y_people

# 4na nosayvyeHna 60/bueri CTabuIbHOCTU MACWTAIOUPYEM WKAJTy OTTEHKOB CEPOro Tak, YTOObl 3HAYEHUA
# 6o B gnanasoHe or 0 fo 1 BMECTO MCMOJIb30BAHMA WKAEJbl 3Ha4YeHmi ot O go 255
X_people = X_people / 255.

O6miag 3a/a4a paco3HaBaHKU JIUI] 3aKII09A€TCA B TOM, YTOOBI CIIPOCHUTD,
He IIPUHAIJIEKUT U He3HAKOMOe (POTO yKe M3BECTHOMY YeJOBEKY U3 Gasbl
nannpix. OHa UOpUMEHSETCS NpPHU  COCTaBIEHUM  (POTOKOJUIEKIMH, B
COIMAJIbHBIX CEeTSIX W Iporpammax obecriedenuss OesonacHoctu. OuH 13
criocoO0OB  pelleHns  3TOM  3ajaud  3aKJII0Yaercs B [TOCTPOEHUH
KiaccuuKatopa, B KOTOPOM KaKAbIl YE€JIOBEK IpejcTaBser coOOoi
oTenbHbIN Knace. OnHako n300paxkeHnns, 3alcaiible B 0asax JUI[, OObIYHO
PUHAIIEKAT OOJIBIIOMY KOJUYECTBY CAMbIX Pa3/JUYHbIX JIOAEH U IIPU STOM
oderb Maso (pororpaduii NpUHALIEKAT OZHOMY U TOMY Ke 4eJI0BeKY (TO eCThb
OYeHb MaJIO OOyYaloNMX IIPUMEPOB, IPUHALJIEKANMX OZHOMY Kiaccy). [l
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OOJIPIITMHCTBA KJIACCU(UKATOPOB 3TO IMpeacTaBisier mpodbiaeMmy. Kpome toro,
yacto HeoOXxoamMo 100aBuTh (oTorpaduu HOBBIX JIHOAEH, HMPU ITOM He
nepecTpanBasi 3aHOBO OTPOMHYIO MO/JI€JIb.

CamMoe mpocToe pellleHMe — HUCIOJb30BaTh KJaacCU(UKATOP OIHOTO
OMVDKalIero  cocefa, KOTOPBIM — WIET JIAIO, Hambojee CXoxkee C
KJIacCUDUIMPYEMbIM. JTOT KjaaccuPUKATOP B MPUHIUIE MOXKET paboTaTh
TOJIBKO C OZHMM OO0yYalollMM IPUMEPOM B Kjacce. JlaBaiiTe mOCMOTpHM,
HACKOJIbKO XOpoIIo 31ech cpaboraer KNeighborsClassifier:

In[25]:
from import KNeighborsClassifier
# pazbuBaem faHHbIE Ha O06YYawumi M TECTOBbINI HAbOPbI
X_train, X_test, y_train, y_test = train_test_split(
X_people, y_people, stratify=y_people, random_state=0)
# ctpoum KNeighborsClassifier ¢ ogunm cocegom
knn = KNeighborsClassifier(n_neighbors=1)
knn.fit(X_train, y_train)
print("MpaBuibHoCTb Ha TecToBoM Habope ana 1-nn: {:.2f}".format(knn.score(X_test, y_test)))

Out[25]:
MpaBuUNLHOCTbL Ha TecToBoM Habope ana 1-nn: 0.27

Mpbr moryyaeM mpaBuJbHOCTh 26.6%, Ha caMoM jiejie 9TO HETJIOXO JJIS
KJaccupuKaIMoOHHON 3a/1aun ¢ 62 kaaccamu (caydaiiHoe yTaJlbiBaHUE JAacT
BaM IIpaBWJIbHOCTH OKojo 1/62 = 1.61%), HO u He Tak BeJnKo. MbI
IIPABUJIBHO pACIIO3HAEM JIMIIh KayKI0€ YeTBEpTOe N300paskeHne YeI0BeKa.

N Bor umenno 3znech npumensiercss PCA. Bolunciienune paccTossHuil B
HCXOMHOM ITMKCEJIbHOM IIPOCTPAHCTBE — JOBOJIBHO HEYJAYHbIIH CI10cob
M3MEPUTD CXOICTBO MeXAy Juilamu. Vcnomb3yst muKceabHOE Mpe/iCTaBIeHue
JISL COTIOCTABJIEHHS IBYX M300paKeHMI, Mbl CPaBHUBAEM 3HAUEHHE KasKOrO
OTZIeJIHOTO THKCeJs 10 TIKaje Trpajalliii ceporo co 3HaYeHWeM TUKCead B
COOTBETCTBYIOIIEM ITOJIOKEHNH Ha [PYrOM H300paskeHNN. DTO IPEeACTaBICHIE
JIOBOJIBHO CHJIBHO OTJIMYAETCS OT MHTEPIIPETAIU M300paskeHUil JINIT JIFO[bMU
1 KpaliHe TPY/JHO BbIIEJUTh XapaKTePUCTUKHU JIUIIA C UCIIOJIb30BAaHUEM 3TOTO
MCXOMHOTO TIpesicTaBieHus. Hampumep, wncnoib3oBaHWe MHUKCEJIbHBIX
pacCTOSTHUI O3HauaeT, 4YTO CMelleHWe JHulla Ha OJWH ITUKCeIb BIIPABO
COOTBETCTBYeT PE3KOMY W3MEHEHUI0, [aloleMy COBEPIIEeHHO JIpyroe
npejicTaBieHre JaHHbIX. MBI paccuyuMThiBaeM Ha TO, YTO UCIIOJIb30BaHUE
pPacCTOSIHUI BJIOJIb TJIABHBIX KOMIIOHEHT MOMKET YJIYYIIUTb MPAaBUJIbHOCTD.
3aech Mbl Bocniosbayemest oniueil PCA BoroernBarme (whitening), kotopast
npeobpa3yeT KOMIIOHEHTBHI K OJHOMY M TOMy ke Macirrtaby. Ormepaius
BbIOETMBAaHUS ~ aHAJOTHYHA  TIpuMeHeHHIO  StandardScaler  mocie
npeobpasoBanus. IIOBTOPHO KCIIOIB3Ys JaHHbIE, IPUBEIEHHbIE Ha puc. 3.3,
BbIOETIMBaHIE HE TOJBKO IMOBOPAYMBAET JaHHBIE, HO M MAaCIITaOMPyeT MX
TakuM 00pa3oM, 4YTOOBI I[EHTPaJbHBIIN rpaduK IPEACTaBIsAa  coOOM
OKPY>KHOCTb BMeCTO aJjiurica (cMm. puc. 3.8):
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In[26]:
mglearn.plots.plot_pca_whitening()

McxoaHble AaHHble BbibeneHHble AaHHble
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xapakTepucTtmka 1 MepBas rnaBHas KOMMOHEHTA

Puc. 3.8 NpeobpasoBaHne AaHHbIX C UCNOSb30BaHWEM BbiGeNBaHMS

Mbr moaroHsieM 00beKT PCA Ha 00ydaloInuX JaHHBIX W U3BJIEKAEM IePBbIE
100 rTaBHBIX KOMITOHEHT. 3aTeM MbI IpeobpasyeM 0oOydaroniue U TeCTOBbIE
JTAHHDBIE:

In[27]:
pca = PCA(n_components=100, whiten=True, random_state=0).fit(X_train)

X_train_pca = pca.transform(X_train)
X_test_pca = pca.transform(X_test)

print("obyuawuve aaHHble nocne PCA: {}".format(X_train_pca.shape))

out[27]:
obyyvawumne aaHHble nocne PCA: (1537, 100)

Hosbie nannbie copepskat 100 HOBBIX NpusHakos, nepsbie 100 riaBHBIX
KOMIIOHEHT. TeHepb MbI MOJKEM HCIIOJIb30BaTb HOBOE€ IIPE/ACTaBJIEHUE, ‘-ITO6I)I
K]IaCCI/ICI)I/IHI/IpOBaTI) Hallaun I/1306pa>K€HI/IH, HCITIOJIb3y A KJIaCCI/I(bI/IKaTOp OIHOTI'O
OJIzKaiIero coceja:

In[28]:
knn = KNeighborsClassifier(n_neighbors=1)

knn.fit(X_train_pca, y_train)
print("MpasunbHocTb Ha TecToBoM Habope: {:.2f}".format(knn.score(X_test_pca, y_test)))

Out[28]:
MpaBuJbHOCTL H3 TecToBOM Habope: 0.36

Harra npaBuIbHOCTD yJIydIInIach BecbMa 3HAUUTENbHO, ¢ 26.6% 10 35.7%,
9TO MOJATBEPKJAeT Hallle IPeAIOJ0KEeHNe O TOM, YTO IJIaBHble KOMIIOHEHTBI

MOI'YT [1aTb Jiydniee 1npeacTaBJeHUE JaHHbIX.
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Pabortast ¢ u300paKeHUSIMU, MbI MOJKEM JIETKO BU3YaJU3UPOBATDH
HaliJleHHble  TJaBHbIe  KOMIIOHEHTBL.  BCIMOMHWM, 9YTO  KOMIIOHEHTBI
COOTBETCTBYIOT  HAMpaBJIEHUSIM B  TPOCTPAHCTBE BXOAHBIX JIAHHBIX.
[ITpocTpaHCTBO BXOAHBIX MaHHBIX 37IECH TIPEACTABIsIET cOO0M N300paskeHusT B
rpaJIallisIX Ceporo pa3mMepoM 87x65 THKcelel, T03TOMY HallPaBJIEHWsST BHYTPU
HTOTO MPOCTPAHCTBA TaKJKe SIBJSIIOTCS M300PaKEHUSIMU B TPAIAIUSX CEPOTO
pasmepoMm 87x65 muKceseii.

JlaBaliTe MOCMOTPUM Ha TE€PBble HECKOJIBKO TJIABHBIX KOMIIOHEHT (pHC.

3.9):

In[29]:
print("dopma pca.components_: {}".format(pca.components_.shape))

Out[29]:
dopma pca.components_: (100, 5655)

In[30]:
fix, axes = plt.subplots(3, 5, figsize=(15, 12),
subplot_kw={"'xticks': (), 'yticks': ()})
for 1, (component, ax) in enumerate(zip(pca.components_, axes.ravel())):
ax.imshow(component.reshape(image_shape),
cmap="'viridis')
ax.set_title("{}. component".format((i + 1)))

HecmoTpsgs Ha TO 4YTO MbI, KOHEYHO, HE CMOKeM TIIOHSTb BeCh
COZIEPKATEJIBHBIN CMBICJI 3TUX KOMIIOHEHT, Mbl MOKEM [I0raJlaTbCsd, KaKue
XapaKTePUCTUKNA  M300paskeHWil i OBbLIM  BBIAEJIEHBI  HEKOTOPBIMUI
KoMIoHeHTamu. Iloxoske, 9TO TIepBasi KOMIIOHEHTa TJIABHBIM 00pa3oM
KOJIMPYET KOHTPACT MEXKIY JUIIOM U (POHOM, a BTOpPasi KOMIIOHEHTa KOJAUPYeT
pas3Jjinuusl B OCBEIIEHHOCTU MEXK/y IPaBOil 1 JIeBOI MOJIOBUHAMU JIMIIA U T.JI.
XOoTs 3TO TpeJCcTaBJeHWe JaHHBbIX B OTJUYUE OT WCXOAHBIX 3HAYEHUU
MUKCeJeld HEMHOTO cojiep;KaTesibHee, OHO TO-TIPEeKHEMY BeCbMa JIaJieKO OT
TOTO, KaK 4YeJoBeK IMPUBBIK BOoclpuHUMATh Juilo. Ilockoabky mozenb PCA
OCHOBaHa Ha IMUKCEJISX, BBIPABHUBaHKE N300paskeHns Juia (II0JI0KEHMS T1a3,
mo00poAKa M HOCA) M OCBEHIEHHOCTh OKa3bIBAIOT CUJIBHOE BJIUSHUE Ha
CTeIleHb CXOJCTBA JBYX IHMKCEIbHBIX M300paxkeHuii. OHaKO BhIpaBHUBaHUE
U OCBEIIEHHOCTh, BEPOSITHO, OYAYT COBCEM HE TeMH XapaKTePUCTUKAMHU,
KOTOpbIE YeJIOBEeK OyIeT BOCIPUHUMATh B IEepBYIO ouepenb. Korma mozmeit
IPOCAT OIEHUTh CXOACTBO MEXKAY JHUIAMH, OHU B OOJbIIEH CTEHeHH
PYKOBOJICTBYIOTCSI TAKUMHU TIPU3HAKAMHU, KAK BO3PACT, I10JI, BbIPAKEHUE JTUIIA
U IMPUYECKa, TO €CTh MPU3HAKaMU, KOTOPbIE€ TPYAHO BBIJEJUTH, UCXOMSI U3
WHTEHCUBHOCTEN NuKcesiell. BakHO MMOMHUTD, YTO, KaK IPaBUJIO, aJITOPUTMBbI
B OTJIMYKE OT YesJ0BeKa MHTEPIPETUPYIOT JaHHbIe (B YACTHOCTHU, BU3yaJibHbIE
JaHHbIE, HAIPUMep, M300paskeHUs TOMYJSIPHBIX JIOJEi) COBEPIIEHHO II0-

NIPYTOMY.
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1. component 2. component 3. component 4. component 5. component

”™N

6. component 7. component 8, component 9. component 10. component

12. component 13. component 14, component 15. component

L))

Puc. 3.9 Co6cTBEHHbIE BEKTOPBI NEpBbIX 15 KOMNOHEHT Anga Habopa nuy

Bnpouem, maBaliTe BepHeMCS K KOHKPETHOMY CJIy4alO MCIIOJIb30BAaHUSI
PCA. MbI kpaTko pacckasanu o npeobpasosanun PCA kak criocobe moBopora
MAHHBIX C TIOCJTEMYIONIUM y/aJleHueM KOMIIOHEHT, WMEIOIMNX HU3KYIO
micreperio. Eme ofHa moJie3Hast MHTEPIIpeTas 3aKII04aeTCss B TOM, YTOOBI
MOTBITATHCS BBIUUCIUTL 3HAUEHWST HOBBIX IMPU3HAKOB, IMOJyYeHHBIE ITOCTIE
nosopora PCA, takuM 06pa3oM, Mbl MOKEM 3aIlicaTh TECTOBbIE TOUKU B BHUJIE
B3BEIIEHHON CYMMBI IJTaBHBIX KOMITIOHEHT (cM. puc. 3.10).

Puc. 3.10 CxemaTtunyeckoe nsobpaxeHme PCA, ocyLlecTBASIOLLErO pasoxXeHune
n3o06paxxeHnsa Ha B3BELLEHHYKO CYMMY KOMMOHEHT
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31eCh x,, x, U T.JI. ABISAIOTCSA KO3(PUIMeHTaMU TJIaBHBIX KOMIIOHEHT LIS

KOHKPETHOI TOYKM JaHHBIX, APYTUMM CJIOBAaMH, OHU IIPEICTABJISIOT COOOM
n300paskeHrie B HOBOM IIPOCTPAHCTBE, ITOJIYYEHHOM B Pe3yJIbTaTe BpallleHuUs.

Eute oun criocob moHATh, 4To genaeT Mojenb PCA — peKOHCTPYyHpOBaTh
MCXO/IHbIE JTaHHbBIE, MCITOJIb3Ys JIMITh HEKOTOPble KOMIIOHEHThI. Ha TpeTbem
rpaduke puc. 3.3 Mbl yAaJTWUJIN BTOPYIO KOMIIOHEHTY, 3aT€éM Mbl OTMEHUJIN
BpailleHne u 100aBUIn 0OpaTHO cpeHee 3HAYEHUE, YTOOBI MOJYUNTh HOBBIE
TOYKM B MCXOJHOM ITPOCTPAHCTBE C YJAJIEHHONW BTOPOW KOMITOHEHTOM, Kak
MIOKa3aHo Ha TmocaefaHeM rpaduke puc. 3.3. Mbl MOXKeM BbIIOJHUTD
aHaJIOTMYHOE IpeoOpasoBaHue I JIAI[, COKPAaTUB JaHHbIE 3a CYeT
HICITOJIb30BAHUS JIUIITb HEKOTOPHIX IJTAaBHBIX KOMIIOHEHT W BEPHYBIINCH 3aTEM
B MCXOJHOE TPOCTPAHCTBO. JTO BO3BpallleHWe B TPOCTPAHCTBO MCXOIHBIX
MIPU3HAKOB MOKHO BBITIOJTHUTH C TIOMOIIbIO MeToza inverse_transform.
31ech Mbl BU3YaTU3UPYEM pPe3yJabTaTbl PEKOHCTPYKIIMU HEKOTOPBIX JIMII,
ucroandys 10, 50, 100, 500 u 2000 kommonent (puc. 3.11):

In[32]:
mglearn.plots.plot_pca_faces(X_train, X_test, image_shape)

original image 10 components 50 components 100 components 500 components

Puc. 3.11 PekoHCTpyKLMS Tpex n3obpaxeHui nmua ¢ NOMOLLbIO MOCTENEHHOMO
yBEINMYEeHNs Yyncna rnaBHbIX KOMMOHEHT
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Bbl MoxeTe yBuUIETh, UYTO, KOTJla MbI HCIIOJIb3yeM JHIIb TepBbie 10
[JIABHBIX KOMIIOHEHT, (PMKCUPYETCs JIMIh O0IIast CyTh KapTUHKH, HAIIPUMeED,
OpMeHTaIlusI JuIla W OcBelleHHOCTh. [lo Mepe yBeawmdyeHUsT KOJIMYECTBA
HCIIOJIb3YEMBIX KOMIIOHEHT COXpaHsIeTCsT Bce OOJIbIIe JeTajieil n300paskeHusl.
ITO COOTBETCTBYET BKJIIOYEHUIO OOJIBIIErO YNCAA CJIaraeéMbIX B CYMMY,
nokaszaHHyto Ha puc. 3.10. Vcnosb3oBanue uyncia KOMIIOHEHT, PABHOTO YUCITY
UMEIOIINXCS  TUKCeMel, O3Hauaao OBI, YTO MbI, OCYIIECTBHUB IIOBOPOT,
COXpPaHUJM BCIO WHMOPMAIIUIO M MOXKEM WIeaTbHO PEKOHCTPYUPOBATh
n300paKeHue.

Kpome Toro, Ml MoxkeM nipumeHuTb PCA 1151 Budyanusaninu Bcex JIHIL
Habopa Ha [uarpaMMe pacCCEsTHUS, BOCIIOJIb30BABINNCH IIEPBBIMU BYMSI
rJaBHBIMU KoMIIOHeHTamu (puc. 3.12). [l 3TOro Mbl BBIZIEJIUM KJIACCHI,
COOTBETCTBYIOIIHE JUIIAM, C TIOMOIIBIO OIIPe/eJIeHHOTO IiBeTa U (POpMBbI
(aHAJIOTMYHO TOMY, 4TO JAeJIaJIN st Habopa JaHHBIX Cancer):

In[33]:

mglearn.discrete_scatter(X_train_pca[:, 0], X_train_pca[:, 1], y_train)
plt.xlabel("MepBas rnaBHaa KomrnoHeHTa")

plt.ylabel("BTopas rnaBHaa KomrnoHeHTa")

4 T T T T T T T

BTopas rnaBHaf KOMNOHEHTa

lNepeaA rNaeHas KOMMNoOHEHTA

Puc. 3.12 [Inarpamma paccesHusa gns Habopa nuvu, ncnonb3ytoLas nepsble ABe
rmaBHblE KOMMOHEHTBI (CM. puc. 3.5 C COOTBETCTBYOLLMM U306paxeHnem ang Habopa
AaHHbIX cancer)

3 puc. BUAHO, KOTZa MbI KCIOJIb3YE€M JIMINIb IEpPBble JBE IJIABHbIE
KOMIIOHEHTBI, BC€ JaHHbIE MPEJCTABISAIOT COOOH IIPOCTO OJHO OOJIBIIOE
CKOILIEHUE JAaHHBIX 0€3 BMIMMOIO pasjesieHus: kjiaccoB. JlaHHblii (axT
HeyAUBUTEJIEH, YIUThIBAs, UTO JaKe [IPKU UCIIOIb30BaHun 10 KOMIOHEHT, Kak
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y:ke ObL1o mokasaHo panee Ha puc. 3.11, PCA ¢dukcupyer cambie obiue
XapaKTePUCTUKU JINTI.

DaxTopuzanusi HEOTPUIIATEJbHBIX MATPUIl — elle OAWH aJTOPUTM
MAIIMHHOTO 00y4YeHMsT 6e3 YUUTes, 1[ejib KOTOPOrO — BBIAEIUTH MTOJIE3HBIE
xapaktepuctuku. OH pabortaer Tak ke, kak PCA, a Takike €ro MOKHO
MCII0JIb30BaTh /I yMeHbllleHus padMepHocTu. Kak u B8 PCA, mMbI nibiTaemcs
3amucaTh KaKAyl0 TOUKY JaHHBIX B BHU/I€ B3BEIIEHHOU CYMMBbI HEKOTOPBIX
KOMITOHEHTOB, Kak 1okazaHo Ha puc. 3.10. Ognako, eciu B PCA Ham HYKHO
MOJIYYUTh OPTOTOHAJbHBIE KOMITOHEHTBI, OODBSICHSIONINE MaKCUMATHHO
BO3MOKHYIO JIOJII0 JUCIEPCUM JaHHBIX, TO B NMF Ham HyXHO MOJIy4YHUTH
HeoTpUIlaTeJbHble KOMIIOHEHTbI U KO3((UIMEHThl, TO €CTb HaM HYKHbI
KOMIIOHEHTBI ¥ KO3(h(DUIIMEHTDI, KOTOPbIE OOJIbIIe I PaBHBI HyJI0. [loaTomy
9TOT METOJI MOKET OBITh IPUMEHEH TOJbKO K TeM JaHHBIM, B KOTOPBIX
XapaKTePUCTUKU  MMEIOT  HEeOTpHUIlaTeJbHble  3HAYEHUS,  ITOCKOJbKY
HeOTpUIlaTebHAs CYMMa HEOTPHUIATENbHBIX KOMIIOHEHTOB HE MOKET OBITh
OTpHUIATEIbHOM.

[Iporiecc pasyoxkeHust JaHHBIX Ha HEOTPUIIATEIbHYIO B3BEIIEHHYIO CYMMY
0CcOOEHHO TT0JIe3€H JIJIsT JAHHBIX, CO3/[aHHBIX B pe3yJbTate 0ObeamHeHnsT (I
HAQJIOKEHUSI)  HECKOJIbKMX  HEe3aBUCHUMBIX  HWCTOYHUKOB,  HallpUMep,
ayJIMOTPEKOB C TOJOCAMHM HECKOJBKHUX JIIOAEH, MYy3BIKH C OOJIBIINM
KOJIMYEeCTBOM WHCTPyMeHTOB. B Takmx curyammax NMFE moxker naiitn
HCXOHbIE KOMITOHEHTBI, KOTOPbIE JIE’KaT B OCHOBe 00beIMHEHHBIX JaHHbIX. B
rieiom NMF mosBosisier mosyunth Oojiee nHTEpIpeTabeabHble KOMIOHEHTHI,
yeM PCA, 10CKOJIbKY OTpuUIlaTeIbHble KOMITOHEHThI 1 KO3((MUITUEHTbI MOTYT
NpUBECTU K MOJIy4YEHUTO TPYAHBIX IS WHTepIpeTaumn
B3arMOKOMITeHCHPYIoImux addextoB. Harpumep, cobcTBeHHbIE JIMIA HA PHLC.
3.9, conepKaT Kak MOJOKUTETbHbIEe, TaK U OTPUIlaTeIbHble XapaKTePUCTUKU,
1, Kak Mbl yke yrnomuHasu B omucanuu PCA, 3Haku uMmeroT (akTuuecku
IpousBoJIbHEI Xapakrep. Ilepex tem, kak nmpuMenuts NMF k #Habopy i,
JlaBaiiTe 3aHOBO ITOCMOTPUM Ha HAlllM CUHTETUYECKUe JJaHHbIE.

[NpnmMmeHeHne NMF K CUHTeTUYeCKUM AGHHBLIM

B ormmune or PCA, urobbr npumennthb NMF K gaHHBIM, MbI J[OJIKHBI
yOemInuThCs, YTO OHM MMEIOT IOJIOKUTEIbHbIE 3HAUYEHUsI. JTO O3HAYAET, YTO
nng NMF pacriosioxkeHre TaHHBIX OTHOCUTENTbHO Havasa koopauHat (0, 0)
nMeeT peajibHoe 3HaueHue. IloaToMy u3BIeKaemMble HeOoTpuUIlaTeIbHbBIE
KOMITOHEHTBI MOKHO IIPeJCTaBUTh B BHJIe HAIPaBJIE€HWU, BBIXOASIINX M3
Hauvajsia koopauHat (0, 0) Kk 1aHHBIM.
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Chnenytoniuii nipumep (puc. 3-13) mokasbiBaeT pe3yJsibTaTbl TPUMEHEHUS
NMF k 1ByMepHbIM CUHTETUYECKUM JTaHHBIM:

In[34]:
mglearn.plots.plot_nmf_illustration()

NMF c aBymA KOMNOHeHTaMuM NMF c oaHO KOMNOHEHTOM

12 12

10 -

1
XapaKTepucTuKa 2

(=]

:

XapaKTepucTuka 2
(=]
.

0 | 1 1 | Il (4] L | 1 L L
0 2 4 6 8 10 12 0 2 4 6 8 10 12

XapaKTepucTmka 1 XapakTepuctuka 1

Puc. 3.13 KOMMNOHeHTbI, HangeHHble B pesyrbTate pakropmsaumm HeoTpuLaTesibHbIX
MaTpuL, ¢ ABYMSI KOMMOHEHTamMu (crnesa) u
O[HOW KOMMOHEHTOW (cnpasa)

g NMF ¢ nBymst komrioneHTamu (rpaduk cieBa) sSCHO, YTO BCe TOUKU
JTaHHBIX MOKHO 3arucaTh B BHje KOMOWHAIIMU IOJIOKUTENbHBIX 3HAUEHUN
9TUX JIBYX KOMIIOHEHT. Eciin KojimuecTBa KOMIIOHEHT JIOCTATOYHO JIJIsI TOTO,
9TOOBI MTOJIHOCTBIO PEKOHCTPYHMPOBATh JaHHBbIE (KOJMYECTBO KOMITOHEHT
COBIIQJIaeT C KOJMYECTBOM XapaKTEPUCTHK), aJTOPUTM OyaeT BbIOMpATh
HaIpaBJIeHUS], YKa3bIBAOIIME HA 3KCTPEeMaJIbHble 3HAYEHUS JaHHbIX.

[Ipu wucnonb3oBaHUM JUIIL OJHOM KoMIoOHeHThI NMF  Bbijesser
KOMIIOHEHTY, KOTOpasd yKa3blBaeT Ha cpejiHee 3HaYeHNe KaK 3HayeHue, Jydliie
BCero oObsicHsIONIee AaHHbie. Buano, yto B orimune or PCA ymeHbIneHne
YyucJia KOMIIOHEHT y/laisieT He TOJIbKO HEKOTOPble HallpaBJIeHHUsI, HO U CO3/1aeT
coBepIeHHo apyroit Habop KommoneHT! Kpome toro, kommnonentsr NMF He
YIIOPSIIOYEHBI KaKUM-JTHUO0 OTpeie;IeHHbBIM 00pa3oM, MOITOMY 3/eCh HET
TAKOTO TIOHATHUS, KaK <«IlepBasi HeoTpUIlaTeJbHAs KOMIIOHEHTa»: BCe
KOMIIOHEHTBI UTPAIOT OJIMHAKOBYIO POJIb.

NMF wucnomp3yer caydyaHylo WHUIMAIU3ANUIO, T03TOMY Ppa3HbIe
CTApTOBble 3HAUYEHUS JAlOT pa3jnyHble pe3yJbTaTbhl. B  OTHOCUTEIbHO
INPOCTBIX  cJaydyasgx (Halnpumep, CUHTETUYeCcKue JlaHHble C  JByMs
KOMIIOHEHTaMM ), T/le BCe JaHHbIE MOKHO IIPEKPACHO OOBSICHUTD, CIYYAHOCTD
MaJIO BJIMSIeT Ha Pe3yJbTaT (XOTS OHAa MOKET W3MEHUTb TOPSJOK WJn
Mmacmitab KOMITOHEHT). B 0ojiee CIOKHBIX CHUTYyalMsIX WCIOJIb30BaHUE
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pa3/IM4YHbIX cnyqaﬁanc 3HAUYEHUI MOKeT InIpuBeCTn K paluKaJIbHbIM
N3MEHEHUAM.

[NpnmeHeHne NMF K n3obpaxeHnsim AnLL
Teneps maBaiite mpumennmM NMF k nHabopy mannbix Labeled Faces in the
Wild, kortopsrit Mbr ucnosb3oBaau patee. OcHoHoir mapamerp NMF —
KOJIMYECTBO  W3BJEKAaeMbIX KOMIIOHEHT. Kak mpaBujo, KOJMYECTBO
M3BJIEKAeMbIX KOMIIOHEHT MeHbIIle KOJTUYeCTBAa BXOJHBIX XapaKTePUCTHUK (B
IIPOTUBHOM CJIy4ae, JaHHbIE MOKHO OObSICHUTD, IIPEACTABUB KasK/IbIil THKCE/Ih
OT/IETbHOU KOMITOHEHTOW ).

Bo-miepBbIX, maBaiiTe BBISICHUM, KaK KOJWYECTBO KOMIIOHEHT BJIMSIET Ha
KayeCcTBO BOCCTAaHOBJIEHUS JaHHBIX ¢ TToMolbio NMF (puc. 3.14):

In[35]:
mglearn.plots.plot_nmf_faces(X_train, X_test, image_shape)

original image 10 components 50 components 100 components

Puc. 3.14 PekoHCTpyKLMSA TpeX M300paxeHnn nmua ¢ MOMOLLbIO MOCTENEHHOMO
yBEeIIMYEeHNs Yncna KOMMOHEHT

500 components
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KauectBo 06paTHO MpeoOpa3soBaHHBIX JaHHBIX AHAJOTMYHO KadecTBY,
nosydyeHHoMmy ¢ niomolbio PCA, HO HeMHOro Xyske. ITO BIIOJHO OKHUJAE€MO,
nockonbky PCA HaxoauT onTuMasbHble HaIlpaBJIe€HWS C TOYKWA 3PEHUS
pekoHCTpyKIMU faHHbIX. NMF ke, Kak mpaBuio, UCHOIb3yeTcs He M3-3a
CBOEH CIIOCOOHOCTY PEKOHCTPYUPOBATh MJIU IIPEACTAB/IATH JaHHbIE, a CKOpPee
113-3a TOTO, 9YTO TIO3BOJISIET HAXOAUTH MHTEPeCHbIe 3aKOHOMEPHOCTU B JAHHBIX.

Jlas Hayasja maBaiiTe mMOmpoOyeM M3BJI€Yb JIMIIh HECKOJBKO KOMIIOHEHT
(ckaxem, 15). Puc. 3.15 moka3biBaeT pe3yJibTar:

In[36]:

from import NMF

nmf = NMF(n_components=15, random_state=0)
nmf.fit(X_train)

X_train_nmf = nmf.transform(X_train)
X_test_nmf = nmf.transform(X_test)

fix, axes = plt.subplots(3, 5, figsize=(15, 12),
subplot_kw={'xticks': (), 'yticks': (O})
for 1, (component, ax) in enumerate(zip(nmf.components_, axes.ravel())):
ax.imshow(component.reshape(image_shape))
ax.set_title("{}. component".format(i))
4. component

0. component 3. component

-

1. component 2. component

5. component 6. component 7. component 8. component 9. component

10. component 11. component 12. component 13, component 14. component

Puc. 3.15 KomnoHeHThbl, HangeHHble NMF ans Habopa nuy
(ucnonb3oBanocb 15 KOMMNOHEHT)

176



Bce 9T KOMITOHEHTHI SIBJISIIOTCS TTOJIOKUTETbHBIMU U TTIO9TOMY TTOXOKH Ha
IIPOTOTHIIBI JIMIT TOPas3no OoJibiie, yeM KommoHeHTol PCA, mokasaHHble Ha
puc. 3.9. Hanpumep, 4eTKo BUHO, YTO KOMIIOHEHTa 3 TIOKa3bIBaeT JUIIO,
HEMHOTO TOBEpHYTOe BIIPABO, TOT/Ia KaK KOMIIOHEHTa 7 TOKa3bIBaeT JIUIIO,
HEMHOTO TIOBepHYTOe BJeBO. [laBaiiTe MOCMOTPUM Ha W300pPasKEHWS, ISt

KOTOPBIX 9T KOMIIOHEHTBI UMEIOT HaI/I60]IbH_[I/I€ 3Ha4YCHU A (HOK&SaHbI Ha puc.
3.16 1 3.17):

In[37]:

compn = 3

# coprupyem 1o 3-/i KOMIOHEHTE, BbIBOAUM EPBbsie 10 n306paxeHmnsi

inds = np.argsort(X_train_nmf[:, compn])[::-1]

fig, axes = plt.subplots(2, 5, figsize=(15, 8),

subplot_kw={'xticks': (), 'yticks': (O})

for 1, (ind, ax) in enumerate(zip(inds, axes.ravel())):

ax.imshow(X_train[ind].reshape(image_shape))

compn = 7
# copTupyem no 7-/i KOMIIOHEHTE, BbIBOAMM fE€PBbie 10 n306paxeHmnsi
inds = np.argsort(X_train_nmf[:, compn])[::-1]
fig, axes = plt.subplots(2, 5, figsize=(15, 8),
subplot_kw={"'xticks': (), 'yticks': ()})
for 1, (ind, ax) in enumerate(zip(inds, axes.ravel())):
ax.imshow(X_train[ind].reshape(image_shape))

Puc. 3.16 Jlvua ¢ 6onblumm KoahPULNEHTOM KOMMNOHEHTLI 3
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Puc. 3.17 Jlvua ¢ 6onblumm KoahdOULNEHTOM KOMMNOHEHTbI 7

Kak u caemoBasio oOXujaath, JUIa C BBICOKUM K03 DUITMEHTOM
KOMITOHEHTBI 3 — 3TO Jiuila, CMOTpsIue BipaBo (puc. 3.16), Torma kak Jjuia
C BBICOKUM KO9(pUIeHTOM KOMIIOHEHTHI 7 cMOTpPAT BJyeBo (puc. 3.17). Kak
yKe  yIOMUHAJIOCh  paHee,  BbIJieJieHMe  TIaTTEePHOB,  aHAJOTUYHBIX
paccMaTpuBaeMbIM HM300paKEHUSIM, JIydIlle BCEro padoTaeT B OTHOUICHUN
JNQHHBIX C QJJIUTUBHON CTPYKTYpOU, BKJIOUas ayJuoJlaHHble, JaHHbIE
9KCIIpeCCUU TE€HOB M TEKCTOBBIE AaHHbIE. /[aBaliTe paccMOTpUM ellle OANH
IpYMep Ha OCHOBE CUHTETUYECKMX JAaHHBIX, YTOOBI YBUETh, KaK aTO OympeT
BBITJISI/IETD.

JlomycTuM, Hac WHTEPeCyeT CHTHaJ, KOTOPBIi IpeacTaBisieT coboi
KOMOMHAI[MIO TPEX Pas3JMYHbIX UCTOYHUKOB (puc. 3.18):

In[38]:

S = mglearn.datasets.make_signals()
plt.figure(figsize=(6, 1))
plt.plot(Ss, '-')

plt.xlabel("Bpema")
plt.ylabel("CurHan")

CurHan
SR MNW UG

0 500 1000 1500 2000
Bpema
Puc. 3.18 cxoaHble UCTOYHUKM cUrHana

K cokanenunio, Mbl He MOKeM HaOJIOAAaTh MCXOAHBIE CHUTHAJbI, JIHIIb
IIITUBHYIO cMech (CyMMY) BCexX Tpex curHaioB. HeoOXoauMo BOCCTaHOBUTD
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MCXO/IHBbIE KOMITOHEHTHI U3 9Tl cMecu. [IpenmnonoxuM, y Hac ecTb pa3andHbie
crrocoObl  (PUKCHUPOBATh XapaKTEPUCTUKKM 3TOTO  CMENIAHHOTO CUTHAJA
(ckaxeM, y Hac ectb 100 M3MepuTENbHBIX TPUOOPOB), KaKAbIil 13 KOTOPBIX
TaeT HaM CEePUIo M3MEPEeHMI:

In[39]:

A = np.random.RandomState(0).uniform(size=(100, 3))
X = np.dot(S, A.T)

print("oopma un3smepennii: {}".format(X.shape))

Out[39]:
Oopma m3Mmepenuit: (2000, 100)

Mbl MOkeM 1ciosib3oBaTh NMF, 4T0OBI BOCCTAaHOBUTH TPU CHUTHAJIA:

In[40]:

nmf = NMF(n_components=3, random_state=42)

S_ = nmf.fit_transform(X)

print("®opma BoccTaHoBneHHoro curHana: {}".format(S_.shape))

Out[40]:
OopMa BOCCTAHOBAEHHOro curHana: (2000, 3)

[lng cpaBuenud Mol erte ipuMmeHum PCA:

In[41]:
pca = PCA(n_components=3)
H = pca.fit_transform(X)

Puc. 3.19 mokasbiBaeT aKTHBHOCTb CUTHAJIa, OOHAPYKEHHYIO C TOMOIIHIO
NMF u PCA:

In[42]:

models = [X, S, S_, H]

names = [ 'HabnwaeHus (nepsBble Tpu M3MepeHus)',
'GakTnyeckne UCTOYHMKKM',
"CurHanel, BOCCTaHOBJIeHHble NMF',
'"CArHanel, BOCCTaHoOB/EHHble PCA']

fig, axes = plt.subplots(4, figsize=(8, 4), gridspec_kw={'hspace': .5},
subplot_kw={"'xticks': (), 'yticks': ()})

for model, name, ax in zip(models, names, axes):

ax.set_title(name)
ax.plot(model[:, :3], '-")
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Habniogenusa (nepebie TpW U3MepeHus)

Puc. 3.19 BoccTaHoBneHne nepBoHaYyasnbHbIX MICTOYHUKOB
¢ nomouwibio NMF n PCA

ItoT rpaduK BKIOYAET B ceOsT HaOMIOEHNS 110 TIEPBBIM 3 M3MEPEHUSIM X.
Kaxk BbI MoskeTe yBusetTb, NMF 10B0OJIbHO XOPOIIIO BIIETNII IEPBOHAYATbHbIE
ncrouyHuky, Torna kak PCA moTepmen Heymady ¥ HCIOJIb30BAT TIEPBYIO
KOMITOHEHTY, 4YTOOBI OOBSICHUTH OOJBIIYI0 YacTh MAUCIEPCAN JTAHHBIX.
[TomHuTE O TOM, YTO KOMIIOHEHTBI, MOJy4YeHHble ¢ ToMomblo NMFE, He
yropgaouenbl. B aTom nipumepe nopsinok kommnoneHT NMFEF TouHo Takoit ke,
KaK B MCXOAHOM curHajie (CM. I[BET TPeX KPHUBBIX), HO ITO HOCUT UYUCTO
CJIyYallHBIN XapaKTep.

Cy1iiecTByeT  MHOXKECTBO  JIPyTMX  QJTOPUTMOB, KOTOpble  MOKHO
WCIIOJIb30BaTh JIJISI Pa3jIOKeHUsT KaXKJ0W TOUKU JIAaHHBIX HA B3BEIIEHHYIO
CYMMYy KOMIIOHEHT, Kak 510 genaior PCA u NMF. O6cyxaeHue Bcex aTnx
aJITOPUTMOB BBIXOJMT 32 PaMKHM ITOM KHUTH, a OIMCAHWEe OTPaHWYeHUH,
HAKJIQJ[bIBAEMbIX HA KOMIIOHEHTBHI M KO3(MOUIIMEHTHI, YacTo TpeArojaraer
3HaHWE TEOPUM BepOATHOCTeW. Ecau Bac 3amHTepecoBaJl TOT WA WHOU
AJITOPUTM BBIJIeJIEHUS TIATTEPHOB, Mbl PEKOMEH/IyeM BaM HM3yUYUTb pa3iesibl
pykoBoacTBa  scikit-learn, TIOCBAIlEHHbIC — AHAIH3Y — HE3ABHCHMBIX
rommorenT (independent component analysis, ICA), gaxropaOMy aHaJIH3y
(factor analysis, FA) w paspexenaomy Kogupoparuio (sparse coding) c
ooyuennem caosaps (dictionary learning). Vudopmaiimio 000 Bcex 3THX
MeTO/ZIaX MOKHO HAWTW Ha CTpaHulle, MOCBAIIEHHON [IEKOMIIO3UIIMOHHBIM

METOLaM.
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Xoras PCA w4yacto BbICTyllaeT B KadecTBe IIPUOPUTETHOTO METO/IA,
Ipeobpasyonlero JaHHble TAaKUM 0O0pa3oM, YTO MOKHO BU3YaJM3HPOBATh MX
C TIOMOIIBIO JHATPaAMMbl PACCESHUs, caM XapakTep MeToaa (BpamieHue
JTAHHBIX, a 3aTeM yAaJeHhe HarpaBJeHUN, OOBSICHSIONNX HEe3HAUNTEIHHYIO
JVCTIEPCHIO TAHHBIX ) OTPAHUYUBAET €T0 TOJIE3HOCTh, KaK MBI YKe yOennanch
Ha IIpUMepe JuarpaMMbl paccestHus st Habopa manubix Labeled Faces in the
Wild. CymectByer Kmacc aarOpUTMOB BU3yaju3allii, Ha3bIBAEMbIX
ATTOPHTMAMH MHOXeCTBeHHOro oOyuerng (manifold learning algorithms),
KOTOPBIE MCITOJIBb3YIOT Topasno 6oJiee CI0oKHbIe rpadruecKue IpeaCTaBIeHs
JTAHHBIX U IMO3BOJISIOT TOIYYUTh BU3yAIM3al[ii Jaydiinero kadectsa. OcobeHHO
MoJIe3HBIM sIBJsgeTcs anroput™m t-SNE.

AJITOPUTMBI MHOJKECTBEHHOTO OOydYeHHsI B OCHOBHOM HAaIlIpPaBJIEHbI Ha
BU3YaJIN3AINIO U TI03TOMY PEIKO MCIIOJIb3YIOTCS ISl TIOJIydeHus: bosiee IBYX
HOBBIX XapakTepucTuk. HekoTopbie us Hux, B ToM uucie t-SNE, cosmaior
HOBOE TIpe/ICTaB/IeHNe 0OYYaONNX AAHHBIX, HO TIPH 9TOM HE OCYIIECTBJISIOT
mpeobpa3oBaHUsl HOBBIX JaHHBIX. JTO O3HAYAET, YTO JAHHBIE AJITOPUTMBI
HeJIb3sI IPUMEHUTh K TECTOBOMY HaOOpY, OHU MOTYT IIpeo0pa3oBaTh JIMIIb T€
JTaHHbIE, HA KOTOPBIX OHU ObLIM 00y4YeHbl. MHOKECTBEHHOE 0OydeHne MOKET
HCIIOJIb30BAThCS JIJIST Pa3BEIOYHOTO aHAIN3a JAHHBIX, HO PEIKO UCIIOIb3YEeTC s
B TeX CJIy4asiX, KOTJa KOHEYHON IeJIbI0 SIBJISIETCS TPUMEHEHNE MOJEH
MAIIMHHOTO OOy4eHus ¢ yuuresneM. Ves, jexalias B OCHOBE aJroputMa t-
SNE, zaksodaercst B TOM, 4TOObI HaliTH JABYMEPHOE IPeACTaBIeHe JaHHBIX,
COXpaHSIOIee PACCTOSTHUS MEXAy TOYKaMu HawaydmuMm obpasom. t-SNE
HAYMHAET CBOIO PabOTy CO CJIyY4ailHOTO JBYMEPHOTO IPEACTABIEHUST KasKIOM
TOYKM JAaHHBIX, a 3aT€M IbITAeTCS COMUBUTH TOYKM, KOTOPBIE B IMIPOCTPAHCTBE
HCXOMHBIX TPU3HAKOB HAXOAATCS OJU3KO IPYT K APYTY, U OTAAJSIET APYT OT
JIpyra TOYKHM, KOTOpble HAaXOASATCS Aajieko Apyr oT apyra. Ilpm atom t-SNE
yaensier 0Oosiblilee BHUMaHUE COXPAHEHUIO PACCTOSTHUN MEXKIYy TOYKaMHU,
OJIU3KO PACIOJIOKEHHBIMUA APYT K APYTy. VIHBIMU CJIOBaMM, OH IIBITAETCSI
COXpaHUTh MHGOPMAIINIO, YKa3bIBAIOI[YI0 HA TO, KaKWe TOYKHU SIBJISIOTCSI
COCEISIMU JIPYT JPYTY.

MbI IPUMEHMM aJTOPUTM MHO)KecTBeHHOTO obOyduenus t-SNE k Habopy
JIAaHHBIX PYKOIMCHBIX 1U(pP, KOTOPLIA BKaoueH B scikit-learn.®* Kaxpaa
TOYKa JaHHBIX B 9TOM Habope SBJsIeTCS M300pakeHreM I(MPBI B TPAJAIUSIX
ceporo. Puc. 3.20 nokaspiBaeT npruMepbl N300paskeHnil I KaxkI0ro Kiacca:

" He cnemyer myTaTh ¢ ropasno 6osbimum Habopom aannbix MNIST.
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In[43]:
from import load_digits
digits = load_digits()

fig, axes = plt.subplots(2, 5, figsize=(10, 5),
subplot_kw={'xticks':(), 'yticks': (O})
for ax, img in zip(axes.ravel(), digits.images):
ax.imshow(img)

IR E4RIETD
Helr12]3

Puc. 3.20 lNpumepsbl nsobpaxeHunin na Habopa aaHHbIX digits

[agaiite ucnonbdyem PCA niist Budyanusanuu JaHHBIX, CBE/IsI UX K JBYM
nsMepeHusiMm. Mbl TTocTpouM rpadguK TepBbIX ABYX TJIaBHBIX KOMIIOHEHT W
OTMETUM I[BETOM KJacc Kakaoil Touku (cMm. puc. 3-21):

In[44]:
# crpoum mogesb PCA
pca = PCA(n_components=2)
pca.fit(digits.data)
# 1Ipeobpasyem [AaHHbe PYKOMUCHbIX UMGD K EPBLIM JBYM KOMITOHEHTAaM
digits_pca = pca.transform(digits.data)
colors = ["#476A2A", "#7851B8", "#BD3430", "#4A2D4E", "#875525",
"#A83683", "#4E655E", "#853541", "#3A3120", "#535D8E"]
plt.figure(figsize=(10, 10))
plt.xlim(digits_pca[:, 0].min(), digits_pca[:, 0].max())
plt.ylim(digits_pca[:, 1].min(), digits_pca[:, 1].max())
for 1 in range(len(digits.data)):
# CTpoum rpaguk, rge ungpsl rMpegCTaBAEHb CHMBOJAMU BMECTO TOYEK
plt.text(digits_pca[i, 0], digits_pca[i, 1], str(digits.target[i]),
color = colors[digits.target[i]],
fontdict={'weight': 'bold', 'size': 9})
plt.xlabel("MepBaa rnaBHasa KomnoHeHTa")
plt.ylabel("BTopasa rnaBHaa KomnoHeHTa")

3/ech Mbl BhIBeId (haKTHUECKHEe KJIacchl (P B BUIE CUMBOJIOB, YTOObI
BU3YaJbHO TI0Ka3aTh paclojiokeHne Kaxaoro kiacca. udpser 0, 6 u 4
OTHOCUTEJIbHO XOPOIIO Pa3/ieJieHbl C TOMOIIBIO IePBbIX /BYX TJIaBHBIX
KOMIIOHEHT, XOT$ IO-TIPeKHEMY IepeKPhIBAOT APYT JApyra. BojabmimHCTBO
OCTAJIbHBIX UMD 3HAYUTEHHO MTePEeKPbIBAIOT JAPYT JpyTa.
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MNepBaA rnaBHasd KOMMNoOHEHTa

Puc. 3.21 [Inarpamma paccesiHua onst Habopa gaHHbix digits, ncnonb3ayowas nepsble
OB€ rMaBHble KOMMNOHEHTbI

Jaaiite npumenum t-SNE & atomy ke HaOOpy HaHHBIX U CPaBHUM
pesyabraThl. Ilockonbky t-SNE He mopmepskuBaer mpeoOpasoBaHU€e HOBBIX
NaHHBIX, B kJjacce TSNE HeT Mmerona transform. Bmecto 3TOrO MBI MOKEM
BbI3BaTh MeTo]l fit_transform, KOTOpBI MOCTPOUT MOJENb U HEMEAJEHHO
BepHeT IpeoOpasoBaHHble faHHbIE (CM. puc. 3.22):

In[45]:

from sklearn.manifold import TSNE

tsne = TSNE(random_state=42)

# ncnosb3zyem metogq fit_transform Bmecrto fit, T.k. kAacc TSNE He mucrnonb3yer meroq transform
digits_tsne = tsne.fit_transform(digits.data)
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In[46]:
plt.figure(figsize=(10, 10))
plt.xlim(digits_tsne[:, 0].min(), digits_tsne[:, 0].max() + 1)
plt.ylim(digits_tsne[:, 1].min(), digits_tsne[:, 1].max() + 1)
for 1 in range(len(digits.data)):
# CTpOUM Trpaguk, rAe yngpsl npejcTasaeHsl CUMBOJIAMI BMECTO TOYEK
plt.text(digits_tsne[i, 0], digits_tsne[i, 1], str(digits.target[i]),
color = colors[digits.target[i]],
fontdict={"weight': 'bold', 'size': 9})
plt.xlabel("t-SNE npusHak 0")
plt.xlabel("t-SNE npusHak 1")
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t-SNE npusHak 1

Puc. 3.22 [Inarpamma paccesHusa gnst Habopa gaHHbix digits, koTopasa ncnonb3yet
nepBble ABe rMaBHble KOMMNOHEHTbI, HAaNnAeHHbIe ¢ nomoLbio t-SNE

PesysbTaT, momyuennsiii ¢ nmomortipio t-SNE, Becbma nipumeuaresier. Bee
KJIaCChl JIOBOJIbHO YeTKO pasjiesieHbl. EJWHUIBI M JIeBATKU B HEKOTOPOi
CTEIleHW PacajicCh, OAHAKO OOJBIIMHCTBO KJIACCOB O0Pa3yiOT OT/ETbHbBIE

CIIJIOYEHHbIE TI'DYIIIIbBI. VmeiiTe B BUAy, 4TO I9TOT METOA HE€ HCIIOJb3YET
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nHOpMAIIMI0O O  MeTKaX  KJIacCoB:  OH  SBJSIETCSI  IIOJIHOCTHIO
HEKOHTPOJTUPYEMBIM. TeM He MeHee OH MOYKET HaWTH JByMepHOE
MpeicTaBlIeHre JaHHBIX, KOTOPOE YeTKO Pa3rpaHUuMBaeT KJIACChl, NCIIOIb3Ys
JIATTG WHQMOPMAIIMIO O PACCTOSHUSAX MEXKIY TOYKaMU JaHHBIX B MCXOIHOM
MIPOCTPAHCTBE.

Anroputm t-SNE nMeer HeKOTOpbIe HAaCTparBaeMble ITapaMeTPbI, XOTsI, KaK
MPaBUJIO, JaeT XOpolllee KadecTBO, KOTJA HCIIOJb3YIOTCS HACTPOWKH TIO
yMoJTYanuio. Bel MOKeTe MoaKCIIepuMEHTHPOBAThH € ITapaMeTpaMu perplexity
u early_exaggeration, HO 3(pdeKTbl OT UX IPUMEHEHUS OOBIYHO
He3HAYNTEeIbHBL.

Kak MbI yske roBOpwIn Bbilie, Kracrepuszanig (clustering) sBisieTcst 3agadeit
pasbmeHus Habopa JaHHBIX Ha TPYIIIbI, HadblBaeMble KjaacTepamu. llemp —
pas3ieuTh JaHHbIE TAKUM 00Pa3oM, YTOOBI TOUKH, HAXOASIIE B OMHOM 1 TOM
e KyacTepe, ObLIM OYeHb CXOKU JAPYT C APYTOM, a TOYKHU, HAXOJSIINECS B
pa3HbIX KJacTepax, OTJMYaJUCh Jpyr OT JApyra. Kak u aJropuTMmbl
KjaaccupuKaIiiy,  aJTOPUTMbl  KJacTepu3alluu  TpuUcBaumBaioT  (UIn
MIPOTHO3UPYIOT) KaXKI0W TOYKe JaHHBIX HOMEP KJjacTepa, KOTOPOMY OHa
TIPUHAJJIEKUT.

Knacrepusanust k-cpeiHUX — OAMH M3 CaMbIX IPOCTBHIX W Hambojee 4acTo
HCIIOJIb3YEMBIX AJITOPUTMOB KiacTepusanun. CHadasa BBIOMPAETCS UYUCIIO
kiactepoB k. Ilocie BbiOOpa 3HaueHUst k aaroput™m KA-CpefHHUX OTOMpaEeT
TOYKH, KOTOPbIe OYIAyT TPEACTABIATh HeHTphl Kiaactepor (cluster centers).
3aTeM JIJIs1 KaK/I0M TOUKU JJAaHHBIX BBIUUCJSIETCS €T0 €BKJIMIOBO PACCTOSHUE
JI0 KaXKI0TO IeHTpa KJactepa. Kakmass Touka HasHavyaercss OJvKaifimemy
HEHTPY KjaacTepa. AJITOPUTM BBIYUCISIET HeHTPOHALI (centroids) — 1eHTpPhI
TAKECTU KJIacTepoB. Kakablil EHTPOUl — 3TO BEKTOP, 3JIEMEHTbl KOTOPOIro
MPEACTABISIOT cOOO0M cpefHne 3HAYeHUsT XapaKTEePUCTUK, BBIUYNCIEHHBIE I10
BceM ToukaM kJactepa. LleHTp kiacTepa cmerniaetcd B ero meHTpouja. Toyku
3aHOBO HasHAYalOTCsS OJMIKANIIeMy IeHTPY KJjacTepa. JTallbl W3MeHEHUsI
IIEHTPOB KJACTEePOB U IepPeHAa3HAYeHUsI TOYEK UTEPATUBHO IOBTOPSIOTCS JIO
TeX TI0p, IIOKa TPAHUIIBl KJIACTEPOB W PaACIOJIOKeHHEe IeHTPOUI0OB He
HepecTaHyT U3MEHSIThCS, T.e. Ha KaKI0i UTepalnuy B KasKIbIi KiacTep OyayT
MoIaiaTh OJJHU U Te Ke TOouku JaHHbIX. Ciemytonuii npumep (puc. 3.23)
UJUTIOCTPUPYET PabOTy aaropuT™Ma Ha CHHTETHYECKOM Habope MaHHBIX
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In[47]:
mglearn.plots.plot_kmeans_algorithm()

BxogHble aaHHble MHnumanusauusa HasHauyeHue Touek (1)

B
)
g%— o
0%9‘40
S

MepecyeT ueHTpoB (1)

A Knactep 0
A Knactep 1

A Knacrep 2

*:

Puc. 3.23 VcxoaHble AaHHbIE 1 3Tanbl anroputMa K-cpegHnx

[{enTpHI KJIACTEPOB TIPECTABIEHBI B BH/I€e TPEYTOJIBHUKOB, B TO BpeMsI KaK
TOYKM JAHHBIX OTOOpakaloTcs B BHIE OKPYsKHOCTell. l[Bera yKasbIBaiOT
MPUHAJIEKHOCTD K KJIacTepy. Mbl yKa3zasu, 4To UIleM TPU KJIacTepa, T03TOMY
AJITOPUTM OBLI MHUIMAIU3UPOBAH C TIOMOIIBIO CJIyY4ailHOrO BhIOOpa Tpex
TOYEK JaHHBIX B KauecTBe I[eHTPOB KJacTepoB (cM. «VHumumanusaiuss ).
3aTeM 3allycKaeTcsl WTEPAIlMOHHBIN aJropuTM. Bo-TiepBbIX, Kaxkaas TOYKa
JTaHHBIX HasHayaeTcs OJmKaiiimemy 1eHTpy Kiactepa (cMm. «Hasnauenwne
touek (1)»). 3aTrem IIeHTPbI KJIACTEPOB IEPEHOCSTCS B IEHTPBI TSKECTU
kjactepoB (cm. «Ilepecuer 1ieHTpoB (1)»). 3aTeM mpoliecc OBTOPSIETCS ele
nBa pasa. llocsie Tperbell uTepaluu TMPUHAMJIEKHOCTh TOUEK KJACTEPHBIM
IeHTpaM He M3MEHUJIACh, [I09TOMY aJITOPUTM OCTaHABJINBAETCH.

[TosyunB HOBbIE TOUKHU AAHHBIX, AJITOPUTM K-cpeaHux OyaeT IprcBanBaTh
KaKIyI0 TOYKY JaHHBIX OJIrsKaiieMy 1meHTpy Kiaactepa. Cemy ol mprumep
(puc. 3.24) mokaspIBaeT TPaHUIIBI IIEHTPOB KJIACTEPOB, MPOIIECC BBIUYNCIEHUS
KOTOPBIX ObLT IPUBEIEH Ha puc. 3.23:
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In[48]:
mglearn.plots.plot_kmeans_boundaries()

Puc. 3.24 LleHTpbl KNacTepoB 1 rpaHnLbl KnacTepos,
HaWdeHHbIe C NoMoLlblo anropntMma k-cpeaHmx

[IpyMeHUTh aJTOPUTM KA-CPeIHUX, BOCIIOJb30BaBIIMCh OUOJNOTEKOIT
scikit-learn, IOBOJBHO MTPOCTO. 3/1€CHh MbI TPUMEHSIEM €T0 K CHHTETHYECKUM
JIaHHBIM, KOTOPbIE MCIIOJb30BAIU I HOCTPOCHUS MPEAbIAYIINX IPapUKOB.
MbI co3aeM 9K3eMIUISIp Kjaacca KMeans M 3alaéM KOJIMYECTBO BBIIEJISIEMBIX
KJacTepoB.”” 3areM MbI BbI3bIBaeM MeToj fit U nepemaeM eMy B KauecTBe
apryMeHTa JJaHHBbIE:

In[49]:

from sklearn.datasets import make_blobs
from sklearn.cluster import KMeans

# reHepupyem CUHTETUYECKME [BYMEDHHIE [AHHHIE
X, y = make_blobs(random_state=1)

# CTpoumM MOJENb KJAaCTepU3auymm
kmeans = KMeans(n_clusters=3)
kmeans. fit(X)

Bo Bpemsi paboThl anropuTMma KaskIoil TOYKe OOydYaloIlnX JaHHBIX X
[IPUCBaMBaEeTCsI MeTKa KjacTepa. Bbl Mo)keTe HallTH 9TH METKUH B aTpuOyTe
kmeans. labels :

% Ecmm BbI He 3a/la/INTe KOJIMYECTBO BbIJAEIAEMbBIX KJIACTEPOB, TO 3HAYECHUE n_clusters 110 YMOJI9YaHUW1O 6yz[eT
PaBHO 8. HpI/I 9TOM HET HUKAaKMX KOHKPETHBIX ITPUYNH, B CUJY KOTOPBIX BbI JOJIPKHbI MUCITIOJIb30BAaTh UMEHHO
9TO 3Ha4YeHue.
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In[50]:
print("MpuHagnexHocTtb kK knactepam:\n{}".format(kmeans.labels_))

Out[50]:

MPUHAANEXHOCTb K KjaacTepam:
[1222000211220100012202012001101101202
2200212201111200010221120022010122201
1200121220111121011220010 1]

[TockoabKy MBI 3a1a7id TPU KJacTepa, KiaacTepbl TpoHyMepoBaHbl OT O 110
2.

Kpome TOTO, BBI MOKETE NMPUCBOUTH METKHU KJACTEPOB HOBBIM TOUKAM C
nmoMoIbio Metona predict. B xome nmpornosupoBanus Kax/jaast HOBasi TOYKA
HasHavyaeTcss OJmKaifineMy IEHTPY KJacTepa, HO CYIIECTBYIOIIAst MOIEIb He
MeHsieTcst. 3amyck MeToza predict Ha obGydaromieM HaOOpe BO3BpAIaeT TOT
’Ke caMbIil Pe3yJbTar, YTO COLep:KUTCS B aTrpuOyTe labels_:

In[51]:

print(kmeans.predict(X))

Out[51]:
[122200021122010001220201200110110120°2
22002122011112000106221120022010122201
1200121220111121011220010 1]

Bbl  Moxere yBUzeTh, UTO KJacTepusallusgd HEMHOTO II0XOXKa Ha
KaaccuUKaIuio B TOM TIJaHe, YTO KaXKIbIli 2JeMEHT II0JydyaeT MeETKY.
OnHako HEeT HUKAKUX OCHOBAHWI yTBEpK/aTbh, YTO JlaHHASI MeTKa SIBJISETCS
HUCTUHHOW M TI09TOMY CaMH 110 cebe METKHM He HeCyT HUKAaKOrO allpHOPHOrOo
cMbica. JlaBaiiTe BepHEMCS K IPUMEPY C KJIacTepHu3aleil n300pakeHuil JInil,
KOTOPBIII MBI 00Cy’Kaaian paHee. Bo3moxkHO, uTO KjaacTep 3, HallIEHHBIA C
MTOMOIIIBIO aJITOPUTMa, COJIEPKUT JIUIIh JIWIA Ballero apyra. Brmpodem, B
MOJKeTe y3HaThb 3TO TOJBKO TIOCJe TOTO, KaK B3TJgHUTe Ha (oTorpaduu, a
caMO 4uciao 3 SABJSETCS TPOM3BOJIbHBIM. EnuHCTBeHHass wHQOpPMaIus,
KOTOPYIO JIaeT BaM aJTOPUTM, — 3TO TO, UTO BCe JINIA, OTHECEHHbIE K KJIacTepy
3, CXOKU MEXKIY COOOI.

B ciyyae ¢ ksacrepusaiiyeil, KOTOPy0 Mbl TOJBKO UTO TMOCTPOWJIU JIJIst
JABYMEPHOTO CHHTETUYECKOr0 Habopa JaHHBIX, 9TO O3HA4YaeT, 4TO MbI He
TOJIKHBI TIPUIABaTh 3HAYEHUST TOMY (DaKTy, YTO OAHOMN IpyTire ObLI IPUCBOEH
0, a gpyroii — 1. IloBTOpHBIN 3alycK aJropuTMa MOKET TPUBECTU K
COBEPIIIEHHO WHOM HyMepalluyd KJIaCcTePOB B CUJY CJIYy4alHOTO XapakTrepa
MHUIIAATU3AI Y.

Hwoxe nmpuBoAUTCST HOBBIN rpaduK /s TeX jKe caMbIX JaHHBIX (puc. 3.25).
IleHTpHI KJIacTEPOB 3ammcanbl B arpubyTe cluster_centers_ M Mbl HAHOCHM
nX Ha rpauK B BU/IE€ TPEYTOJbHUKOB:

In[52]:
mglearn.discrete_scatter(X[:, 0], X[:, 1], kmeans.labels_, markers='0")
mglearn.discrete_scatter(

kmeans.cluster_centers_[:, 0], kmeans.cluster_centers_[:, 1], [0, 1, 2],

markers='~"', markeredgewidth=2)
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Puc. 3.25 lNpunHagnexHocTb K Knactepam 1 LeHTPbI KnacTepoB, HauAeHHbIE C MOMOLLbHO
anroputma k-cpegHux, k=3

Kpome Toro, Mbl MOKeM YBEJIMYUTDH WM YMEHBIIUTD KOJUYECTBO I[EHTPOB
kJjactepoB (puc. 3.26):

In[53]:
fig, axes = plt.subplots(1, 2, figsize=(10, 5))

# NC0JIb30BaHNE [BYX LIEHTPOB KAACTEPOB:
kmeans = KMeans(n_clusters=2)

kmeans. fit(X)

assignments = kmeans.labels_

mglearn.discrete_scatter(X[:, 0], X[:, 1], assignments, ax=axes[0])
# UCrnosib30Banne MATH LeHTPOB KJAACTEPOB:

kmeans = KMeans(n_clusters=5)

kmeans . fit(X)

assignments = kmeans.labels_

mglearn.discrete_scatter(X[:, 0], X[:, 1], assignments, ax=axes[1])
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Puc. 3.26 lNpuHagnexHoCTb K Knactepam, HaugeHHasi C MOMOLLbHO
anroputma k-cpegHux, k=3 (cnesa) u k=5 (cnpaBa)

HeAocTaTtkn anropmtmMa k-cpeaHnx
IHDKG €CJIN Bbl 3HAETE <«IIPAaBUJbHOE» KOJHNYECTBO KJIACTEPOB  AJIA
KOHKPETHOI'O Ha60pa JaHHbIX, aJITOPUTM ](—CpeI[HI/IX HEe Bcerga MOXET
BBIAETNUTDh UX. KaK bl KaacTep ornpeaensercs NCKAIOUNTENIbHO ero IEHTPOM,
9TO O3HAYaeT, 4YTO KaHQHﬂﬁZKHaCTep]IMeeTIﬂﬂHYKHyH)(bOpNQﬁjB pe3yJjbTaTe
9TOTO AJITOPUTM K-CPEIHMX MOJKET OIHUCATh OTHOCUTEIBHO IIPOCTHIE (DOPMBEI.
KpOMe TOro, aJropuT™Mm l(-CpeI[HI/IX IIpeAriojgaraer, 4To BCe€ KJaCTEPbl B
oIpe/ieJIeHHOM CMbICJIE UMEIOT OJIMHAKOBBIN <«/IMaMeTP», OH BCeraa IIPOBOIUT
FpaHHHy'MEHHQTKﬂaCTepaMMﬁTaK,qTO6bIOHaﬁHpOXOHHﬂH,TOqHO IrmocepeauHe
MEKY IleHTpaMM KJacTepoB. JTO WHOTJA MOKET IMPUBECTU K HEOKUJIAHHBIM
pe3yJjbTaTaM, KaK IIOKa3aHO Ha pHC. 3.27:
In[54]:
X_varied, y_varied = make_blobs(n_samples=200,

cluster_std=[1.0, 2.5, 0.5],

random_state=170)
y_pred = KMeans(n_clusters=3, random_state=0).fit_predict(X_varied)

mglearn.discrete_scatter(X_varied[:, 0], X_varied[:, 1], y_pred)
plt.legend(["knactep 0", "knactep 1", "knactep 2"], loc='best")
plt.xlabel("MpusHak 0")
plt.ylabel("MpusHak 1")
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Puc. 3.27 lNpnHagnexHoCTb K Knactepam, HaneHHasi C NOMOLLbIO anroputma
k-cpeaHux, Npy 3TOM Knactepbl UMEKT pa3Hble MNI0THOCTU

MoxHO ObLIO ObI OKHIATh ILIOTHYIO OOJACTH B HUJKHEM JIEBOM YTIIY,
KOTOpasi paccMarpuBajach Obl B KadyecTBe IIE€PBOTO KJacTepa, ILIOTHYIO
00/IaCTh B BEpXHEM IIPaBOM YIJIy B KadyeCTBEe BTOPOrO KJjacTepa M MeHee
IJIOTHYIO 06J1acTh B IIEHTPE B KayecTBe TPEThero Kjacrepa. Bmecto aToro, y
kiactepa 0 m kimacrepa 1 ecTb HECKOJIBKO TOYEK, KOTOPbIE CHUJIBHO yAaJeHbBI
OT BCEX OCTAJIbHBIX TOYEK HTUX KJIACTEPOB, «TSHYIIMXCSI» K IIEHTPY.

Kpome Toro, airoputm A-CpegHUX IMPeIIOJaraeT, 4To BCe HaIPaBJIEHUS
OJIMHAKOBO BaKHBI AJs Kaxkaoro kiaacrtepa. Caemytfoniuii rpaduk (puc. 3.28)
[IOKA3bIBAaeT JIBYMEPHBII HAOOpP AAaHHBIX C TPeMs YeTKO 000COOIEHHBIMU
rpynnamu  JaHHbiX. OfHAKO 9THU TPYIIbl  BBITSHYTHI 110 HMATrOHAJIM.
[TocKOMBKY — airOpuT™M A-CPEJHUX YYUTHIBAET JIUIIb PACCTOSHHUE 0
OJIMKaiIero meHTpa KjacTepa, OH He MoKeT o0paboTarh JaHHbIE TaKOro

poza:

In[55]:

# reHepupyem Cy4YariHbiM 06pa30M fAaHHbIE AJIA KAACTEPU3aLnI
X, y = make_blobs(random_state=170, n_samples=600)

rng = np.random.RandomState(74)

# npeobpaszyem [aHHwle TaK, 4TOObl OHM ObLIM BHITAHYTH 110 ANATOHA/IN
transformation = rng.normal(size=(2, 2))
X = np.dot(X, transformation)

# rpynnupyem [aHHele B TPpU KAICTEPA
kmeans = KMeans(n_clusters=3)
kmeans.fit(X)

y_pred = kmeans.predict(X)
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# CTpOMM rpaguK MPUHILNEXHOCTU K KAACTEPAM M LIEHTPOB KAACTEPOB

plt.scatter(X[:, 0], X[:, 1], c=y_pred, cmap=mglearn.cm3)

plt.scatter(kmeans.cluster_centers_[:, 0], kmeans.cluster_centers_[:, 1],
marker="'~"', c=[0, 1, 2], s=100, linewidth=2, cmap=mglearn.cm3)

plt.xlabel("Mpu3Hak 0")

plt.ylabel("MpusHak 1")

Mpu3HaK 1

_4 1 1 1 1 1
-8 -6 -4 -2 0 2 4

Mpu3Hak 0

Puc. 3.28 Anroputm Kk-cpeaHnx He no3BonsieT BbIIBUTb
Hecepunyeckune Knactepsbl

Kpome Toro, amroputm A-cpegHux Ia0X0 paboTaeT, KOrjga KJacTepbl
umeioT 6Gosiee CIOXKHYI0O (GopMy, KaKk B CJAydae C JaHHBIMH two_moons, ¢
KOTOPBIMU MBI CTOJTKHYJIUCH B TJiaBe 2 (cM. puc. 3.29):

In[56]:

# reHepupyem CUHTETUHECKME JaHHbIE two_moons (Ha 3TOT pPa3 C MEHbWMM KOJMYECTBOM LYM3)
from sklearn.datasets import make_moons

X, y = make_moons(n_samples=200, noise=0.05, random_state=0)

# rpynnupyem [aHHeie B [BA KJAACTEPA
kmeans = KMeans(n_clusters=2)
kmeans . fit(X)

y_pred = kmeans.predict(X)

# CTpoum rpaguk MpuHAANEXHOCTU K KAACTEPaM M LEHTPOB KIACTEPOB

plt.scatter(X[:, 0], X[:, 1], c=y_pred, cmap=mglearn.cm2, s=60)

plt.scatter(kmeans.cluster_centers_[:, 0], kmeans.cluster_centers_[:, 1],
marker='~"', c=[mglearn.cm2(0), mglearn.cm2(1)], s=100, linewidth=2)

plt.xlabel("MpusHak 0")

plt.ylabel("MpusHak 1")
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Puc. 3.29 Anroputm k-cpegHnx He no3BonsieT BbIsiBUTb
knacTtepbl 6onee CrnoxHom popmbl

B mamHoM ciryyae MbI IMMOHAJESINCh HA TO, UTO aJITOPUTM KJIacTepU3ainu
CMOKET OOHapyXKUTh [Ba Kjactepa B ¢opme moaymecsies. OmgHako
OIPENEINTh MX C TIOMOIIBIO AJTOPUTMA A-CPeIHUX He IIPEICTaBIISIETCS
BO3MOKHBIM.

BekTopHOe KBAHTOB3aHME NAN PACCMOTPEeHne KAaCTepu3aumn

k-CpeAHUX Kak AeKOMMO3ULIMOHHOIMO MEeTOA3d

HecmoTpst Ha TO 4TO aaroput™m A-CpefHHUX IMPEACTABASLET COOON aJTOPUTM
KJacTepusalliid, MOKHO IIPOBECTU HWHTEpPecHble Tapajjed  Mex1y
AJITOPUTMOM K-CPEJHUX U J€KOMIIO3UIIMOHHBIMU MeTomamu Tuma PCA nu
NMF, koropbie MbI o6Cykaanu paHee. BosaMoskHO, BbI moMHUTE, 4T0 PCA
MBITAETCS HAUTH HalpaBJeHUs MaKCUMaJIbHOU AMCIIEPCUU JaHHBIX, B TO
BpeMs kak NMF nibiTaeTcs HallTH aj/iuTUBHbIE KOMIIOHEHTbBI, KOTOPbIE YaCTO
COOTBETCTBYIOT «9KCTPEMyMaM» WJIM «TpyIinaM» JaHHbIX (cM. puc. 3.13). Oba
MeTOJla TIBITAIOTCS TPEJCTAaBUTh JlaHHbIE B BHUJE CYMMBI HEKOTOPbBIX
KOMIIOHEHT. AJITOPUTM A-CPeHIX, HAIIPOTUB, ITBITAETCS IPEACTABUTH KayKIYIO
TOYKY JaHHBIX B IIPOCTPAHCTBE, MCIIOJIB3YsI IIEHTP KaacTepa. Boobpasute, 4To
Kakgas TOYKa IIpe/cTaBjieHa C IIOMOIIBIO TOJHKO OJHON KOMIIOHEHTHI,
KOTOpas 3a/aeTcs IEHTPOM KJacTepa. PaccMoTpeHMe ajroputMa k-CpegHux
KaK JIEKOMIIO3UIIMOHHOTO METO/a, B KOTOPOM KasK7asl TOUKa IIpe/cTaBjieHa C
MTOMOIIBIO OTAETHbHOU KOMIIOHEHTBI, HAa3bIBAETCSI BEKTOPHBIM KBAHTOBAHHEM
(vector quantization).
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JlaBaiite cpasanm PCA, NMF wu amroput™m A-cpegHux, II0OKa3aB
BblJleJieHHbIe  KOMIOHeHThl  (puc. 3.30), a Takke PEKOHCTPYKIIUU
U300pakKeHWi JINI] U3 TeCTOBOro Habopa ¢ ucroab3oBanueM 100 KOMIOHEHT
(puc. 3.31). B amropurme A-cpefHUX PEKOHCTPYKIUS M300paKeHUS — 9TO
OJIMKAIIIINI TIEHTP KJIacTepa, BRIYUCAECHHBIN Ha oOyJaroiieM Habope:

In[57]:

X_train, X_test, y_train, y_test = train_test_split(
X_people, y_people, stratify=y_people, random_state=0)

nmf = NMF(n_components=100, random_state=0)

nmf.fit(X_train)

pca = PCA(n_components=100, random_state=0)

pca.fit(X_train)

kmeans = KMeans(n_clusters=100, random_state=0)

kmeans.fit(X_train)

X_reconstructed_pca = pca.inverse_transform(pca.transform(X_test))
X_reconstructed_kmeans = kmeans.cluster_centers_[kmeans.predict(X_test)]
X_reconstructed_nmf = np.dot(nmf.transform(X_test), nmf.components_)

In[58]:
fig, axes = plt.subplots(3, 5, figsize=(8, 8),
subplot_kw={"'xticks': (), 'yticks': ()})
fig.suptitle("VI3BNeYeHHble KOMMOHEHTHI")
for ax, comp_kmeans, comp_pca, comp_nmf in zip(
axes.T, kmeans.cluster_centers_, pca.components_, nmf.components_):
ax[0].imshow(comp_kmeans.reshape(image_shape))
ax[1].imshow(comp_pca.reshape(image_shape), cmap='viridis')
ax[2].imshow(comp_nmf.reshape(image_shape))

axes[0, 0].set_ylabel("k-cpeanue")
axes[1, 0].set_ylabel("pca")
axes[2, 0].set_ylabel("nmf")

fig, axes = plt.subplots(4, 5, subplot_kw={'xticks': (), 'yticks': ()},
figsize=(8, 8))
fig.suptitle("PekoHcTpykumumn'™)
for ax, orig, rec_kmeans, rec_pca, rec_nmf in zip(
axes.T, X_test, X_reconstructed_kmeans, X_reconstructed_pca,
X_reconstructed_nmf):

ax[0].imshow(orig.reshape(image_shape))
ax[1].imshow(rec_kmeans.reshape(image_shape))
ax[2].imshow(rec_pca.reshape(image_shape))
ax[3].imshow(rec_nmf.reshape(image_shape))

axes[0, 0].set_ylabel("ncxogHoi Bua")
axes[1, 0].set_ylabel("k-cpeanue")
axes[2, 0].set_ylabel("pca")

axes[3, 0].set_ylabel("nmf")
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M3BneYvyeHHbIe KOMMNOHEHTbI

ol |
CETTE

Puc. 3.30 CpaBHeHMe LIeHTPOB KNacTepoB, BbIYMCIIEHHbIX C MOMOLLBIO anroputma k-
CPeaHnX, N KOMMNOHEHT, BblYMCHEHHbIX ¢ nomoLlblo PCA n NMF

k-cpegHue

pca
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PekoHCTpyKL MK

WNCXOAHbLIV BUA

k-cpegHue

pca

nmf

Puc. 3.31 CpaBHeHME PEKOHCTPYKLMIA M300paXKXeHMI, NOSTYYEHHbIX C MOMOLLbHO
anroputma k-cpegHux, PCA n NMF co 100 koMnoHeHTaMu (Mnu LieHTpamu KnacTtepos),
anroput™ kK-cpeaHux MCnonb3yeT NuLlb OOUH LEHTP KnacTepa Ha nsobpaxeHune

HTepecHas JieTagb BEKTOPHOIO KBAHTOBAHUS C IIOMOIIBIO alropuTMa k-
CPEeIHUX 3aKJIoYaeTcs B TOM, YTO JJIsI TPECTaBJeHUS HallUX JTAHHBIX Mbl
MOKEM MCIIOJb30BaTh YUCJO KJACTEPOB, HAMHOIO IIPEBbINIAOIIEe YUCTIO
BXO/IHbIX U3MepeHuil. /laBaiiTe BepHeMcs K JaHHbIM two_moons. [IpuMeHuB K
stuM gaHHbiIM PCA umum NMF, mMbl HUYero npumedyatresbHOTO C HUMU He
c/iesiaeM, IMOCKOJIbKY JTaHHbBIE ITPe/ICTaBIeHbl IByMs ndMepeHusimu. CHUsKeHue
110 oxHOTO M3Meperwus ¢ momortibio PCA i NMF mostHocThio GBI pa3pyimio
CTPYKTYpy JAaHHbIX. Ho MbI Mokem HaiiTm 6Gojiee BBIpa3UTEIHHOE
[peJiCTaB/IeHe JaHHBIX C IIOMOIIBIO AJTOPUTMA K-CPEIHUX, KCIIOJIb30BAB
6oJIbIlIee KOJIMUECTBO I[EHTPOB KacTepos (cM. puc. 3.32):
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In[59]:
X, y = make_moons(n_samples=200, noise=0.05, random_state=0)

kmeans = KMeans(n_clusters=10, random_state=0)
kmeans.fit(X)
y_pred = kmeans.predict(X)

plt.scatter(X[:, 0], X[:, 1], c=y_pred, s=60, cmap='Paired"')

plt.scatter(kmeans.cluster_centers_[:, 0], kmeans.cluster_centers_[:, 1], s=60,
marker='~"', c=range(kmeans.n_clusters), linewidth=2, cmap='Paired')

plt.xlabel("lMpusHak 0")

plt.ylabel("Mpu3Hak 1")

print("MpuuagnexHoctb k knactepam:\n{}".format(y_pred))

Out[59]:
MpMHAANEXHOCTb K KJlacTepaMm:
[9254279696102619303176868527589865370
94501352891561074633638042964828404005
6459307807589807397172204567894541231
8849237099158519567914062647955381956
3502930860335632023026344156711324727
3864143995175 8 2]
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Puc. 3.32 Ncnonb3oBaHme 60MbLIOro KONMYecTBa KracTepoB A1 BbISABNEHUS
ancnepcun B CroXXHOM Habope AaHHbIX

Mbr ncnionb3oBaiu 10 eHTPOB KIACTEPOB, ATO 3HAUNUT, YTO KAKION TOUKE
JTaHHBIX Terepb Oyzxer mpucBoeH HoMmep oT 0 10 9. MbI MokeM yOeaUThCS B
3TOM, TIOCKOJIbKY JlaHHbIe Telepb Ipe/icTaBJeHbl ¢ TOMOIIbI0 10 KOMIIOHEHT
(T.e. y Hac Tenepb OsABUNIOCH 10 HOBBIX ITPU3HAKOB), IIPUA 9TOM BCE NTPU3HAKU
paBubI (), 32 MCKJIIOYeHNEM IPU3HAKa, KOTOPbII MPEACTaBJISET cOOOM HEHTP
KJacTepa, Ha3HAYeHHBI KOHKPETHOW Touke JaHHbIX. lIpumenuB ato 10-
MEpHOe TIPEICTaBJIeHNe, Telepb Mbl MOXKEM OTIEJUTh 3TU JBA CKOIICHUS
JTaHHBIX B BHUJE IOJIYMECSIEB C MOMOIINBIO JUHEHHOW MOJEH, YTO OBLIO OB
HEBO3MOJKHBIM, €CJIi OBl MCIIOIH30BAJIH [[Ba MCXOIHBIX ITpH3HaKa. Kpome Toro,
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MOJXHO IIOJIYYUTH €1I€ 6oJiee BbIPpAa3UTE/JIbHOEC IIpeACTaBJI€HNE JaHHbIX,
HCIIOJNb3Y A PACCTOAHUA 4O KaKAOI'0 EHTPaA KJIAaCTEPaAa B Ka4€CTBE IIPHU3HAKOB.
ITO MOKHO czesiaThb ¢ MOMOIIbIO MeTofa transform kiacca kmeans:

In[60]:

distance_features = kmeans.transform(X)

print("®opma xapakTtepucTuk-pacctoauuin: {}".format(distance_features.shape))
print("XapakTepuctukn-paccrosnua:\n{}".format(distance_features))

Out[60]:
Oopma XapaKTepucTuK-paccTosHui: (200, 10)
XapakTepuCTUKN-PaCCTOSAHUA:

[[ 0.922 1.466 1.14 ..., 1.166 1.039 0.233]
[ 1.142 2.517 0.12 ..., 0.707 2.204 0.983]
[ 0.788 0.774 1.749 ..., 1.971 0.716 0.944]

[ 0.446 1.106 1.49 ..., 1.791 1.032 0.812]
[ 1.39 0.798 1.981 ..., 1.978 0.239 1.058]
[ 1.149 2.454 0.045 ..., 0.572 2.113 0.882]]

Anroput™m  k-cpefHMX ~SIBJISIETCSL OYEHb IOIYJSPHBIM — aJITOPUTMOM
KJIaCTEpU3AIMU He TOJHKO MOTOMY, YTO €r0 OTHOCHUTENbHO JIETKO MOHSTH U
peanns3oBaTh, HO ¥ IIOTOMY, 4YTO OH pPabOTaeT CPaBHUTEJBHO OBICTPO.
AJropuT™ k-CpefHUX JIETKO MacIiTabupyercss Ha OoJbiine Habopbl TaHHBIX,
a scikit-learn eme u BKJIOYaeT B ceOst Oosiee MacuITabupyeMblil BapHaHT,
peann30BaHHbIN B Kjacce MiniBatchKMeans, KOTOpbIil MOXKeT 0OpabaThiBaTh
o4YeHb OOJIbIINE HaOOPBI JAHHBIX.

OnvH 13 HeJOCTATKOB aJITOPUTMA A-CPeHUX 3aKJI0YAETCsT B TOM, YTO OH
3aBUCHUT OT CJyYallHON MHUIMAIU3Auu (T.e. Pe3yIbTaT aJirOPUTMa 3aBUCUT
OT CJIy4ailHOrO cTapToBOoro 3HadeHus). Ilo ymomuanuio scikit-learn
zanyckaetr aiaroputM 10 pa3 ¢ 10 passuyHbIMM CIay4allHBIMU CTapPTOBBIMU
3HAYEHUSAMU U BO3BpallaeT Jydmuii pesyabrar. 2° J[onoJHUTEIbHBIMI
HeJ0CTaTKaMK  aJITOPUTMa  A-CPEIHUX SBJSIOTCS OTHOCHTENBHO CTPOTHE
IPEIIOI0KEHUST 0 (POPMe KIacTepoB, a TaKyke HEOOXOANMOCTh 3a/aTh YNCIIO
BBIZIEISIEMBIX KJIaCTEPOB (KOTOPOE B PeaNbHOI IPAKTHUKE MOKET ObITh
HEU3BECTHO).

Jlasee MBI pacCMOTPUM ellle [[Ba aJITOPUTMa KJIaCTEePHU3al[ii, KOTOPbIE B
HEKOTOPOM POJIe MO3BOJISIIOT UCIPABUTD BBINIEONMCAHHBIE HEJJOCTATKH.

Auromeparnpras kiaacreprzanna (agglomerative clustering) OTHOCUTCS K
CeMelCTBYy  aJITOPUTMOB KJacTepu3allid, B OCHOBE KOTOPBIX JIesKar
OJMHAKOBbIE IPUHIUIIBL AJITOPUTM HAYMHAET CBOIO PabOTy € TOro, 4TO
KaK/Iyl0 TOYKY JAHHBIX 3aHOCUT B CBOH COOCTBEHHBIN KJACTED M MO Mepe
BBITIOJTHEHUST OObEeINHSET JiBa HanboJee CXOKUX MEXIy coOO0i Kiactepa o

% B maHHOM cjiydae <«JIyulnii pesysibTaT» O3HAYaeT Takoe pasOMeHMe Ha KJIacTepbl, MPH KOTOPOM CyMMa
BHYTPUKJIACTEPHBIX (BHYTPUTPYIIIOBBIX) AUCIEPCUI Oy/IeT MUHUMAIBHOIA.
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TeX 10p, MMOKa He OYy/IeT YAOBJETBOPEH ONPeAeICHHBIN KPUTEPUI OCTaHOBKH.
Kputepuii octanoBkM, peann3oBaHHbIi B scikit-learn — 3To KoJIMYeCTBO
KJIACTEPOB, ITOITOMY CXOKHE MEKIY COOON KIacTepbl 0ObEANHSIOTCS [0 TEX
1op, II0OKa He OCTaHeTcsl 3aJlaHHOe YHUCJO KJacTepoB. ECTb HECKOJIbKO
kputepueB cBgzu ([inkage), Kotopble 3a/al0T TOYHBINH CIIOCOO M3MEPEHMUsT
«HamboIee CXOKEro Kaacrepas. B 0CHOBe 5THX KPUTEPHEB JIEKUT PACCTOSTHIE
MEKY JABYMS CyHIeCTBYIOIUMU KJIACTEPAMU.
B scikit-learn peanunsoBanbl cieayionie TpU KPUTEPHUS:

ward

Metoz 1o ymosdanuio ward (Merox Bapma) Beibupaer u o6bennHsIeT 1Ba
KJacTepa TakK, 4YTOObI IMPUPOCT JUCIEPCUU BHYTPU KJACTEPOB  OBLI
MUHUMAJIbHBIM. HacTo 3TOT KPUTEPUU NMPUBOIUT K TOJYUYEHUIO KJIACTEPOB
OTHOCHUTEJbHO OJMHAKOBOTO pa3Mepa.

average

MeTon average (MeToJ CpeIHell CBsI3M) OObeAMHSET [Ba KJjacTepa,
KOTOpble WMEIOT HauMeHbIllee cpelHee 3HAYeHHe BCeX PaCCTOSTHUM,
M3MEPEHHBIX MEXKy TOUKaMU JABYX KJIACTEPOB.

complete

MeToJ; complete (MeTO MOJHON CBSI3U WJIK METO/I MAKCUMAJIbHOU CBSI31)
0ObeNHSIET Ba KJIacTepa, KOTOPhIEe UMEIOT HAaMMEHbBIIIee PACCTOSTHIE MEKIY
JIByMS WX CAMbIMU YJIaJI€HHBIMU TOYKAMU.

ward moaxomauT s OOJBIIMHCTBA HAOOPOB [JaHHBIX KM MBI OyzeM
MCITOJIb30BaTh MMEHHO €ro B HalMX NpuMepax. Ecam Kiactepbl MMeOT
CUJIBHO pasiuJarorinecss pasMepbl (HAIIpUMep, OIWH KJAcTep COAEPKUT
HAMHOTO OOJIbIIIE TOYEK J[JaHHBIX, YeM BCE OCTaJbHbIE), HCIOJb30BaHLE
KpUTepUeB average nian complete MOXKeT 1aTh JyUYIIUN Pe3yJibTar.

Crenytomuii rpadpux (puc. 3.33) wmmmocTpupyer pabOTy aJropurMma
arJIOMepaTUBHON KJlacTepu3aliuy Ha JBYMEPHOM MacCHBe JIAaHHBIX, KOTOPBIN
UIIET TPU KJIacTepa:
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In[61]:
mglearn.plots.plot_agglomerative_algorithm()

Wunuymnanusaumsa War 1 LWar 2 LWar 3 LWar 4

.. o - .

Puc. 3.33 Anroputm arnomepaTtmBHOM Knactepusaunm
nTepaTMBHO ob6beanHAET ABa bNmKanmnx Knacrtepa

N3HauasbHO KOJTUYECTBO KIACTEPOB PABHO KOJUYECTBY TOYEK JAHHBIX.
3aTeM Ha KaXIOM Iare OOBEIUHSIOTCS JBa OJMKAUIIMX JPYT K JAPYTY
kyactepa. Ha mepBbIX 4eThIpex Imarax BRIOMPAIOTCS KJIACTEePhI, COCTOSIIINE 13
OT/IEJIBHBIX TOYEK, ¥ OOBEUHSIOTCS B KJIACTEPDI, COCTOSIIINE U3 IBYX TOYEK.
Ha mare 5 onuH u3 2-TOYEYHBIX KJIacTEPOB BOMpaeT B cebst TPETHIO TOUKY U
T.1. Ha mare 9 y nac ocraercss tpu kyactepa. IlockombKy MBIl ycTaHOBUJIN
KOJINYECTBO KJIACTEPOB PAaBHBIM 3, AJITOPUTM OCTAHABJIUBAETCSI.

JlaBaiite paccMOTpUM PabOTy aJITOPUTMa arJIOMePATUBHON KJIaCTePU3AIUN
Ha TIPOCTBIX TPEXKIACTEPHBIX JaHHBIX, UCIIOJb30BAHHBIX 37iech. V3-3a cBOETO
criocoba pabOThl AJTOPUTM  arJIOMEPATUBHOW KJIACTEPU3al[Ui He MOKET
BBIYMCIUTDh TPOTHO3BI [IJIS HOBBIX TOYeK JAaHHBIX. [loatomy anroputm
arJioMepaTUBHON KJacTepusaiiuu He uMeeT Metosa predict. [lyist Toro, 4ToObI
MOCTPOUTH MOJIEJIb W BBIYUCIUTh TPUHALJIEKHOCTh K KJacTepaM Ha
oGyuatonieM Habope, ucnoabsyiite meron fit_predict.”” Pesysibrar nokasan
Ha puc. 3.34:

In[62]:
from import AgglomerativeClustering
X, y = make_blobs(random_state=1)

agg = AgglomerativeClustering(n_clusters=3)
assignment = agg.fit_predict(X)

mglearn.discrete_scatter(X[:, 0], X[:, 1], assignment)
plt.xlabel("lMpusHak 0")
plt.ylabel("MpusHak 1")

7 Kpome Toro, Mbl MOTJIM GBI BOCITOJIb30BaThCsl aTpubyToM labels_, Kak Mbl 9TO yIKe JeIaiu sl aITOpUTMa
k-cpemaux
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Puc. 3.34 MNpuHaanexHocTb K knactepam, BblMUCIIEHHasA anropuTMOM arfomMmepaTuBHOW
Knactepusaumm ¢ Tpems Knacrepamm

Kak 1 oxupanoch, aaropuTM OTJIUYHO BOCCTAHABIMBAET KJIACTEPU3AIUIO.
XO0T4 aJIrOPUTM arJIoMepaTUBHON KJIaCTepU3alluy, PeaJu30BaHHbIN B sCikit-
learn, TpeOyeT yKa3aThb KOJHMYECTBO BBIIEISEMBIX KJIACTEPOB, METOJIbI
arJIOMepPaTUBHON KJIACTEPU3AIi B HEKOTOPOI CTEIeHM TOMOTAloT BBIOPATh
IPaBUJIbHOE KOJUYECTBO KJIACTEPOB, 00 9TOM U IOIIET pedub HIKE.

NepapxmHeckasi KAaCTepr3aums U AeHAPOIrPaMMbl

PesysnbTaToM araomMepaTUBHON KJIACTEPU3AIUU  ABJISETCS HEPAPXHYCCKAT
rkaacrepmzanmusg  (hierarchical clustering). Kiacrepusanusi BBITIOTHSIETCSI
WUTEPaTUBHO, U Ka)k/lasl TOUYKA COBepIaeT MyTh OT OTAETbHOI TOUKHK-KJIacTepa
70 y9aCTHWKa WMTOTOBOTO KjacTepa. Ha KakaoM TPOMEXyTOUHOM IIare
MPOUCXOIUT KJIACTepu3alnsd JaHHBIX (C Pa3HbIM KOJUYECTBOM KJACTEPOB).
Nuorna mose3Ho cpa3y B3IVISIHYTb Ha BCe BO3MOXKHbIE KJaCTepPU3alUU.
Caenytonuii nipumep (puc. 3.35) MOKa3bIBaeT HAJNOKEHHE BCEX BO3MOKHBIX
KJIacTepu3allnii, TOKa3aHHbIX Ha puc. 3.33 U JaeT HEKOTOpoe IpejicTaB/eHne
O TOM, KaK KasK/blil KJacTep paciagaercst Ha Oojiee MeJIKIe KIacTephl:
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In[63]:
mglearn.plots.plot_agglomerative()

Puc. 3.35 Nepapxunyeckoe NpucBOEHNE KNnacTepoB (MokasaHbl B BUAE NIMHUN),
NoSsTly4eHHOE C NOMOLLIbIO anropuTMa arfioMepaTMBHON Knactepusauuu,
TOYKM OaHHbIX MPOHYMepoBaHbl (CM. puc. 3.36)

XoTd 9Ta  BU3yaIM3alusl  JaeT  JOCTATOYHO  JleTaJIM3UPOBAHHOE
NpeJCcTaBJeHue O pe3yJbTaTaX MepapXUueCcKoW KJacTepusaluu, OHa
OIUPAETCST HAa JABYMEPHYIO MTPUPOLY JAaHHBIX M He MOKET ObITh MCIIOJb30BaHa
171t HaboOpOB JaHHBIX, KOTOPbIe NMeEIOT Oosiee ABYX Xapakrepuctuk. OmHaKko
eCTb ellle OJIUH UHCTPYMEHT JIJIsl BU3yau3allui Pe3yJbTaToOB UepapXuiecKomn
KJIacTepu3allii,  Ha3blBaeMblii  gemzaporpammori  (dendrogram) — u
MIO3BOJISTIONIHIT 06pabaThiBaTh MHOTOMEPHBIE MACCUBBI JTAHHBIX.

K coxkanenutio, Ha JaHHbII MOMeHT B scikit-learn HeT MHCTPYMEHTOB,
MO3BOJIAIONIUX PUCOBATh JleHIporpaMMbl. OTHAKO BbI JIETKO MOYKETe CO3/1aTh
nx c¢ nomoibio SciPy. Ilo cpaBHeHUIO ¢ ajropuTMaMu KJacTepusaliuu
scikit-learn anroputmbl kjactepudainuu SciPy mMeOT HEMHOTO Jpyrou
unrtepgdeiic. B SciPy ucnonbsyercss GyHKIMSA, KOTOpas NTPUHUMAET MacCUB
JTaHHBIX X B KaUeCTBe apryMeHTa U BBIYMCISIET MaccHB cBazeri (linkage array)
C 3alMCAaHHBIMU CXO/ICTBAMU MEK/Y KaacTepaMu. 3aTeM Mbl MOKeM CKOPMUTD
sToT MaccuB yHkmu SciPy dendrogram, 4ToObI TIOCTPOUTD AEHAPOTPAMMY

(puc. 3.36):

In[64]:
# umnopTupyem QyHkymw dendrogram n @yHKymw KA3CTepu3aym ward u3 SciPy
from import dendrogram, ward

X, y = make_blobs(random_state=0, n_samples=12)

# npumeHaem KAACTeEPU3aumw ward K MaccuBy [aHHbix X

# QyHkyna SCiPy ward Bo3BpawaeTr MaccuB C PaccTOAHUAMMU

# BbIYMC/IEHHBIMU B XOJE BbINOJHEHNA Ar/IOMEPA TUBHON KJ1ACTEPU3IaLNU
linkage_array = ward(X)
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# Tenepb CTPouM JEHAPOrpammMy A4/ MACCHBA CBA3EH, COAEPXALEro pacCTOAHNA
# mexgy Kiaacrepamu
dendrogram(linkage_array)

# fenaem oTMETKU HAa f[EepeBe, COOTBETCTBYWWNE [BYM WM TPEM KAACTEPaM
ax = plt.gca()

bounds = ax.get_xbound()

ax.plot(bounds, [7.25, 7.25], '--', c="k")

ax.plot(bounds, [4, 4], '--', c="k")

ax.text(bounds[1], 7.25, ' gBa knactepa', va='center', fontdict={'size': 15})
ax.text(bounds[1], 4, ' Tpu knactepa', va='center', fontdict={'size': 15})
plt.xlabel("VHaekc HabnwgeHna")

plt.ylabel("KnacTtepHoe paccTosiHue")

_____________________________ | ABa knactepa

thasask oo ns s sl reaac TpW KnacTtepa

KnacTepHoe paccToAaHue

al=t
1 4 3 2 8 5 0 11 10 7 6 9

WMHoexkc HabnwaeHWA

Puc. 3.36 [eHgporpamma ans knacrepmsaumm, nokasaHHou Ha pwuc. 3.35, nuHuu
0603HayvaloT pacLuenneHns Ha gBa v Tpu Knacrtepa

Toykm  JaHHBIX TOKa3aHbl B  HWKHEM  4YacTW  JIEHJPOTPAMMBI
(mporymepoBanbl oT 0 g0 11). 3areM cTpouTCs €peBO C ITUMHU TOUYKAMU
(TIpeACcTaBIAIoKUME OO0 KJIACTEPBI-TOUKKM) B KadyecTBE JIMCThEB, W JIsI
KQKIBIX IBYX OObEMHEHHBIX KJIACTEPOB A00ABJISIETCSI HOBBIN Y3€JI-POIUTEb.

Yrenne neHporpaMMbl TTPOUCXOIAT CHU3Y BBepX. Touku maHHBIX 1 1 4
0ObEAMHSIIOTCST TIEPBBIMU (KaK BbI YK€ MOTJIN BUeTh Ha puc. 3.33). 3areM B
KjacTep obObeauHsiorcss Toukn 6 u 9 u T.0. Ha camMom BepxHeM ypoBHE
OCTAIOTCH JIB€ BETBU, O/1HA BeTBbL coctouT mu3 touek 11, 0,5, 10, 7,6 1 9, a
BTOpasg — u3 touek 1, 4, 3, 2 u 8. OHU COOTBETCTBYIOT /IByM KPYIHEUIIUM
KJIacTepaM.

Ocb y B fieHApOrpaMMe YKa3bIBaeT He TOJHKO MOMEHT OOBbeINHEHNS IBYX
KJIaCTEPOB B Xoz€e pabOThl aJrOPUTMa arjOMEPaTUBHON KJACTEPU3AIIN.
JliHa Kax[0il BeTBM IIOKa3blBaeT, HACKOJbBKO [JajieKo JAPYyr OT Jpyra
HaXoAsATCs 0ObennHeHHble KaacTepbl. CaMbIMU JJTMHHBIMUA BETBSIMH B 9TOM
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JleH/IporpaMMe SBJIIOTCS. TPU JIMHUU, OTMEYEHHbIe ITyHKTUPHOW 4YepToi ¢
HaJIIIMChIO «TPpU KJacTepay. ToT (akT, 4TO 3TH JUHUM SBJISIOTCS CaMbIMU
JUIMHHBIMM BeTBSIMU, YKa3blBaeT Ha TO, YTO IEPeXO0/l OT TpeX KJACTePoB K
IBYM COITPOBOKAAJICS OObeINnHEHNEM HEKOTOPBIX CUIBHO YIAJEHHBIX APYT OT
npyra Touek. Mbl cCHOBa BUJIMM 9TO B caMOM BepxXHel yacTu rpaduka, Kormaa
0ObeIMHEHNE IBYX OCTABIINXCS KJIACTEPOB B €MHBIN KJIaCTEP MOAPa3yMeBaeT
OTHOCHUTEIHHO OOJIBIIIOE PACCTOSTHIE MEKIY TOUKAMI.

K coxanenuto, alTOpUTM arjioMepaTuBHON KJACTEPU3AIUU MO-TIPEKHEMY
He B COCTOSIHMM 00paboTaTh CJIOXKHBIE JaHHble THIIa Habopa two_moons. Yero
Hesnb3sd ckazatb o DBSCAN, cioenyroiiem anropuTMe, KOTOPBIA — Mbl
PacCMOTPUM.

Emte oqun ouenb nosesnbiii anroput™ kaacrepusarun — DBSCAN (density-
based spatial clustering of applications with noise — wIOTHOCTHBIN
AJITOPUTM KJIACTEPU3AIMU MTPOCTPAHCTBEHHBIX JJAaHHBIX C IPUCYTCTBUEM
mryma). OcHoBHble nipeumyitiectBa ajroputmMa DBSCAN 3akiouaioTcsd B TOM,
YTO II0JIb30BATENIO0 HEe HYKHO 3apaHee 3aJlaBaTh KOJWYECTBO KJACTEPOB,
AJITOPUTM  MOJKET BBIIEJUTh KJACTEPhI CJOKHON (OpPMBI U CIocobeH
OIIpeIe/INTh TOYKM, KOTOPble He IPUHAIJIEKAT KaKOMYy-IHOO KjacTepy.
DBSCAN pa6oraer HeMHOro Me[IeHHee, YeM aJTOPUTM arJoMepaTHUBHOIL
KJIACTEPU3AINU U JITOPUTM A-CPEHUX, HO TaKyKe MOKET MacCIITaOupOBaThCS
Ha OTHOCHUTEJbHO GOJIbIINe HaOOPhI JaHHBIX.

DBSCAN ompeznenseTr TOUKH, PaCHOJIOKEHHbIE B <«TyCTOHACETEHHBIX»
00/IaCTAX IPOCTPAHCTBA XaPaKTEPUCTUK, KOTJAa MHOTME TOYKK JaHHBIX
PACIIONIOKEHbBI OJU3KO APYT K APYry. ITU OOJACTH HA3BIBAIOTCS ILIOTHBIMH
(dense) obmpacTaMu  IIPOCTPAHCTBA XapaKTePUCTUK. Maes anropurma
DBSCAN 3zakiouaeTcst B TOM, YTO KJIacTephl 00pas3yioT ILJIOTHBIE 00JIacTH
NAHHBIX, KOTOpbIE€ OT/IeJIeHbl JPYT OT Jpyra OTHOCUTEJNbHO IYCTHIMU
00JIaCTSIMMU.

Touky, HaxXomANIMEeCsS B IJIOTHON O0OJACTH, HA3bIBAIOTCS SZAPOBBIMH
npumepami (core samples) wnv gapopsivi TouKamu (core points). AJITopuTM
DBSCAN umeer aBa napametrpa: min_samples u eps. Ecin 1o kpaiiHeii Mmepe
min_samples ToueKk HaXOAATCA B pajiiyce OKPECTHOCTHU eps paccMaTprUBaeMoi
TOYKU, TO 3Ta TOYKA KJaccuuimpyeTrcss Kak gapoBas. AapoBbie TOUKH,
PacCTOSIHUS MeXy KOTOPBIMU He IIPEBBIIIAIOT PaJuyC OKPECTHOCTH eps,
nomeniatoTces aaroputMoM DBSCAN B oiuH 1 TOT ke KJacTep.

Ha crapre anropuT™ BbIOMpAET IPOU3BOIBHYIO TOUKY. 3aTeM OH HAXOIUT
BCe TOYKHM, Vy/ajJeHHble OT CTapTOBOM TOYKM HaA PACCTOSHUM, He
MpEBBINIAIONIEM PaJUyC OKPECTHOCTU eps. Ecanm MHOXeCTBO TOYeEK,
HaXO/ANUXCI B TIpefiesiaX pajnyca OKPEeCTHOCTH eps, MeHbllle 3HaueHUs
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min_samples, cTapToBas To4YKa 1omMeuaercsl Kak mym (1noise), 9T0 03Hauaer,
4TO OHa He IPUHAIIEKUAT KAaKOMY-IuO0 KiacTepy. Ecam 910 MHOMXKECTBO
ToueK OOJbllle 3HAUYeHMST min_samples, cTapToBasi TOYKA IIOMEYAETCS Kak
SpOBas U ell HazHayaeTCsd MeTKa HOBOTO KJacTepa. 3aTeM IOCENIaloTCs Bee
coceu aToi ToukK (HaxoAsIIrecs B Ipeeaax eps). Eciu onu emie He ObLIn
MPUCBOEHBI KJIACTEPY, UM TIPUCBAMBAETCSI MeTKa TOJbKO UYTO CO3JaHHOTO
KJjactepa. Ecim oHM SBASIOTCS SPOBBIMEU TOUKAMU, TTOOUYEPETHO TTOCETaloTCs
nx coceau u T.1. Kiactep pacrer f0 Tex IMop, OKa He OCTAHETCS HU OJHOU
SIIEPHOM TOYKM B IIpefiesiaX pajnmyca OKPECTHOCTH eps. 3aTeM BhIOMpaeTcs
ApyTasi TOYKa, KOTopasi elie He ObLia IoceleHa, ¥ TOBTOPSIETCS Ta JKe camast
npoleaypa.

B wutore mosyuaem TpW BHa TOYEK: SIIPOBbIE TOYKH, TOYKH, KOTOPbIE
HaXOAsATCSI B TpeAesax paanyca OKPEeCTHOCTH eps SAPOBBIX TodeK (Tak
HasbIBaeMble [TOIPAHHYHBIC TOYKH WX boundary points) m 1myMoBbIe TOYKH.
[Ipu muorokpatHom npumeHeHuun ajsroputMa DBSCAN Kk KoHKpeTHOMY
HaOOPY JaHHBIX Pe3yJIbTaThl KJIACTEPU3AIMU SIAPOBBIX TOYEK OyAyT BCerzga
OMHAKOBBIMU, IIPX 9TOM OJHHU M Te K€ TOUYKHU BCeraa OyAyT IMOMedYaThesT Kak
mrymoBbie. OfHAKO MMOTPaHMYHAS TOYKA MOKET OBITh COCEOM JIJIST SIAPOBBIX
TOYeK M3 HECKOJbKMX KjacTepoB. [loaTomy KiacTepHass TPUHAIEKHOCTD
MOTPAHUYHBIX TOYEK 3aBUCUT OT TMOPSAKa TMocenieHnst Todek. Kak mpaBuiio,
CYIIECTBYET JIMINb HECKOJbKO IOTPAHUYHBIX TOYEK, IOITOMY dTa cjabas
3aBUCUMOCTD PE3yJIbTAaTOB KJIACTEPU3aIlNu OT IMOPSAKA MOCEIeHns] ToUeK He
MMeeT 3HAYEeHUSI.

JlaBaiite npumennm anaroputM DBSCAN k cuHTETHUeCKOMY HabOPY
JAHHBIX, KOTOPBI MBI MCIOJb30BAJIN JJSI AEMOHCTPAIIMU arJIOMepPaTUBHOM
Kjactepusanuu. Kak n aropuTm arJioMmepaTuBHON KJIacTepu3alini, alrOpUuTM
DBSCAN He 1103B0JIsIET TTOJIy4aTh ITPOTHO3bI [IJIs1 HOBBIX T€CTOBBIX JIaHHBIX,
II09TOMY MBI BOCIIOJIb3yeMcs MeTozoM fit_predict, 4ToObI cpa3y BBHIIOJHUTH
KJIaCTEPU3AIINIO M BO3BPATUTh METKH KJIACTEPOB:

In[65]:
from import DBSCAN
X, y = make_blobs(random_state=0, n_samples=12)

dbscan = DBSCAN()
clusters = dbscan.fit_predict(X)
print("MpuHagnexHoctb k knactepam:\n{}".format(clusters))

Out[65]:
MpUHAANEXHOCTb K KjacTepam:
[-1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1]

MOKHO YBHUETh, 4YTO BCEM TOYKaM JAaHHBIX ObLla IPUCBOEHA MeTKa -1,
KoTopasi obOosHadaer 1myMm. IlosydeHHass CBOJAKA SIBJISIETCS PE3YJIbTATOM
NIpUMEHEHUST 3HaUYeHUl eps U min_samples, yCTaHOBJEHHBIX M0 YMOJYAHUIO
U He HACTPOEHHBIX /i PabOThl ¢ HEOOJBIINMK CUHTETHYECKUMU HabopaMu
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na"HbiX. IIpuHazgIekHOCTH K  KJacTepaM /ISt Pa3JIMYHBIX 3HAUYEHUN
min_samples u eps MokaszaHa B CBOJIKE U BU3yaJu3upoBaHa Ha puc. 3.37:

In[66]:
mglearn.plots.plot_dbscan()
Oout[66]:
min_samples: 2 eps: 1.000000 cluster: [-1 00 -1 0 -1 1101 -1 -1]
min_samples: 2 eps: 1.500000 cluster: [0 111102212 20]
min_samples: 2 eps: 2.000000 cluster: [01 111000100 0]
min_samples: 2 eps: 3.000000 cluster: [0 O O OO 000000 0]
min_samples: 3 eps: 1.000000 cluster: [-1 00 -10 -1 1101 -1 -1]
min_samples: 3 eps: 1.500000 cluster: [011110221220]
min_samples: 3 eps: 2.000000 cluster: [0 1111000100 0]
min_samples: 3 eps: 3.000000 cluster: [0 O O OO0 000000 0]
min_samples: 5 eps: 1.000000 cluster: [-1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1]
min_samples: 5 eps: 1.500000 cluster: [-1 0000 -1 -1 -10 -1 -1 -1]
min_samples: 5 eps: 2.000000 cluster: [-1 0000 -1 -1 -10 -1 -1 -1]
min_samples: 5 eps: 3.000000 cluster: [0 OO OO0 000000 0]
min_samples: 2 eps: 1.0 min_samples: 2 eps: 1.5 min_samples: 2 eps: 2.0 min_samples: 2 eps: 3.0
9 A '\ @
e®e T Aty e®e
A \ ® @
A v ® ]
A o & L A ® e o o ® o ®
o ® o ® o *
min_samples: 3 eps: 1.0 min_samples: 3 eps: 1.5 min_samples: 3 eps: 2.0 min_samples: 3 eps: 3.0
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e @ @ . A A A A A ® "".
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& O o % v @ % ] ® @ @ &
e
o * o * o *
min_samples: 5 eps: 1.0 min_samples: 5 eps: 1.5 min_samples: 5 eps: 2.0 min_samples: 5 eps: 3.0
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Puc. 3.37 lNpnHagnexHocTb K Krnactepam, BblYUCNEHHAs C MOMOLLbLIO anropMTmMa
DBSCAN npwu pasnuyHbix 3Ha4eHnax min_samples n eps

Ha stoMm rpaduke TOUYKM, KOTOPbIE NPUHAJIEKAT KIacTepaM, OKpalleHbl
CILIOIIHBIM IIBETOM, a IIYMOBBIE TOYKH — O€JIBIM I[BETOM. SIIPOBbIE TOUKM
MOKa3aHbl B BHJE OOJBIIMX MapKepOB, TOIJa KaK ITOrPaHUYHbIE TOYKU
OTOOpaKalOTCSA B BHE HEOOJIBIINX MapKEPOB. YBeJUYEHVE 3HAYEHUS eps
(ceBa HampaBO Ha PHCYHKE) O3HAYaeT BKJIOYEHME OOJIBIIEro KOJIMYECTBa
TOYEeK B KjacTep. ITO NMPUBOAUT K POCTY Pa3MEPOB KJACTEPOB, HO TaKIKe
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MOJKET MPUBECTU K TOMY, YTO HECKOJBKO KJACTEPOB OyAyT OObeINHEHBI B
ONIVH. YBesndeHue 3HaueHus min_samples (cBepXy BHU3 Ha PUCYHKeE)
O3Ha4YaeT yMeHbIleHWe KOJWYecTBa S/IEPHBIX TOUYeK U yBeJIudeHue
KOJIMYeCcTBa IIyMOBBIX TOUEK.

[Tapamerp eps uyTh Oojiee BaskeH, IOCKOJBbKY OH OIPEIENsieT, YTO
O/IpasyMeBaeTcs 1Mo «OJIM30CThI0» TOYEK APYT K ApyTy. OueHb MaleHbKOe
3Ha4YeHue eps OyeT 03HAYaTh OTCYTCTBUE SIEPHBIX TOUEK Y MOKET IIPUBECTU
K TOMY, YTO BCE€ TOYKK OyAyT IOMEYeHbI Kak ImymoBbie. OueHb 6GOJbBIIOE
3HAYeHHNe eps MPUBeJET K TOMY, UTO BCe TOUKU C(POPMUPYIOT OWNH KJACTeP.

3HavyeHre min_samples ryaBHBIM 00pa3oM OIIpeesisieT, OYAYT JU TOYKH,
PacCIIOIOKEHHBIE B MeHee ILIOTHBIX 00JIACTSIX, MOMEUEHbI KaK BBIOPOCHI MM
Kak Kjacrepbl. Ecin yBennunth 3HadeHre min_samples, Bce, 4YTO MOIJIO ObI
CTaTh KJAaCTEPOM C KOJMYECTBOM TOYEK, He TpeBBIMaimuM min_samples,
Oymer momedeHO Kak ImyMm. Ilosromy 3Hadenme min_samples 3agaer
MUHUMAJBHBIA pazMep KjaacTepa. ITO OUYeHb YeTKO MOKHO YBHU/IETh Ha PHC.
3.37, xorma Mbl yBesJnynBaeM 3HadeHue min_samples ¢ 3 70 5 npu eps=1.5.
[Ipn min_samples =3 moaydaeM TpM KjacTepa: MEPBBIN KJIacTEP COCTOUT M3
YyeTbIpexX TOYEK, BTOPOM — M3 IISATU TOYEK U TpeTuil — u3 Tpex Toyek. [Ipum
min_samples=5 jBa kKjacTepa MeHbIero pasMepa (C TpeMd U UYeTbIpbMS
TOYKaMU) Telepb ITOMeYeHbl KaK IIyM M OCTaeTcsl JHUIllb KJacTep C ISAThIO
TOYKAMU.

Hecmotpst Ha TO uTo B asroputMe DBSCAN He HYKHO SIBHO yKa3biBaTb
KOJIMYeCTBO KJAcTepoB, 3HaueHUWe epS HesIBHO 3aJlaeT  KOJUYECTBO
BBIIEJIIEMBIX KjacTepoB. VHorga mogoOpaTh ONTHUMAIbHOE 3HAYEHUE eps
CTAHOBUTCSI TIPOINE TIOCTe MacHITabUpOBaHWS JAaHHBIX C  IIOMOIIBIO
StandardScaler mau MinMaxScaler, Tak KakK UCIIOJIb30BaHUE I3TUX METOOB
MaciuTabupOBaHWS TapaHTUPYET, YTO BCE XaPaKTEPUCTUKU OYAYT HMETh
OJIMHAKOBBIN MacITao.

Puc. 3.38 nokaspiBaeT pe3yJibTaT BbilloJHeHus anroputMa DBSCAN niis
Habope JaHHBIX two_moons. AMTOPUTM (DAKTUYECKU HAXOIUT JBE TPYIIIIBI
JAaHHBIX B (popMe TOJIyMecsdlleB U pasjieisieT UX, UCIOJb3ysd HACTPOUKHU I10
YMOJTYaHUIO:

In[67]:
X, y = make_moons(n_samples=200, noise=0.05, random_state=0)

# MacwTabupyem f[aHHble TaK, YTOObl MOJYYUTb HYJIEBOE CPEAHEE U EAUHUYHYK ANCIEPCHK
scaler = StandardScaler()

scaler.fit(X)

X_scaled = scaler.transform(X)

dbscan = DBSCAN()

clusters = dbscan.fit_predict(X_scaled)

# BbIBOAMM MPUHALNEXHOCTb K K/AACTEPaM

plt.scatter(X_scaled[:, 0], X_scaled[:, 1], c=clusters, cmap=mglearn.cm2, s=60)
plt.xlabel("lMpusHak 0")

plt.ylabel("MpusHak 1")
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[TockoJIbKY aJrOpuTM BBIJIEJIWJ HY;KHOE KOJMYeCTBO KJacTepoB (/1Ba),
HACTPOUKHM ITapaMeTpoB, MOX0xKe, paboTaroT xopoino. Ecin Mbl yMeHbITUM
3HavyeHue eps 7o 0.2 (3HaueHHe MO yMOJTYaHUIO 0.5), Mbl MTOJIyYUM BOCEMb
KJIACTEPOB, YTO SBHO CJUIIKOM MHOTO. YBeJuueHue eps 10 0.7 AacT OAWH
KJIacTep.

Wcmonbsyst DBSCAN, 6yabTe 0cTOPOKHBI IIpr paboTe ¢ BO3BPaIlaeMbIMIM
HOMepaMK KJjacTepoB. Vcmosbp3oBanue -1 st 0003HAUYEHUs MIyMa MOKET
IpPUBECTH K HEOXUIAaHHBIM addeKTaMm, ecou MeTKH KJIacTepoB OYIyT
HCIIOJb30BAThCA IS UHAEKCUPOBAHUS JPYTOr0 MACCUBA.

2'D T T T T T T T

.31

1.0 |

0.5 |

0.0 |-

MNpu3HakK 1

—0.5

o » &
39 Q)
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-1.0 |
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Puc. 3.38 lNpnHagnexxHoCTb K Krnactepam, Bbl4MCIIEHHAsS C NOMOLLBbIO anroputmMa
DBSCAN, ncnonb3oBarnoch 3HayeHe no ymonyanuio eps=0.5

CpaBHeHVe 1 OUeHKa Ka4eCTBa aArOpUTMOB KAGCTep3aUAL

Opna u3 mpobsieM, CBI3aHHBIX ¢ MPUMEHEHUEM aJITOPUTMOB KJIaCTePU3aliH,
3aKJIFOYAETCS B TOM, YTO OYEHb TPYAHO OIEHUTDh KauecTBO pabOThI aJrOpUTMa
1 CPaBHUTb Pe3yJbTaThbl, MOJyYEeHHbIE C TMTOMOIIbIO PA3JIMYHBIX aJTOPUTMOB.
PacckazaB 00 anropuTMmax A-CpeHUX, arJiOMePaTUBHON KJacTepu3aiuu |
DBSCAN, ™Mbl Tenepb CpaBHUB HX, NMPUMEHUB K HEKOTOPHIM peabHBbIM
HabOpaM JJaHHBIX.
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OueHKa Ka4eCcTBa KAACTepU3aLmm C MOMOLLILIO METPUK, NPEAMNOA3raloLLINX
3HaHMEe NCTUHHON KAGCTepM3aLmnm

CylimecTByeT TIOKa3aTeld, KOTOPbIe MOKHO HCIOJIb30BaTh JJIsI  OIEHKU
Pe3yJIbTAaTOB € TOYKM 3PEHUs HCTUHHON Kjactepusanun. Hambosree BasKHbIMI
CpeIN HUX SBISIOTCS CKOPPEKTHPOBAHHBIN Koagguimment Porga (adjusted
Rand index, AR]) u HOp™mam3oBanHas B3anmHas uHGopmanms (normalized
mutual information, NMI), KoTopbie NpeACTaBIsaioT OO0 KOINIECTBEHHbBIE
nokasare. OHM TPUHUMAIOT 3HaYeHWs, Onm3kue K 0, IpHU CaydaitHoOM
Ha3HAUEHNM KJIACTepOB, ¥ 3HadYeHWe 1, Korja IOJydyeHHbBIE pe3yJIbTaThl
KJIaCTEpU3allMi  TOJHOCTBIO CcOBHaZaloT ¢ (daktudeckumu (obparure
BHMMaHNE, CKOPPEKTHPOBAaHHBIN Ko duimenT PaHma MOKeT TpPUHUMATH
3HaueHus ot -1 10 1).

B mamHOM ciiydae MBI CpaBHUM aJITOPUTMBI A-CPEIHUX, arJIOMEPaTHBHOM
kaactepuzanuu 1 DBSCAN, ucnonb3ys ARI. Kpome Toro, mis cpaBHeHus
MBI BKJIIOYMM Pe3YyJIbTaThl KJIACTEPU3AINH, ITOJIYYEHHBIE IMPH CIyIaitHOM
Ha3HAYEHUU TOYEK JIBYM KJjactepaMm (puc. 3.39):

In[68]:

from import adjusted_rand_score
X, y = make_moons(n_samples=200, noise=0.05, random_state=0)

# MacwTabupyem faHHbie TaK, YTOObl OJYYUThb HYJEBOE CPEAHEE U EAUHUYHYI AUCIEPCHK
scaler = StandardScaler()
scaler.fit(X)
X_scaled = scaler.transform(X)
fig, axes = plt.subplots(1, 4, figsize=(15, 3),
subplot_kw={'xticks': (), 'yticks': (O})

# Co343eM CIIMCOK WUCIOJIb3YEMbIX aJIFOPUTMOB
algorithms = [KMeans(n_clusters=2), AgglomerativeClustering(n_clusters=2),
DBSCAN()]

# CAYYANIHO MPUCBANBAIEM TOYKM [BYM KAACTEPAM [/I9 CPABHEHNSA
random_state = np.random.RandomState(seed=0)
random_clusters = random_state.randint(low=0, high=2, size=len(X))

# BbIBOAUM HA PaguKe Pe3y/ibTaThl CAYYANHOro MPUCBOEHUS KA3CTEPOB

axes[0].scatter(X_scaled[:, 0], X_scaled[:, 1], c=random_clusters,
cmap=mglearn.cm3, s=60)

axes[0].set_title("CnyyaitHoe npucBoeHne knactepoB - ARI: {:.2f}".format(

adjusted_rand_score(y, random_clusters)))

for ax, algorithm in zip(axes[1:], algorithms):
# BbIBOAUM HA TPaGUKE MPUHILNEXHOCTb K KAACTEPAM M LEHTPb KA3CTEPOB
clusters = algorithm.fit_predict(X_scaled)
ax.scatter(X_scaled[:, 0], X_scaled[:, 1], c=clusters,
cmap=mglearn.cm3, s=60)
ax.set_title("{} - ARI: {:.2f}".format(algorithm.__class__.__name__,
adjusted_rand_score(y, clusters)))
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Cny4aiHoe npuceoeHre knactepoe - ARL: 0.00  KMeans - ARL: 0.50 AgglomerativeClustering - ARI: 0.61 DBSCAN - ARI: 1.00

Q

Puc. 3.38 CpaBHeHue pe3ynbTaToB CrydanHown krnactepusauum, k-cpegHux,
arnomepartmeHon knactepudauun n DBSCAN ans Habopa gaHHbIX two_moons,
NCNOJb30BasiCsA CKOPPEKTUPOBAHHBLIN KO3hpuumeHT PaHaa

CxoppextupoBaHublii Koadduiiment PsHpa 1Moka3piBaeT WHTYUTHUBHO
MOHSTHBIE PE3YJIbTAaThl, CIydyailHOe MTPUCBOEHNE KJIACTEPOB TOJIYYAEeT OIEHKY
0, a DBSCAN (KOTOpPBIiI OTJIMYHO BOCCTaHABJIMBAET HY)KHbIE KJIACTEPbI) —
orleHKy 1.

Hawnbosee wyacrast ommOKa, BO3HMKAIOIIas IIPH OIE€HKE pe3yJIbTaToB
KJacTepu3alini, 3aKJI04aeTcs B MCIOJb30BaHUM ACCUracy_score BMECTO
adjusted_rand_score, normalized mutual _info_score wum Kakoii-aubo
APYToro TOKasaTesss KadecTBa KJacTepusamuu. I[Ipobiema, cBs3aHHas ¢
WCIIONTb30BAaHWEM  TIPaBUJIBHOCTH, 3aKJIi04aeTcss B TOM, UTO OIleHKa
IPaBWJIBHOCTH  TPeOyeT TOYHOTO  COOTBETCTBUSI ~ METOK  KJIACTEPOB,
MIPUCBOEHHBIX TOYKAM, ICTUHHBIM MeTKaM Kiactepos (ground truth). Oxnaxo
caMu 110 cebe MEeTKH KJIAaCTEPOB He UMEIOT cMbIc/Ia. EAMHCTBEHHOE, YTO NMeeT
3HaUYeHWe, 9TO TO, KaKWe TOUYKU HAXOASATCS B OTHOM U TOM JKe KJacTepe:

In[69]:
from import accuracy_score

# 3Tu [BE MAPKUPOBKN TOYEK COOTBETCTBYWT OfHUM U TEM XE€ PE3Y/bTATaM KJAACTEPU3aLMn
# B clustersl 3anucaHsl ¢aKkTUYECKUE PE3Y/IbTAThl KAACTEPUIALNM,

# a B clusters2 3anucaHbl pacyeTHbe PE3YAbTAThl KA3CTEPU3ALNU

clusters1 = [0, 0, 1, 1, 0]

clusters2 = [1, 1, 0, 0, 1]

# paBuIbHOCTb PABHA HYJIW, [MOCKOJIbKY HW O4HA U3 [PUCBOEHHBIX METOK HE OTPAX3ET
# UCTUHHYK KIA3CTEepU3aLnm

print("MpaBunbHocTb: {:.2f}".format(accuracy_score(clusters1l, clusters2)))

# 3H34YeHme CKopp. KOIPPuumeHTa P3HAE PaBHO 1, MOCKOABKY MOJYYEHHbIE PE3YJIbTAThI
# TOYHO BOCIIPON3BOJAT UCTUHHYK KJI3CTEPU3ALINK

print("ARI: {:.2f}".format(adjusted_rand_score(clustersl, clusters2)))

Out[69]:
MpaBnabHOCTL: 0.00
ARI: 1.00

OueHka Ka4ecTsa KAacTepm3aummn bes NcnoAbL30B83HMSI METPIK,
NPEeAnoOAaralolLnX 3HaHNe NCTUHHOW KAaCTepr3aunmn

HecMmoTpst Ha TO, 4TO MBI TOJIBKO UTO MOKA3aJIM OAWH U3 CIIOCOOOB OIEHUTH
paboTy aJrOPUTMOB KJIACTEPU3AINK, Ha TPAKTHKE HCIIOJIh30BaHUE METPHUK
tuna ARI compstzkeHo ¢ O6ombimmmmu  mpobaemamu. [Ipu ucnosb3oBaHUM
AJITOPUTMOB  KJIacTepu3aiiuu, uH(popMamyss 00 MCTUHHBIX KJacTepax, ¢
KOTOPOH MOKHO OBIJIO ObI CPAaBHUTD IOJYyYEHHBIE PE3YJIbTAThI, KaK IIPaBIUIIO,

210



orcytcTByeT. Ecimi 6bI MBI 3HA/IN, KaK BBITJISUT IIPABUIbHAS KIaCTEPU3aIUsI
JTAHHBIX, MBI MOTJIM OBl MCIIOJIb30BATh 9Ty MH(GOPMAIUIO, YTOOBI MOCTPOUTH
MOJIeJIb  KOHTPOJIMPYEMOro oOydeHus Ttuma kiaaccudukaropa. IlosTomy,
HCII0JIb30BaHue Takux Iokasatesieif, kak ARI u NMI, kak nmpaBuJio, momoraet
B pa3pabOTKe aJrOPUTMOB, HO He B OlleHKe UX 2(POEKTUBHOCTA C TOUYKHU
3peHUsI KOHKPETHOTO MPUMEHEHUS.

CylIecTByIoT METPUKH KJIACTEPU3ALMK, KOTOPble He TPeOyIOT 3HaHUS
WCTUHHBIX  pe3yJbTaTOB  KJacTepusalluu,  HalpuMmep, CHJTVSTHBIH
koagppunment (silhouette coefticient). OnHako Ha NMpaKTHKe OHM PadOTAIOT
m0xo. CuiryaTHast Mepa BBIUKC/ISIET KOMIIAKTHOCTD KJIacTepa, 60ojee BhICOKOEe
3HAYEeHNEe COOTBETCTBYET JIy4llleMy Pe3yJbTaTy, njaeaJlbHOe 3HaUeHue paBHo 1.
HecMmorpst Ha TO, 4TO KOMIIAKTHBIE KJACTEPhl YAOOHBI, KOMIIAKTHOCTH He
TIpeJIroJiaraeT CJAOXKHBIX (GopM.

Huske mnpuBemeH mpuMep CpaBHEHUS Ppe3yJbTaTOB, IIOJYYEHHBIX C
MIOMOIIBIO AJTOPUTMOB A-CPEHUX, arJOMEepPaTUBHON KJIAaCTepPU3aluu U

DBSCAN 11 Habopa two_moons, TPy 3TOM HCIIOIb30BaIach CUIYyITHAs Mepa
(puc. 3.40):

In[70]:
from import silhouette_score

X, y = make_moons(n_samples=200, noise=0.05, random_state=0)
# MAcwTabupyem f[aHHbEe TaK, YTOOb MOJNYYUTH HYJIEBOE CPEAHEE U EAUHUYHYK AUCTEPCHK
scaler = StandardScaler()
scaler.fit(X)
X_scaled = scaler.transform(X)
fig, axes = plt.subplots(1, 4, figsize=(15, 3),
subplot_kw={"'xticks': (), 'yticks': ()})

# CHYYANIHO NPUCBANBAIEM TOYKM JBYM KAACTEPAM A/ CPABHEHUSA
random_state = np.random.RandomState(seed=0)
random_clusters = random_state.randint(low=0, high=2, size=len(X))

# BbIBOAUM HA IPagUKe pe3y/ibTaThl CAYYANIHOrO MPUCBOEHUA KA3CTEPOB
axes[0].scatter(X_scaled[:, 0], X_scaled[:, 1], c=random_clusters,
cmap=mglearn.cm3, s=60)
axes[0].set_title("CnyuaiiHoe npucBoenne knactepoB: {:.2f}".format(
silhouette_score(X_scaled, random_clusters)))
algorithms = [KMeans(n_clusters=2), AgglomerativeClustering(n_clusters=2),
DBSCAN()]

for ax, algorithm in zip(axes[1:], algorithms):
clusters = algorithm.fit_predict(X_scaled)
# BbIBOANUM HA TPaguKke MpuH3LNEXHOCTb K KJAACTEPAM U LEHTPsl KI3CTEPOB
ax.scatter(X_scaled[:, 0], X_scaled[:, 1], c=clusters, cmap=mglearn.cm3,
s=60)
ax.set_title("{} : {:.2f}".format(algorithm.__class__.__name__,
silhouette_score(X_scaled, clusters)))
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Cnyu4aiiHoe NpUCBOeHWe KnacTepos: -0.00 KMeans : 0.49 AgglomerativeClustering : 0.46 DBSCAN : 0.38

S\FEAY

Puc. 3.38 CpaBHeHue pe3ynbTaToB CrydanHown krnactepusauum, k-cpegHux,
arnomepartmeHon knactepudauun n DBSCAN ans Habopa gaHHbIX two_moons,
NCNonb30Barncs CUNYaTHbIN KO3 ULUNEHT (6oniee NHTYUTUBHO NOHATHLIN pe3ynbTaT
DBSCAN uMeeT MeHbLUee 3Ha4YeHne CUyaTHoro koadppuumnenTa, yem pesynbtar k-
cpeaHux)

MOXKHO YBHIETH, YTO AJTOPUTM A-CPEIHUX TIOJY4YaeT CaMO€ BBICOKOE
3HaYeHWe CUJIYITHOTO KO3a((puimeHnTa, XOTS MbI, BO3MOXKHO, TPEANOYTEM
pe3yIbTarhl, MoaydeHHbie ¢ momolnbio amroputMa DBSCAN. YUyrs 6Gosee
JIydIiasi CTpaTerusi /Ui OIleHKU Pe3yJIbTaTOB KJACTePU3aIluy 3aKJI0YaeTcs B
MCII0JIb30BaHNN METPUK KJIaCcTepU3alliu Ha OCHOBe pobactHocTH (robustness-
based clustering metrics). DT MeETPUKHM 3allyCKalOT aJTOPUTM TOCJTe
n00aBIeHNsT HEKOTOPOTO IIyMa B JaHHBbIE WM TMPUMEHSIOT Ppas3IndHbIe
HACTPOWKHM TTapaMeTPOB, a 3aTeM CPaBHUBAIOT MOJyUYeHHbIe pe3yabTarhl. Maes
3aKJI0UYaeTcsd B TOM, YTO €CJAW pa3Hble 3HAUEHUS IapaMeTpoB UM Pa3HbIe
BO3MYIIIEHUS TAaHHBIX BO3BPAIAIOT OJIUH U TOT K€ Pe3yJbTaT, eMYy, BEPOSITHO,
MOKHO JIOBEPSTH. K cokajieHnio, Ha MOMEHT HalliCaHus KHUTH 9Ta CTPaTeTns
He ObLTa peannsoBaHa B scikit-learn.

Jlaske ecqi MbI TOJIydUM O4YeHb pOOACTHBIE Pe3yJIbTaThl KJIACTEPU3AI[AN
WU OYeHb BBICOKOE 3HaueHUe CUJIYITHOM Mephl, Y Hac MO-TIpeKHeMy Oyzer
OTCYTCTBOBaTh WH(OPMAIUS O TOM, HECYT JIU Pe3yJbTaThl KJaCTepU3aiuu
KaKOU-TO cofiepsKaTebHbIA CMbBICJ, OTPA’KAIOT JIM OHU Te aCIeKThl JaHHBIX,
KOTOpbIE HAC MHTepecyIoT. /aBaiiTe BepHeMCs K IIPUMEPY ¢ M300paskeHUSIMU
Juil. Mbl HajzieeMcsT BBIZIEJNUTD TPYIIIBI CXOKUX MEKIY COOOI0 JIMII, CKaXkKeM,
MYSKYMH ¥ JKEHIIIH, 1100 MOKIIBIX U MOJIOBIX, UJIN JIoeil ¢ 60posoil u Oe3
6opoxpl. JlomyTum, MBI CTPYyNIHPOBAIN JaHHbIE B JBa KJacTepa, W BCE
AJITOPUTMbI  €IMHOAYIIHBI O TOM, KaKWe TOYKHM HaHHBIX [OJUKHBI OBITH
0ObeIMHEHBI B KjacTepbl. MBI TO-TIPe;KHEMY He 3HAaeM, COOTBETCTBYIOT JIH
HaiileHHble KJacTepbl MHTEPeCyIONUM Hac rurore3aM. BriojsiHe BO3MOKHO,
YTO OHU BBIIETUJIN JIUTIA B TPODUJIb U Jinla B aHdac U CHUMKH, C/leJIaHHbIE
B HOYHOE BPeMs, 1 CHUMKH, cleJaHHble J1HeM, (DOTO, caeaHHble ¢ aiilhOHOB 1
doto, cmemaHHbie ¢ TenedOHOB ¢ omeparnoHHON cuctemoil Android.
EnuHcTBeHHBI — crmoco® — y3HaTh, COOTBETCTBYET JIM  KJIACTEPHU3aI[HsI
WHTepecyolleil Hac nHMOpMaInK, TPOAHATN3UPOBATh KJIacTepbl BPYUHYIO.
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CpaBHeHne paboTbl aAropyUTMOB Ha Habope n3obpaxkeHnin AL

Hasaiite npumenum anroputmbl k-cpennux, DBSCAN u ariomepaTtuBHOI
KjiacTepusaiuu K Habopy manubix Labeled Faces in the Wild u mocmorpum,
CMOJKET JIM KaKoi-n00 M3 9TUX aJrOPUTMOB HAWTU MHTEPECHYIO CTPYKTYPY.
MbI BOCIIOJIb3yeMCsl COOCTBEHHBIMHU BeKTOpaMiu (COOCTBEHHBIMU JIUI[AMHU),
BBIUMCJICHHBIMU JIJISI BCEro Habopa M300paK€HUI JIUI[ IPH  IIOMOIIBIO
PCA(whiten=True), Boimenstmoch 100 KOMIIOHEHT:

In[71]:
# 13BJEeKaEM COOCTBEHHbIE /MLYa AN HA60pa faHHbx Lfw n npeobpasyem gaHHse
from import PCA

pca = PCA(n_components=100, whiten=True, random_state=0)
pca.fit_transform(X_people)
X_pca = pca.transform(X_people)

Paree MBI Buienn, 4TO JaHHAs OIepalis II03BOJISIET IOJYYUTh OoJiee
cofepskareabHy0 wH(GOpMaIio 00 H300paKEHUSX JIUI[ B OTIUYHE OT
HMCXOAHBIX THKcesell. KpoMe TOro, oHa IO3BOJSIET YBEIWYUTH CKOPOCTH
BBIUMCACHWI. 37ech OyIeT IOJIe3HO 3allyCTUTh aJTOPUTMbI Ha HCXOIHBIX
maHHblX, Oe3 mnpumenennss PCA, W BBISICHUTH, CMOIJIM JIM aJTOPUTMBI
BBIJIEJINTh aHAJIOTUYHbBIE KJIACTEPHI.

AHaAn3 Habopa n3obpaxxeHnin AULL C NOMOLLILIO anropuTtMa DBSCAN
Mpbi Haunem ¢ ipuMeneHuss DBSCAN, o0 KOTOpoOM TOJIbKO YTO TOBOPUJIU:
In[72]:

# npumeHsaem aaroputm DBSCAN, wucrosib3ys rnapameTpsl 1o YyMOJAY3HWK

dbscan = DBSCAN()

labels = dbscan.fit_predict(X_pca)
print("YHukanbhbie metku: {}".format(np.unique(labels)))

out[72]:
YHMKanbHble MeTKu: [-1]

Mpbl BuanM, 9TO BCe BO3BpallleHHble METKM MMeIOT 3HadeHue -1, Takum
obpasoM, cormacHo anroputmy DBSCAN Bce gaHHble OBLIN ITOMEYEHBI Kak
<ITyM». 3/IeCh y HAC e€CTh J[Ba MHCTPYMEHTA, YTO MCIPABUTDH 3Ty CUTYAIUIO:
MBI MOKEM YBEJIMYUTH 3HAYEHIE epsS, YTOOBI PACITUPUTH OKPECTHOCTD KasKIOI
TOYKM ¥ YMEHBIINTh 3HaYeHHe min_samples, 4ToOBI paccMaTpuBaTh B
KayecTBe KJaCcTepOB TPYIIbI C MEHBIIUM KOJUYEeCTBOM To4YeK. JlaBaiiTe
CHavaJIa monpoOyeM N3MeHUTh 3HadeHre min_samples:

In[73]:
dbscan = DBSCAN(min_samples=3)
labels = dbscan.fit_predict(X_pca)

print("YuukansHbie metkn: {}".format(np.unique(labels)))

Out[73]:
YHMKanbHble MeTKu: [-1]
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[[ame IIp1 KOJIMYIECTBE TOYECK B I'PYIIIIE, paBHOM 3, BC€E€ TOYKHU IIOMEYAIOTCA
KaK IIyM. Taxum O6p8.30M, HaM HY/KHO YBE€/JIMYUTHb 3HAYEHUE €pPS:

In[74]:
dbscan = DBSCAN(min_samples=3, eps=15)
labels = dbscan.fit_predict(X_pca)

print("YuukansHbie meTkn: {}".format(np.unique(labels)))

Out[74]:
YHUKanbHble MeTku: [-1 0]

3anaB SHa4YUTEJIbHO 6OHBHK£ 3Ha4YeHue eps (15),hﬂﬂ I1ojgrydaemM TOJIbBKO
OAWH KJIACTEPp MW IIYMOBbIE TOYKMH. MBI MOXXeM BOCHOJIb30BAaTbCS 3TUM
pe3yJabTaTOM, I{TO6I>I BbIZAACHHUTD, YTO IIPEACTABJIACT M3 Ce6ﬂ «mymM» II0
CpaBHEHHIO C OCTaJbHbIMU JaHHBIMM. Y1o6bI Jiydme IIOHATb  CYTb
HpOHCXOHHHKTO,HaBaﬁTelﬂﬂHCHHM;CKOHBKO'HNH&(HBHHKHCﬂIHyMOBHWHIH
CKOJIBKO TOYEK HaXOJATCA BHYTPHU KJIaCTEPA:
In[75]:
# CYynTaem Ko/M4eCTBO TOYEK B KJAACTEPAX U WYM.
# bincount He gonyckaetr oTpuyaTesibHbIX UNPp, MOSTOMY HAM HYXHO [063suTb 1.

# [lepBasa yndpa B BbIBOJE COOTBETCTBYET KOJIMYECTBY WYMOBbIX TOYEK.
print("KonnuectBo Touyek Ha knactep: {}".format(np.bincount(labels + 1)))

Out[75]:
KonnyecTBo Touyek Ha knactep: [ 27 2036]

[ITymMOBBIX TOUEK OKA3aJ0Ch OYEHb MaJIO, OKOJIO 27, TTI09TOMY MbI MOKEM
BCE 3TU TOUKU MOCMOTPeTh (cM. puc. 3.41).

In[76]:
noise = X_people[labels==-1]
fig, axes = plt.subplots(3, 9, subplot_kw={'xticks': (), 'yticks': ()},
figsize=(12, 4))
for image, ax in zip(noise, axes.ravel()):
ax.imshow(image.reshape(image_shape), vmin=0, vmax=1)

Puc. 3.41 lNpumepsbl n3 Habopa nsobpaxkeHu nuy, nomedeHHole anroputmom DBSCAN
KaK Lym

CpaBHuBas 3TH M300paskeHUsI CO CAyYaiiHON BEIOOPKOI M300paskeHU I JIHI
Ha puc. 3.7, MBI MOKEM JIOTafaThCsl, TOYeMy OHM OBLIM ITOMEYEHBI KaK IIyM:
Ha 1sITOM (DOTO B TIEPBOM PSILy M300pakKeH YeJOBEK, MBI M3 CTaKaHa,
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TaKsKe MOTIal0TCs M300paskeHusI JII0el B TOJOBHBIX yOOpax, a Ha IOC/Ie[HEM
dboTo m30bOpazkeHa pyka mepen JHUIoM dYenoBeka. /pyrue ¢GoTo CHATHI C
HEOOBIYHOTO paKypca WM UMEIOT HeOOBIYHBIN ILIaH, KOTOPBI MOKET ObITh
KPYITHBIM HJIA OOIIHM.

[TomobHOTO Ppoma aHamW3, KOTOPBIM TIBITAETCS HANTH  <JIUIITHEE,
HasbIBaercs gerexnueri Boiopocos (outlier detection). Ecim 6b1 9T0 OBLI
peasibHbIN TIPUMEP, MbI MOTJIN GBI MOMBITATHCS OOJIee aKKyPAaTHO KaJpHUPOBATh
n300pakeHus1, YTOOBI MOJYUNTh OoJiee OJHOPOIHBIE AaHHbIe. MBI Malo 4To
MOKEM CJIeJIaTh C JIIOIbMH, KOTOPbI€ HOCST TOJIOBHBIE YOOPBI, IIBIOT WJIM YTO-
TO JIePsKaT Iepeji CBOMMU JINIIAMK, HO UMeHTe B BULY, YTO OHU IIPEACTABJISIOT
cOOO0I TPYAHOCTH, C KOTOPHIMU HEOOXOAUMO CIIPABUTHCS.

Eciu MbI XOTMM HaiiTi 6ojiee MHTEPECHBbIE KJIACTEPhI, a HE IIPOCTO OIUH
OOJIBIIION KJIacTep, HaM HYKHO yMEHBIIUTh 3HauyeHue eps, 3aJaTh €ro B
UHTepBaJie Mexxay 15 u 0.5 (3HayeHue 1o ymoavyanuio). /laBaiite mocMoTpum,
K KaKUM pe3yJibTaTaM IMPUBELYT Pa3IndHble 3HAYEHUS eps:

In[77]:
for eps in [1, 3, 5, 7, 9, 11, 13]:

print("\neps={}".format(eps))

dbscan = DBSCAN(eps=eps, min_samples=3)

labels = dbscan.fit_predict(X_pca)

print("MonyyenHbie knactepoi: {}".format(np.unique(labels)))
print("Pa3mepb knactepoB: {}".format(np.bincount(labels + 1)))

Out[78]:

eps=1

MosnyyeHHble knactepbl: [-1]
Pa3mepbl kKnactepoB: [2063]

eps=3
Mosny4yeHHble KnacTepbl: [-1]
Pa3mepbl kKnactepoB: [2063]

eps=5
Mosny4yeHHble Knactepbl: [-1]
Pa3mepbl KnactepoB: [2063]

eps=7
MosnyyeHHble KnacTepbl: [-1 0123456789 10 11 12]
Pa3mepbl KnactepoB: [2006 4 6 6 6 9 3 3 4 3 3 3 3 4]

eps=9
Mosny4yeHHble knacTepbl: [-1 0 1 2]
Pa3mepbl knactepoB: [1269 788 3 3]

eps=11
MonyyeHHble KnacTepbl: [-1 0]
Pa3mepbl knactepos: [ 430 1633]

eps=13
MosnyyeHHble Knactepbl: [-1 0]
Pa3mepbl kKnactepoB: [ 112 1951]

[Tpu HU3KKUX 3HAUEHUSIX €pS BCe TOUKU IoMevaloTcs Kak 1iym. /s eps=7
MBI TTOJTy4aeM OOJIBIIOE KOJHMYECTBO IMYMOBBIX TOYEK W MHOMKECTBO METKHUX
KstactepoB. [1J1st eps=9 MbI Bee elnie 1mosrydaeM OOJIbIoe KOJNIECTBO IIYMOBBIX
TOYEK, HO IPH BTOM y HAC MOSBJSETCS OOJBINON KJacTep M HECKOJBKO
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KJIaCTepPOB MeHbllero pasmepa. Haunnas ¢ eps=11, MbI [1oJy4aeM JIUIIb OJUH
OOJIBITION KJIACTEP U IIYM.

YTo MHTEpecHO OTMETUTb, BO BCEX CJAyYasgX Mbl HE CMOTJU TIOJYYUTh
OoJIbITIE OJHOTO KPYITHOTO KJjacTepa. B sydriem ciydae Mbl HOJydaeM OJMH
KPYITHBIN KJIACTep, KOTOPBIA COAEPKUT OOMNBIIYI0 YacTh TOYEK, a TaKiKe
HECKOJIBKO Oosiee MENKUX KJIACTEPOB. ITO yKa3bIBAaeT He Ha MPUCYTCTBHUE B
JTAHHBIX ABYX WJIM TPEX PA3JUUIHBIX TUIIOB M300paskeHUil JINII, KOTOPbIE OY€Hb
JIETKO Paclo3HaTh, a CKOpee Ha IPUMEPHO OJMHAKOBYIO CTeleHb CXOJCTBA
BCeX M300pa’keHU, MOMAaBIINX B KPYIHBIN KjacTep, Mexay coboil (uam Ha
IPUMEPHO OJMHAKOBYIO CTelleHb OTJIWYUST HM300paKeHWi, IOTaBIINX B
KPYIIHBIN KJIACTEP, OT OCTATbHbBIX).

PesyibTarhl st eps=7 BBINVISAAT HanboJjiee WHTEPECHO, 371€Ch MBI
mojiydaeM  OOJIbIIIOE  KOJUYECTBO MAJEHbKUX KJacTepoB. MBI MOXKeM
HCCIEOBAaTh  Pe3yJbTaThl  3TOM  KjacTepusaluu  Oojiee  TMOAPOOHO,
BU3YaJIM3UPOBAB BCe TOYKMU JAHHBIX 71 Bcex 13 KaacTepoB MeHBIIEro
pazMmepa (puc 3-42):

In[78]:
dbscan = DBSCAN(min_samples=3, eps=7)
labels = dbscan.fit_predict(X_pca)

for cluster in range(max(labels) + 1):
mask = labels == cluster
n_images = np.sum(mask)
fig, axes = plt.subplots(1, n_images, figsize=(n_images * 1.5, 4),
subplot_kw={"xticks"': (), 'yticks': ()})
for image, label, ax in zip(X_people[mask], y_people[mask], axes):

ax.imshow(image.reshape(image_shape), vmin=0, vmax=1)
ax.set_title(people.target_names[label].split()[-1])
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Puc. 3.42 Knactepbl, HangeHHble ¢ nomoubto anroputma DBSCAN npu eps=7

HexoTopbie KacTepbl COOTBETCTBYIOT JIOASIM C OY€Hb OTYETJUBBIMU
u3zo0pakeHusiMu Jiui (B paMKax 9Toro Habopa JAHHbBIX ), HATIPIMED, APUIIIIO
[Tapony nmm /I3tonbutrpo Konaszymu. B mpenenax kakgoro KjaacTepa Takxke
ukcupyetcst moBopoT U BhIpakeHue Jyinia. HexoTopsie kiacrepsl comepskar
JIUTA PA3HBIX JIO/Eell, HO TIPU 3TOM BCe JIMIA MMEIOT CXOXHUU MOBOPOT U
BBIPKEHUE JINIIA.

Ha arom Harr anain3 Habopa M300paKeHUit JIUI] C TOMOIIBIO aJITOPUTMA
DBSCAN 3zaBepmiaercsd. Kak Bbl MoOkeTe BU/IeTb, B JJAaHHOM CJIy4ae MbI
OCYIIECTBUJIM PYYHON aHATM3 JaHHBIX, KOTOPBI CUJIBHO OTJWYAeTCs OT
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MeTO/Ia aBTOMATUYeCKOro TIOMCKa, IPUMEHEHHOTO HaMUu /I MallMHHOTO
0Oy4eHMsI ¢ y9uTeleM Ha OCHOBe R? Mn 1paBUIbHOCTH.

Temeps nmaBaiiTe TepeiieM K TPUMEHEHHUIO AJTOPUTMOB A-CPeHUX U
arJoMepaTuBHON KJacTepU3allii.

AHaAN3 Habopa N30bpaXxeHnn AVLL C NOMOLLILIO aArOpUTMa k-CpeAHnX

Mpbr yBuzenu, uto ¢ nomoiibio agsroputMa DBSCAN HeBO3MOKHO TTOTyYUTh
Gosibliie  OHOTO  GOJBIIOrO  Kjactepa. AJITOPUTMBI  arJioMepaTUBHOM
KJIaCTepPU3alNU U A-CPeHUX UMEIOT ropas/io 6oJiblie MaHcoB chOPMUPOBATH
KJIaCTePbl OJMHAKOBOTO pa3Mepa, HO HaM 3aJlaTh HYKHOE KOJMYeCTBO
KJ1acTepoB. Mbl Morin ObI 3a1aTh KOJIMYECTBO KJIACTEPOB PABHBIM M3BECTHOMY
KOJUYECTBY JOAell B Habope [JaHHBIX, XOTS OYEHb MAaJIOBEPOSTHO, YTO
QJITOPUTM HEKOHTPOJIMPYEMO KJacTepusalii CMOKET BOCCTAHOBUTDH WUX.
Bmecto aTOrOo MBI MOKEM HauaTh C HEOOJBIIOrO KOJIUYECTBA KJIACTEPOB
(manpumep, ¢ 10), KoTopoe, BO3MOKHO, MMO3BOJUT HaM IPOAHAJTU3UPOBATH
KayK/IbIN KJacTep:

In[79]:

# m3B/eKaem K/1aCcTepsl C omMoubr k-C,DE',ﬂHI/IX

km = KMeans(n_clusters=10, random_state=0)

labels_km = km.fit_predict(X_pca)
print("Pa3smepb knacTtepoB k-cpegHue: {}".format(np.bincount(labels_km)))

Out[79]:
Cluster sizes k-cpegnue: [269 128 170 186 386 222 237 64 253 148]

BuHO, 4TO aaropuTM KaacTepusaliui k-CpeIHUX PacIpeesi JaHHbIE 0
KJIacTepaM, pasMep KOTOPBIX Bappupyer or 64 mo 386 msobpaskeHuii. ITo
CUJIBHO OTJIMYaeTcs oT pedyabraTta aaroputMa DBSCAN.

Jlasee MBI MOJKEM IIPOAHATM3UPOBATH PE3YJIbTAThl AJTOPUTMA K-CPEIHHUX,
BU3yaJNM3UpPOBaB IeHTpPhl  KjaacTepoB (puc. 3.43). IlockombKy MBI
KJIaCTEPU3NPOBATN JaHHbBIE, TOJydeHHBble ¢ TOMOIIbio PCA, HaM HYKHO
MOBEPHYThH IIEHTPHI KJIACTEPOB OOPATHO B MCXOMHOE IIPOCTPAHCTBO, YTOOBI
BU3YaTM3UPOBATh UX, UCIIOJIb3Ys pca.inverse_transform:

In[80]:
fig, axes = plt.subplots(2, 5, subplot_kw={'xticks': (), 'yticks': ()},
figsize=(12, 4))
for center, ax in zip(km.cluster_centers_, axes.ravel()):
ax.imshow(pca.inverse_transform(center).reshape(image_shape),
vmin=0, vmax=1)
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Puc. 3.43 LieHTpbl KnacTepoB, HanaeHHbIe C NOMOLLbIO K-CpeHNX, KONM4eCcTBO
knactepoB pasHoO 10

IleHTpHI KJacTepoB, HaiificHHbIE C IOMOINBIO AJTOPUTMA A-CPEIHUX,
IPEACTABJISAIOT COOOIl CHJIBHO CIVIa’KEHHbIE JIMIA. JTO HEYIUBUTEIBHO,
VUNTBIBAsI, YTO KaXKIABIA IIEHTP — 3TO YCPeJHEHHOe H300paskeHue JIHI,
MIOIABIIMX B KJjacrep. lcmosb3oBaHue yMeHbIIEHHOTO ¢ momolnibio PCA
IIPECTABICHNS JaHHBIX YCUINBAET CIJIAKEHHOCTh N300pakeHil (CpaBHUTE C
PEKOHCTPYKIMSIMHU Uil Ha puc. 3.11, koraa ncnosb3oBasoch 100 KOMIIOHEHT).
[Toxoxe, 4TO KJjacTepusalysl BbIJeJNUIa Pa3Hble MOBOPOTHI JIUI], Pa3HbIe
BbIpakeHust  Jull  (KaKeTcs, TPeTUH IeHTp KJjacTepa IOKa3bIBaeT
yJbIbatoIieecst JUI0), a TakyKe HaJM4drie BOPOTHHKA y PyOamkyu (CMOTPHUTE
MpeAnoceIHUN IeHTP KaacTepa).

Jlst boJtee eTaabHOTO MPOCMOTPa Ha pUC. 3.44 MbI BBIBEJIEM JIJIS KasK[OTO
I[eHTPa KJacTepa IISITh HamOojee THUINYHBIX W300paKeHU B KJacTepe
(n300pakeHus1, MPUCBOEHHBIE KJIACTEPY U HAXOMSIUecss OJMKe BCEro K
IEHTPY KJacTepa) W TSATh CaMbIX HETUIINYHBIX M300pPaKeHUNl B KJacTepe
(n300pakeHys1, MPUCBOEHHBIE KJIACTEPy U HAXOSIIUECS Iajibllie BCErO OT
IleHTpa KJacTepa):

In[81]:

mglearn.plots.plot_kmeans_faces(km, pca, X_pca, X_people,
y_people, people.target_names)
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Puc. 3.44 MNpumepbl n3obpakeHnn Ansa Kaxxgoro Knacrtepa, HangeHHOro ¢ NOMOLLbHO
anroputMma K-cpegHux — LLeHTpbI KNnacTepoB HAaXoAATCA crieBa, 3aTeMm creaytoT NATb
TOYEK, MaKkCUManbHO B6IM3KO pacnoNOXEHHbIX K LEHTPY KnacTtepa, U NATb TOYEK,
MaKcMMmanbHO yAaneHHbIX OT LieHTpa knactepa
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Puc. 3-44 moxrBepikmaeT Hall BBIBOZ 00 YJIBIOAIONIUX JIUIAX B TPETHEM
KJacTepe M Ba)KHOCTHM TIOBOpPOTa JKIMaA g ApPYyrux KiactepoB. OpHAKO
«HETUTINYHBIE» TOYKW CHUJBHO OTJMYAIOTCS OT IIEHTPOB KJIACTEPOB M WX
Ha3HaYeHME KJIacTepy KaskeTCsi HECKOJIBKO IPOM3BOJbHBIM. JTO MOKET OBITh
00yCIOBJIEHO TeM (DaKTOM, YTO AJTOPUTM K-CcpeqHux pa3OMBaeT BCE TOUKU
JAHHBIX Ha TPyMNIbl U B ormaue oT anroputMa DBSCAN B HeM oTcyTCTByeT
MOHATHE <IIyMOBast TOYKa». [IpM wMcmoiab30BaHMM OOJBIIETO KOJIMYECTBA
KJIACTEPOB AJITOPUTM CMOKeT HaiTu Oojiee TOHKHe pasianunst. OgHaKo
YBEJIWYEHWST YMCIa KJIACTEPOB CHejaeT Py4dHOU aHaim3 eme Oojee
TPYIOEMKUM.

AHaAn3 Habopa n30bpaxkeHnin AULL C NOMOLLILIO aArOpUTMA
arAOMepaTUBHON KAACTepu3aumm

Tenmepp  maBaiiTe  TOCMOTPUM  HA  pPe3yJibTaTbl  arJoMepaTUBHOU
KJIaCTEpU3allN:

In[82]:

# N3BJEKAEM KJACTEPH C [MOMOLbH arJIOMEPATUBHON KAACTEPUIALMI 110 METOLY Bapja

agglomerative = AgglomerativeClustering(n_clusters=10)

labels_agg = agglomerative.fit_predict(X_pca)

print("Pa3mepbl KnactepoB Ans arnomepatuBHow knacTtepmzaummn: {}".format(
np.bincount(labels_agg)))

Oout[82]:
Pa3Mmepbl KJ1acTepoB ANA arjoMepaTMBHOW KnacTepusauunm: [255 623 86 102 122 199 265 26 230 155]

Bumno, 4TOo asropuTM arJioMepaTUBHOM KJacTepU3aIliuy PacIpeesa
JlaHHBIE TI0 KJjacTepaMm, pa3Mep KOTOPbIX Bapbupyer oT 26 10 623
nzobpakennit. B oramume or anropurma A-cpeiHMX pasMepbl KJIACTEPOB
BapbUPYIOT CUJIbHEE, HO TIPU 9TOM 3HAUUTEIbHO MEHbIIIe, €CJIM CPaBHUBATDH UX
C pa3MepaMM KJIACTEPOB, IMOJyYeHHbBIMH ¢ TToMoIbio anroputMa DBSCAN.

Mbl MokeM BbIUHCIUTH ARI, 4TOOBI OIIEHUTH CXOJCTBO PE3YJIbTATOB,
MTOJIYYEHHBIX C TIOMOIIBIO arJIOMEPaTUBHOM KJIaCTEPU3AIMN U KJIacTepu3alinu
k-cpennux:

In[83]:
print("ARI: {:.2f}".format(adjusted_rand_score(labels_agg, labels_km)))

Out[83]:
ARI: 0.13

3uauenue ARI, paBHoe Bcero aumib (.13, o3Hauyaer, 4YTO KJjacTepusalnuu
labels_agg u labels_km wumeilor wMmajo ob6miero wMexzay coboit. IT1o
HEYAMBUTEIHHO, YUUTHIBas TOT (baKT, YTO B aJITOPUTME KA-CPEIHUX TOUYKH,
yIaJeHHbIe OT IIEHTPOB KJIACTEPOB, IIO-BUAUMOMY, HUMEIOT Majo OOIIero
MEKIY COOOIA.
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Jlayiee MbI MOKeM TIOCTPOUTD JleHIporpaMMbl (puc. 3.45). Mbl orpaHMYNM
rayOnHYy JepeBa, MOCKOJIbKY BeTBaeHMe 110 2063 OTAebHBIM TOYKAM JaHHBIX
MPUBEIET K MOCTPOEHUIO HEUUTAEMOETO OYeHb IJIOTHOTO Tpaduka:

In[84]:

linkage_array = ward(X_pca)

# crpoum gengporpammy 414 linkage_array

#CONepXaLero pacCTOAHNA MEXZY KACTepamu

plt.figure(figsize=(20, 5))

dendrogram(linkage_array, p=7, truncate_mode='level', no_labels=True)
plt.xlabel("VWHgekc npumepa")

plt.ylabel("KnactepHoe paccTosHne")

WHaekc npumepa
Puc. 3.45 [leHgporpamma arnoMmepaTmMBHOWN Knactepmusauum ans Habopa nsobpaxeHui
niy,

40

E)

20

KnactepHoe paccTosiHue

[Toctpous 10 kacTepoB, MBI cpe3aeM J€pPEBO B caMOW BepXHel YacTu, B
KoTOpoil pacnonoxkenbl 10 BepTukanbHbix JauHUL. Ha geHaporpamme,
MMOCTPOEHHOU JIJIs1 CUHTeTHYeCKUX JaHHbIX (puc. 3.36), Bbl, IpOaHaJIN3UPOBAB
JUTUHY BETBEM, MOTJIM MPUUTH K BBIBOY, YTO J[Ba WJIW TPU KJacTepa MOTYT
OIKcaTh JaHHble HajuexkamM obpasom. YTo kacaercss Habopa n3o0pakeHui
JINIl,  3JIeCh, MO-BUAMMOMY, He OyIeT KaKOTO-TO OYEBUHOTO YHCJIA.
Hekoropseie BeTBH MpeACTaB/IsiOT coboii boJiee 4eTKo 060cO0IeHHbIE TPYIIIIHI,
HO, TI0-BUIMMOMY, 9TO HUKaK HE CBSI3aHO C ONTUMAJbHBIM KOJWUYECTBOM
KJacTepoB. JTO HEYAWBUTEIbHO, YUYNUTHIBas Pe3yJbTaTbl aJTOPUTMA
DBSCAN, KoTOpbIii TTOIBITAICS CTPYIIITUPOBATh BCE KJIACTEPhI BMECTE.

JlaBaiiTe BusyanmusupyeM i 10 K1acTepoB, Kak MBI 9TO JieJIajid paHee JIJist
aqroput™Ma  k-cpeguux  (puc. 3.46). OO6pature BHUMaHME, YTO B
arJoMepaTuBHON KJacTepu3alluy He CYIIeCTBYeT TaKOro MOHSATHS, KaK IeHTP
Kjacrepa (XOTs MbI MOTJIA ObI BBIUKUCJIUTH CpejHee 3HaueHMe) U MbI IIPOCTO
MOKa3bIBaeM IlepBble HECKOJIBKO TOUEK B KaXK/IOM Kjactepe. KpoMe TOro, Mbl
MOKa)keM KOJIMYECTBO TOUEK B KaXK/IOM KJacTepe, BbIBE/sI €ro cjeBa OT
MIEPBOTO M300pakeHNsT KayKI0TO psijia:

In[85]:
n_clusters = 10
for cluster in range(n_clusters):
mask = labels_agg == cluster
fig, axes = plt.subplots(1, 10, subplot_kw={'xticks': (), 'yticks': ()},
figsize=(15, 8))
axes[0].set_ylabel(np.sum(mask))
for image, label, asdf, ax in zip(X_people[mask], y_people[mask],
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labels_agg[mask], axes):
ax.imshow(image.reshape(image_shape), vmin=0, vmax=1)
ax.set_title(people.target_names[label].split()[-1],
fontdict={"'fontsize': 9})

Wiliams.

Puc. 3.46 N306paxxeHns, criydanHo BblbpaHHbIE U3 KNacTepoB C MOMOLLbHO
BbILLENPUBELEHHOrO NPOrPaMMHOrIo KoAa (Kaxabl psa COOTBETCTBYET OQHOMY
KnacTepy, YACMO CrneBa yKkasblBaeT KONMYECTBO U306paXKeHNn B KaXKAOM KrnacTepe)

XoTs HEKOTOpPbIE KJIaCTEPBDI, IIOXOXKE, NMEIOT CoZlEpIRaTEJIbHYIO
WHTEPIIPpETAllNIO, MHOI'ME N3 HUX CJ/JIMIIKOM BEJ/JIMKH, 4yTOOBI OBITH Ha CAMOM
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aesie OMHOPOAHBIMU. UTOOBI MOIy4YnTh OOJiee OXHOPOAHBIE KJIACTEPHI, MBI
MOJKEM 3aIyCTUTh aJITOPUTM CHOBa, Ha 9TOT pa3 ¢ 40 Kiractepamu, U BHIOPATh
HEKOTOPbIe 0000 MHTEepecHbIe Kaacrepsl (puc. 3.47):

In[86]:

# U3B/IEK3AEM KAACTEPb C MOMOWbK Ar/IOMEPATHUBHON KAACTepulaymi 1o metoqy Bapsaa
agglomerative = AgglomerativeClustering(n_clusters=40)

labels_agg = agglomerative.fit_predict(X_pca)

print("pasmepsl knactepoB ans arnom. knactepusaumm: {}".format(np.bincount(labels_agg)))

n_clusters = 40
for cluster in [10, 13, 19, 22, 36]: # Bpy4YHyw BbolIbpaHHbe "MHTEPECHHIE" KIACTEPHI
mask = labels_agg == cluster
fig, axes = plt.subplots(1, 15, subplot_kw={'xticks': (), 'yticks': ()},
figsize=(15, 8))
cluster_size = np.sum(mask)
axes[0].set_ylabel("#{}: {}".format(cluster, cluster_size))
for image, label, asdf, ax in zip(X_people[mask], y_people[mask],
labels_agg[mask], axes):
ax.imshow(image.reshape(image_shape), vmin=0, vmax=1)
ax.set_title(people.target_names[label].split()[-1],
fontdict={'fontsize': 9})
for 1 in range(cluster_size, 15):
axes[1].set_visible(False)

Out[86]:

pa3Mepbl KJ3ACTEpPOB /1A arjoM. KnacTepusauuu:

[ 58 80 79 40 222 50 55 78 172 28 26 34 14 11 60 66 152 27
47 31 54 5 856 3 5 8 18 22 82 37 89 28 24 41 40
21 10 113 69]
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Puc. 3.47 N306paxeHnsa n3 otobpaHHbIX KracTepoB, KOTopble Obinv HanaeHbl
anropuTMOM arfoMepaTUBHON Knactepu3aunm (KonmyecTBo KnactepoB pasHo 40),
TeKkcTa cnesa nokasbiBaeT MHAEKC KnacTtepa u obLuee KoNM4ecTBO TOYEK B Krnactepe

#22:8

#36: 21
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B nanHOM ciy4yae KJacTepu3alus, IMOXOXKe, BBIIEJUIA <YJIbIOUUBBIX
YEPHOKOKHUX», <«JioOuTenell pybamiek ¢ BOPOTHUKOM», <YJBIOUMBBIX
JKEHIUH», «XyCEeHHOB» U «BBICOKOJIOObIX». Kpome ToTo, Mbl MOT/I OB HAWTH
AHAJIOTUYHbIE KJIACTEPBI C TIOMOIIBIO JIEHIPOTPAMMBI, €CJIU OBl MTPOBOIUIIH
OoJiee IeTabHBII aHAIHI3.

JTOT paszfen ToKasaJ, 4YTO IPUMEHEeHHe aJTOPUTMOB KJACTEPU3AIUN C
rnocJieyIonleil OIeHKON UX pe3yJbTaTOB ABJLeTCS CJA0KHOU U, KaK MPaBUJIO,
OuYeHb TTOJIE3HOU TPOIEAYPO Ha UCCIEe0BATEIbCKOM dTalle aHAIN3a TaHHBIX.
Mpbr paccmorpesn Tpu anroputma Kiaacrepusanun: k-cpeanaue, DBSCAN u
arJIoMepaTuBHYIO KjacTepu3aluio. Bece Tpu ajJropuTtMa UMEIOT BO3MOKHOCTD
HACTPAMBaTh TPAHYJSIPHOCTh KJIACTEPU3ALUN. AJTOPUTMBI A-CpeHUX U
arJoMepaTuBHON KJacTepu3alliy TO3BOJISIOT 3a7laTh HYKHOE KOJUYeCTBO
KyacTepoB, B To BpeMs Kak DBSCAN mosBosisger 3amarh OJM30CTh MEXKIY
TOYKAMH C TTOMOIIBIO MapaMeTpa ets, KOTOPbIii KOCBEHHO BJIMSET HA pa3Mep
KjacTepa. Bece Tpu MeToia MOTYT OBITh MCITOJIB30BAHBI Ha OOJIBIINX PeATbHBIX
Habopax JaHHBIX, KMEIOT OTHOCUTEIBHO TIIPOCTYI0 WHTENPETAIUI0 U
JOIMycKaioT pa3bueHne Ha OOJIBIIOE KOJMYECTBO KJIACTEPOB.

Kaxzaplii u3 aJropuTMOB KMMeEET CBOM IPEUMYyIecTBa. ANTOPUTM k-
CPEeIHUX TTO3BOJISIET OMMCHIBATD KJIACTEPHI € TIOMOIIBIO UX CPETHUX 3HAUEHU.
Kpome Toro, ero MOKHO paccMaTpuBaTh KaK JE€KOMITO3UIMOHHBI METOJ, B
KOTOPOM Kask/iasl TOUKa JJaHHBIX IIpejicTaBaeHa eHTpoM Kiaactepa. DBSCAN
TTO3BOJISIET OIPENIEJINTh <«IITyMOBBIE TOYKH», KOTOPbIE He IPUCBOEHbI HU
OJTHOMY KJacTepy, ¥ OH MOeT IIOMOYb aBTOMAaTHYECKH OIPEIeTUTh
KOJIMYeCTBO KJacTepoB. B oTamume OT ABYX OCTaTbHBIX METOAOB OH
NIOTTyCKaeT HaJIM4ue KJACTepOB CJA0KHON (DOpMBI, KaK MBI y:Ke BTN Ha
npumepe Habopa gaHHbIX two_moons. Muorna DBSCAN Beigessier KaacTepsl,
CUJIBHO OTJIMYAION[HEeCcs 110 CBOMM pa3MepaM, 4YTO MOKeT OBITh Kak
HEJIOCTAaTKOM, TaK M TPEUMYIIECTBOM 3TOTO aJTOpuTMa. ArjioMepaTuBHAs
KJacTepusalns  TO03BOJSIET  TIOCTPOUTH  MCUEPIIBIBAIONIYI0  Hepapxuio
BO3MOJKHBIX Pa3OMeHMil JaHHBIX, KOTOPYI0O MOKHO JIETKO HCCJIEN0BATh C
ITOMOIIBIO JIEHIPOTPAMM.

JTa IJaBa  IO3HAKOMWJIA Bac €  IeJbIM  PSI/IOM  aJITOPUTMOB
HEKOHTPOJIMPYEMOTO  OOydYeHHs, KOTOpble MOKHO  IPUMEHUTb  JIJIst
pa3BeOYHOr0 aHa/IM3a JaHHBIX U TIpeABapUTeabHON obpaboTku. Hammune
aZIeKBaTHBIX JAHHBIX YacTO WMMeeT pellapllee 3HAYeHWe JJIs YCIENTHOTO
NPUMEHEHUs QJITOPUTMOB KOHTPOJUPYEMOTO WU HEKOHTPOJUPYEMOIO
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oOydeHusT,  TO3TOMY  METOJAbI  TIPeIBapUTEJNbHONH  00pabOTKM U
JIEKOMIIO3UIIMOHHbIE METO/Ibl UTPAIOT BAa’KHYIO POJIb B ITOATOTOBKE JIAHHBIX.

JleKoMITO3UITMOHHBIE METO/IbI, MHO>KECTBEHHOE oOyueHme u
KJIACTEPU3aIusl  SIBJSIIOTCST  HEOOXOAWMBIMU — WHCTPYMEHTAMU  JIJIsI
JMaJbHEHIero IMOHMMAaHMWS — BallMX JaHHBIX, W MOTYT OBITH TeMHU
e/IMHCTBEHHBIMU CPE/ICTBAMM, KOTOPbIE MPUAAAYT CMBICJ BalllUM JJAHHBIM IIPU
OTCYTCTBUM KOHTPOJIbHOU mHbopmanuu. /laxke Tpu HAJIUYUU KOHTPOJBHOUN
MHOOPMAIIMKA UHCTPYMEHTBI Pa3Be/OYHOTO aHAJIN3a UMEIOT Ba)KHOE 3HaYeHue
C TOYKM 3pEHU JIyUYIIero TOHMMaHus CBONCTB JAaHHBIX. 3a4aCTYIO M0JIE3HOCTh
AJITOPUTMOB HEKOHTPOJUPYEMOTO 00YU€EHUsI TPYAHO OIEHWUTD, OJHAKO 3TO HE
NOJDKHO VAEPKUBATH BAaCc OT MCIIOJb30BAaHUSA 3TUX AJTOPUTMOB C IEJbIO
noJydenusi 6osiee TyOOKOTO TPENCTaBIEHUST O JAHHBIX. BKJIIOYMB B CBOI
apceHaJl 3T METO/bl, BB TelepPh SKHUIMPOBAHBI BCEMHU HEOOXOANMBIMU
QITOPUTMaMH, KOTOPBIMH  CHENMAJUCTBI [0  MAIIMHHOMY OOYYEHHUIO
MOJIB3YIOTCS €3KeTHEBHO.

MpbI pekoMeHyeM BaM IIPUMEHSTh KJIaCTePU3aluio U JeKOMIIO3UIIUOHHbBIE
METO/Ibl KaK K JIBYMEDHBbIM CHUHTETUYECKUM JaHHBIM, TaK U K PeaJbHbIM
HaboOpaM JaHHBIX, BKIIOYeHHBIM B scikit-learn, tTuma Habopos digits, iris
U cancer.
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BbIBOALI NO NHTEphency MmoAenein
JlaBaiite maaum kparkuii 0630p API, KoTopsiii Mbl paccMarpuBaiu B riaBax 2 u 3. Bee
anmroputMbl B scikit-learn, Oyzab TO mpeaBapuTeabHass 00pabOTKA, AJTOPUTMBI
MAITUHHOTO OOYUYEHUST C YUUTEIeM WM MAlllnHHOE 00yYeHust Oe3 YUUTeJsl, peai30BaHbl
B BHUE KJaccoB. JTH KJyacchl B scikit-learn masweiBaioTcs estimators (Mozenrsmmn).

Y0651 IIPUMEHUTDL aJITOPUTM, BbI CIIEpBA AOJIXKHBI CO3[44Tb I9K3EMILJIAP KOHKPETHOIO
KJlacca:

In[87]:
from sklearn.linear_model import LogisticRegression
logreg = LogisticRegression()

ITOT KJIaCC-MOJENb COMEPIKUT aJTOPUTM, a TaKKe 3allMChIBA€T MOJIeb, OOyUeHHYIO Ha
JIAHHBIX C TIOMOIIBIO ATOTO AJTOPUTMA.

[Ipy moctpoeHun ™mojenu BBl JOJCKHBI 3a7laTh Te JIM WHbIE ee IapaMmeTpbl. IJTHU
mapaMeTpbl BKJIIOYAOT B cebsl PEery/sipu3alliio, HaCTPOWKY CJIOKHOCTH, KOJUYECTBO
Bbl/leJIsIEMBIX KJacTepoB U T.J. Bce Momenun umeror metos fit, KOTOPBIN UCIIOJIb3YyeTCS
1t moctpoeHust Mozenn. Merog fit Bcerma Tpebyer B KauecTBe IEPBOTO apryMeHTa
TMaHHBIE X, TpeICTaBIeHHBIX B Buzie MaccuBa Num Py unnm paspexxennoir Matpuiisbl SciPy,
B KOTOpPO# Kaxkjas CTPOKa IpeACTaBisieT €000 OTAETbHYI0 TOYKY JaHHBIX.
[Ipennonaraercss, 4yto maHHble X Bcerza 3anucaHbl B Buje MaccuBa NumPy wuan
pa3peskeHHON Matpuilbl SciPy, KoTopas copep:KUT HelpepbiBHbIE 3JIeMEHThl (Yuca ¢
IJTaBaIoONIeil TOYKOI). AJITOPUTMBI MAIIMHHOTO OOYYEHMS C YYUTEJNEM JOMOJHUTETHHO
TPeOYIOT apryMeHT Y, KOTOPBI SIBJISIETCST OAHOMEPHBIM MaccuBoM NumPy, comepskariim
1eJieBble 3HAYeHU /IS perpeccuy Ui Kiaaccudukanuu (T.e. yKe M3BeCTHbIE METKU UJIN
OTBETHI).

Ectb /1Ba OCHOBHBIX CIIOCOOa MPUMEHUTHh 0OydeHHYI0 Mozesnb B scikit-learn. YToObr
CO3/IaThb TIPOTHO3 B BHUJIe HOBOTO OTBETAa THUIA Y, Bbl JIOJIKHBI HCIIOJb30BATh METO/]
predict. /[ co3nanust HOBOTO TIpe/ICTaBIeHNS BXOIHBIX JAaHHBIX X UCTIOJIB3YETCS METO/I
transform. Ta6suma 3.1 o6obmiaer ciyyam WCIIOJIb30BaHUS MeTonoB predict u
transform.

Ta6nuua 3.1 Ceoaka no API B scikit-learn

estimator.fit(x_train, [y_train])

estimator.predict(X_text) estimator.transform(X_test)

Knaccudukaumns MpenBapuTensbHas obpaboTtka
Perpeccusi CokpalleHue pasmMepHoCTH
KnacTtepusauus BblaeneHue xapakTepucTuk

Ot6op xapakrepucTik
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[ NABA 4. TUINBbl AAHHBIX U
KOHCTPYPOBAHWNE NPN3HAKORB

[lo cux mop Mbl CUMTaJM, YTO HAIIM JAHHbIE IIPEJICTaBJEHbl B BHUJE
JIBYMEPHOTO MacCuUBa 4McCeJ C IJaBamolleid TOYKOW, B KOTOPOM KaKIbIi
cTosiOell  SIBJISIETCST  HelmpephIBHBIM — mpH3HakoM  (continuous — feature),
OIMCBHIBAIONIMM TOYKHU JaHHBbIX. OJHAKO BO MHOTHX CJIy4dasiX 3TO He Tak.
Haunbosiee pactipocTpaHeHHBIM TUIIOM TTPU3HAKOB SIBJISTIOTCST KATETOPHAIBHBIE
nprsHakn (categorical features). OHM ellle U3BECTHBI KaK JHCKDETHbBIC
npuzHaku (discrete features), TMOCKOJBKY OOBIYHO HE WMEIOT YHCTOBBIX
3HaueHuil. Paznuume MeXAy KaTeropuajlbHbIMU U HeNPepPbIBHBIMU
MPU3HAKAMU aHAJIOTUYHO PAa3IM4yuIo MeK1y Kaaccudukalyeii u perpeccuei,
HO TOJIBKO C TOYKM 3PEHUSI BXOJHBIX JAHHBIX, a He OTBeToB. lIpumepamu
HEeINPEepPhIBHBIX MPU3HAKOB, KOTOPbIE MBI YK€ paccMaTpuBasu, SBJSIOTCS
IPKOCTh TIMKCeJiel W W3MepeHUsd XapaKTepucTUK upucoB. lIpumepamu
KaTerOpUaIbHbBIX MPU3HAKOB SIBJISIOTCST OPEH I TPOAYKTA, 1IBET MPOAYKTA MUJIN
OT/Ie]T, B KOTOPOM OH TpojaeTcst (KHUTH, OfeKaa, obopynoBaHue). Bee oHu
SBJISIIOTCSI CBOMCTBaAMU, KOTOPbIE MOTYT ONUCATh MPOAYKT, HO MPU ITOM HE
U3MEPSIIOTCS B HeNMpepbIBHON mikaje. IIpoaykT mpomaercst jmbO B OTHEJE
omexkabl, b0 B oThene KHUr. He cylmecTByeT 30JI0TOI CEPEIMHBI MEXKIY
KHUTAMU U OJEXK/bl ¥ HET eCTECTBEHHOTO CItocoda YHOPSAOYUTh Pa3IMuHbIe
Kareropur (KHUTH He MOTYT OBITh OOJIbIle WM MEHbBINE OIEK/IBI,
000pyI0BaHNe HEeoOsI3aTeTbHO OJKHO PacIiojiaraTbCss MeXKIY KHUTAMHU U
OJIeXKI0N U T.JI.).

HesaBrcruMO OT THIIOB IPU3HAKOB, KOTOPBIMHU OYIYT TIPEICTABIEHBI BAIIIH
JTaHHbBIE, CITOCOO WX TOATOTOBKM KMEET OTPOMHOE BJIMSIHUE Ha KadecTBO
paboTHI MoJIesTell MAIMHHOTO 00y4YeHust. Mbl yike yOenusnch B TiaBax 2 u 3,
4YTO MacInTabMpoBaHUe JaHHBIX NMeeT BaKHOe 3HaveHue. J[pyrumMu cioBamu,
ecJIM BbI HE OTMacIiTabupyere JaHHbIE (CKaKeM, K eIMHUYHON JNCIIEPCHN ),
pe3yJbTaTbl MOJETMPOBAaHUS OyAyT 3aBUCETh OT EIWHUIl W3MEPEHUs
npu3HakoB. Kpome Toro, B TJjaBe 2 Mbl yKe BUJEIU, 4YTO YJIYYIIUTb
pe3yJbTaThl MOKET ObOoralileHre JaHHBIX JOIMOJHUTEIbHBIMU ITPU3HAKAMI,
HalpuMep, MOKHO J00aBUTH B3aMMOAEHCTBUST (IIPOM3BEAEHNUs) MPU3HAKOB
WJIA TIOJIMHOMBI.

Bompoc  onTMManbHOW ~ MOJATOTOBKM  JAHHBIX  JIJII  KOHKPETHOTO
MPUKJIAJHOTO TIPUMEHEHUsI W3BECTeH I0J] Ha3BaHUEeM feature engineering
(KoHCTpYHpOBaHHEe NMPH3HAKOB) W SBJISETCS OJHOW M3 TJIABHBIX 3a/a4 JIJIsd
CITEI[HAIMCTOB TI0 MAIIMHHOMY OOYUY€HHIO, MBITAIOINXCS PENINTh PeajbHbIe
IPOOJIEMBL.

B 9roii riaBe MBI CHayajia pacCMOTPUM BakHble ¥ Hambosee
pacrpocTpaHeHHbIe CJIydal WCIOJIb30BaHUSI KaTerOpUasibHbIX MPU3HAKOB, a
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3aTeM IIpuBe€JeM HEKOTOPbIE IIPUMEPDLI I10JIE3HbIX Hp€O6paSOBaHI/Iﬁ JJIA
KOHKPETHBIX couyeTaHU IIPU3HAKOB 1 MOI[GJIGfI.

KaTteropmanbHble nepemeHHble

B xauectBe mpumepa MbI OyeM HCIIOIb30BaTh JaHHBIE O JOXOAAaX B3POCJIOTO
Hacenenusi CIIIA, nomyuennbie u3 nepenucu HaceneHust 1994 ropa. 3anaua,
KOTOPYIO MBI OyzeM pemarh Ipu pabore ¢ HabopoMm gaHHBIX adult,
3aKJIF0YAETCS B TOM, YTOOBI CIIPOTHO3MPOBATh HAJIMUKE Y paOOTHUKA J0X0/a
6omee 50000 $ um menee 50000 $. I[lpusmakamu sToro Habopa TaHHBIX
SIBJISIIOTCSI  BO3pacT pabOTHMKA, THI 3aHATOCTH (YacTHOE MPEIIPUSITHE,
HAaeMHBIH  PabOTHUK, TOCCAyKalMii ¥ T.J.), oOpasoBaHue, IIOJI,
MPOJO/IKUTEILHOCTh pabodeil Hemeau, poJ B3aHATHI U MHOTOE JPYroe.
Tabuuita 4.1 oKa3bIBaeT IMepBbie HECKOJIBKO 3alliceil B HaOope JaHHBIX.

workclass education gender hours-per-week occupation income

39 State-gov Bachelors Male 40 Adm-clerical <=50K
50 Self-emp-not-inc  Bachelors Male 13 Exec-managerial <=50K
38 Private HS-grad Male 40 Handlers-cleaners <=50K
53 Private 11th Male 40 Handlers-cleaners <=50K
28 Private Bachelors Female 40 Prof-specialty <=50K
37 Private Masters Female 40 Exec-managerial <=50K
49 Private 9th Female 16 Other-service <=50K
52 Self-emp-not-inc  HS-grad Male 45 Exec-managerial >50K

31 Private Masters Female 50 Prof-specialty >50K

W o N OO U1 B W N kO

42 Private Bachelors Male 40 Exec-managerial >50K

=
o

37 Private Some-college Male 80 Exec-managerial >50K

Ta6bnuua 4.1 MNepBble HECKONBbKO 3anucen Habopa AaHHbIX adult

3agaua copMyanpoBaHa B BHE KJIACCU(PUKAIMOHHON 3aJa4il C JBYMSI
KJIacCaMU AoxoA<=50 Tbic. M Aoxoa>50 Toic. MokHO ObLIO OBI TaKXKe
CIIPOTHO3MPOBATh TOYHOE 3HAYeHWe JIOXOJa U ITO yxKe Oblaa  Obl
perpeccronHas 3ajada. OpHako 2T0 ObLIO ObI ropasjo 06ojiee CJIOKHOMN
3ajjaueii, a JaHHOe pasbueHne J0Xo/a J0JIapOB UHTEPECHO caMo 110 cebe.

B sToM Habope JaHHbBIX age U hours-per-week ABJISAIOTCS HENPEPHIBHBIMU
npusHakamu, oO6pabOTKa KOTOPhIX HaM yske 3Hakoma. OHAKO IPU3HAKU
workclass, education, sex u occupation SBJISIOTCS KaTeropuaIbHBIMI.
Bmecto juanasoHa Bce OHUM UMEIOT (PUKCUPOBAHHBINA CIIMCOK BO3MOMKHBIX
3HAYeHMI U 0003HAYAIOT KaUeCTBEHHBII IIPU3HAK, a He HEIPEPhIBHBIN.

Jlisg Hadajma IPEIOJIOKKM, YTO MbI XOTUM OOYUYUTH KJIACCU(MDUKATOP
JIOTUCTUYECKOl perpeccuM Ha ATUX JaHHBIX. M3 TaBbl 2 MBI 3HAaeM, 4YTO
JIOTUCTUYECKAsT PErpeccust JejaeT IPOTHO3bI Y , KCIOJb3Ys CJIEAYIONYIO
opmyy:
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¥y =wO0]* x[0] + W1 * x[1] +...+ W p]*X[p] +b >0

riae wli] u b — xoadumeHTHI, BEIUNCIEHHbIE Ha 00yJaroiieil BIOOpKe, a x| /]
- BXO/IHbIE TPU3HAKU. IJTa (opMyJia UMeeT CMbICHA, Korjaa x|i] saBasiorcs
YHUCJIOBBIMM 3HAYEHUSMH, HO He Torza, korjaa x| 2] coorBercTByeT "Masters”
nmu "Bachelors". OueBUHO, YTO HAM HY’KHO TIOATOTOBUTH JaHHbIE TaKUM
cII0coO0M, 4TOOBI MOKHO OBLIO IIPUMEHUTDH JIOTUCTHYECKYIO perpeccuio. B
CJIEAYIOIIEM pasjiesie Mbl pacCKaskeM, KaK MOKHO PEILIUTh 3Ty IIPodJIeMy.

Ha cerogusimnmii MoMeHT Haubojiee PaCHPOCTPAHEHHBIM  CIIOCOOOM
Npe/ICTaBIeHNusI  KaTeropuajibHbIX  IEPEMEHHbBIX  4BJLeTCS  [IpAMoe
KOJZHPOBaHHe WJIW, €CJu TepeBeCcTu JOCJIOBHO, KOAHPOBAHHE C OJHHM
ropsaanm cocrogrmemM (one-hot-encoding wim one-out-of-N encoding). Unes,
JIe)Kalas B OCHOBE IIPSMOTrO KOAWPOBAHMS, 3aKJIIOYAETCS B TOM, YTOOBI
3aMEHUTh KaTeropuaibHYIO IlepeMeHHYI0 OJ[HOU WJIM HEeCKOJbKUMU HOBBIMU
NpU3HaKaMu, KOTOpble MOTYT IpuHuMaTh 3HaueHus 0 u 1. 3navenus 0 u 1
IPHUIAIOT CMBICJ (opMyJie JIMHeHOW OMHapHON Kiaaccudukaiun (a Takike
BCEM OCTaJbHBIM MojiendaM B scikit-learn) u ¢ TMOMOIIBIO JdaMMU-
MIePEMEHHBIX MBI MOKEM BBIPA3UTh JII0OOE KOJMUYECTBO KATETOPHIl, BBOIS II0
OJIHOMY HOBOMY TPU3HAKY /I KKI0U KaTeropumu.

CxaxxeMm, ipusHak workclass mMeeT BO3MOKHBIe 3HaueHHs "Government
Employee", "Private Employee", "Self Employed" u "Self Employed
Incorporated". /It Toro, 4TOOBI 3aKOAMPOBATH ITH YETHIPE BO3MOKHBIX
3HAUEHMs, MbI CO3/laéM 4YeThbIpe HOBBIX XapaKTepucTuku "Government
Employee", "Private Employee", "Self Employed" u "Self Employed
Incorporated". Xapakrtepuctuka paBHa 1, ecau workclass mnpuHuUMaeT
COOTBETCTBYIOIIee 3HaueHne, njan paBHa () B IPOTUBHOM cJiydae, TI09TOMY JIJIst
KaKJOM TOYKHM JaHHBIX TOJBKO OZHA N3 YeThIPEX HOBBIX XapaKTePUCTUK OyaeT
paBHa 1. Bor nmouemy nanHas ornepaiiusi Ha3bIBae€TCsI KOJHPOBAHHEM C OJHHM
ropssaumM (aKTHBHBIM) COCTOSTHUEM.

ITOT HPUHIMII IMOKasaH B Tabsuie 4.2. OQuH Npu3HAK KOAUPYETCS C
MOMOIIbIO YeThIpeX HOBBIX XapaKTePUCTUK. BkaoumB 3Ty mHbOpMalnio B
MOJIeJIb MAITMHHOTO OOydYeHMsI, Mbl He MKCIIOJb3yeM MCXOMHBINH MTPU3HAK
workclass, a paboTaeM TOJIBKO C STUMHU YETHIPbMsI XapakTepuctukamu 0-1.
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workclass

Government Employee Private Employee Self Employed Self Employed Incorporated

Government Employee 1 0 0 0

Private Employee

Self Employed

Self Employed Incorporated 0

0 1 0 0
0 0 1 0
0 0 1

Tabnuua 4.2 lNpamoe kognpoBaHue npuaHaka workclass

[Ipsamoe koaupoBaHue, KOTOPOE MbI MCIIOJIb3yeM, JI0BOJIBHO CXOXKe C
IaMMU-KOJJMPOBAHUEM, [PUMEHSIEeMbIM B  CTaTUCTHKE, HO He
UJEHTUYHO eMy. B 1essx ynpoieHuss Mbl KOAMPYeM KaTeropuu
IIepEeMEHHOl ¢ MOMOIIbI0 OWHAPHBIX MPHU3HAKOB. B crarmcruke
KaTeropuaabHyi0 MepeMeHHYIO, TNPUHUMAIONIYI0 K  pa3IMYHBIX
BO3MOKHBIX 3HaueHWil (KaTeropuii), OOLIENPUHSTO KOAUPOBATh C
MIOMOIIBIO k-1 TMPU3HAKOB, MPU ITOM /IS TIOCJEIHEN KaTeropuu Bee
MpU3HAKU OyAyT WMEeTh HYyJIEeBble 3HAYeHUs. OITO JEaeTcs st
YIIpoIeHns: aHaam3a (ToBOpsi 6ojlee TEXHUIECKUM SI3BIKOM, 9TO
03BOJIsIET M30€KaTh TOIYIEHIsT MATPUIBI HETIOJTHOTO PAHTa).

CymectByer gBa  crmocoba  BBITOJHUTH  IPSIMOE  KOAMPOBaHUE
KaTeropraJbHbIX ITePEMEHHBIX, UCIIOJb3Yys b0 pandas, 6o scikit-learn.
Ha MoMeHT HamucaHusi KHUTH UCIOJb30BaHUE pandas BBIMISALETO0 HEMHOTO
npoiie, MO3TOMY JaBaiiTe moiiieM 1o atoMy nyTu. CHayasa ¢ MOMOIIbIO
pandas 3arpysuM jaHHble, 3anucanibie B CSV-(aiine:

In[2]:

import pandas as pd
# Qaiin He COAepXuT 33roJloBKOB CTOJOLOB, 03Tomy Mkl riepegaem header=None
# u 33anuceiBaemM uMeHa CTos6yoB npamMo B "names”
data = pd.read_csv(
"C:/Data/adult.data", header=None, index_col=False,
names=[ 'age', 'workclass', 'fnlwgt', 'education', 'education-num',
'marital-status', 'occupation', 'relationship', 'race', 'gender',
'capital-gain', 'capital-loss', 'hours-per-week', 'native-country',
"income'])
# B yenax ynpoweHus Mbl BoIOEPEM Jinuib HEKOTOPbIE CTO/OLbI
data = data[['age', 'workclass', 'education', 'gender', 'hours-per-week',

# IPython.display no3BosaeT BbBECTH KPACHBbIF BbIBOL, OTPOPMATMPOBAaHHEW B Jupyter notebook

'occupation', 'income']]

display(data.head())

Tabsmia 4.3 moka3bIBaeT pe3yJ/IbTar.
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age workclass education gender hours-per-week occupation income
39 State-gov Bachelors Male 40 Adm-clerical <=50K
50 Self-emp-not-inc Bachelors Male 13 Exec-managerial <=50K
Private HS-grad Male 40 Handlers-cleaners <=50K
53  Private 11th Male 40 Handlers-cleaners <=50K
28  Private Bachelors Female 40 Prof-specialty ~ <=50K

S w o NN - o
w
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Ta6nuua 4.3 lNepBble NATb CTPOK HAabopa AaHHbIX adult

[1poBepKa KaTeropmanbHbLIX AGHHLIX, 38KOANPOBAHHLIX B BUAE CTPOK

[TpourTaB HabOP JAHHBIX, AaHAJOTMYHBIIA IIPUBEIEHHOMY BBIIIE, KaK [IPaBUIIO,
HETLIOXO0 OBLIO OBbI CIiepBa IIPOBEPUTDH, COAEP/KUT JIM CTOJOEI] HAa CAMOM JIeJie
OCMBICJIEHHBIE KaTeropuajbHble AaHHBIE. [Ipu paboTe ¢ maHHBIMU, KOTOPBIE
ObLIM BBEJEHBI JOABME (HAIIPUMEP, MMOJIb30BATEISIMU HA CaiiTe), IMOJYIUThH
(bUKCUpOBaHHBIII HA0Op KaTeropuii HEBO3MOKHO, HaJWYHe Pas3JIMUHbIX
BapHMAHTOB HalMCaHUs CJOB MOJKET IOTpedOBaTh IpeaBapUTEeIbHOI
obpaborku. Hampumep, HEKOTOpbIe MOTYT OIPEAEIUTh CBOM IOJ Kak
«MY>KCKOIT», & HEKOTOpbIE€ TTPOCTO HAIUIIYT <«MYKUMHAa» W HaM, BO3MOKHO,
norpebyercss MOMECTUTh JTH JBa BapWaHTa B OAHY U Ty K€ KaTE€rOPHIo.
Xopomnii crocobd IPOBEPUTH COAEPKUMOE CTOJOIA — BOCIIOJIb30BATHCS
dynkimeii value_counts /7151 TaHAACOBCKOIO TUTIA JaHHBIX Series (KasKIblil
croaber; DataFrame sBjsieTcst CTPYKTYpoil Series), 4TOOBI IIOCMOTPETH, UTO
IIPECTABIISIOT U3 ce0sT YHUKAIbHbIE 3HAUECHUS U KaK 9acTO OHU BCTPEYAIOTCSI:

In[3]:
print(data.gender.value_counts())

Out[3]:

Male 21790

Female 10771

Name: gender, dtype: int64

BujiHo, 4To B 9TOM HabOpe JaHHBIX II0JI UMEET CTPOro JBa 3HayeHus, Male
u Female, TO ecTh JaHHbIE YKe HAXOAATCA B HOAXOJsANIeM ¢opmare, 4TOObI
3alucaTh MX, UCIIOJb3ysl IPAMOe KOoAUWpoBaHue. B peajbHOM IIpUMepe Bbl
JIOJKHBI  IIPOCMOTPETH BCE CTOJIOIBI M I[POBEPUTh KX 3HaueHus. Mbl
IIPOIYCTHM 9TOT MOMEHT JIJIsI KPATKOCTH.

Bubanoreka pandas mnpejjaraer o4eHb IIPOCTON CHOCOO KOJUPOBAHUS
MaHHBIX ¢ ToMmollpio ¢yHkiuu get_dummies. Dynkmus get_dummies
aBTOMATUYECKU ITPeoOpasyeT BCe CTOJOIBI, KOTOPbhIE CoAepkKaT O0ObEeKTHBIE
TUIBI (HAIIPUMEP, CTPOKHU ) WK ABJISIOTCS KaTEropuaabHbIMU JaHHBIMU (Pedb
UJIeT O CIEIMaTbHOM IMOHATHU pandas, 0 KOTOPOM MBI €Il[e He TOBOPUIIN):

In[4]:

print("Mcxoaubie npusHaku:\n", list(data.columns), "\n")
data_dummies = pd.get_dummies(data)

print("MpusHakn nocne get_dummies:\n", list(data_dummies.columns))
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Out[4]:

NcxoaHble MpU3HaKu:
['age', 'workclass', 'education', 'gender', 'hours-per-week', 'occupation',

"income']

NcxoaHble mpu3Haku nocne get_dummies:
['age', 'hours-per-week', 'workclass_ ?', 'workclass_ Federal-gov',
'workclass_ Local-gov', 'workclass_ Never-worked', 'workclass_ Private',
'workclass_ Self-emp-inc', 'workclass_ Self-emp-not-inc',
'workclass_ State-gov', 'workclass_ Without-pay', 'education_ 10th',
'education_ 11th', 'education_ 12th', 'education_ 1st-4th',

'education_ Preschool', 'education_ Prof-school', 'education_ Some-college',
'gender_ Female', 'gender_ Male', 'occupation_ ?',

'occupation_ Adm-clerical', 'occupation_ Armed-Forces',

'occupation_ Craft-repair', 'occupation_ Exec-managerial’,

'occupation_ Farming-fishing', 'occupation_ Handlers-cleaners',

:6écupation_ Tech-support', 'occupation_ Transport-moving',
"i{ncome_ <=50K', 'income_ >50K']

Buano, uto HenpepbiBHbIe MpU3HaKUW age u hours-per-week ocranuch
HEN3MEHHbIMU, TOI'Zla KaK JJIA KaXK101r0 BO3MOKHOTI'O 3Ha4YCHU A
KaTeFOpHaﬂbHOFOinHBHaKafﬁﬂHMICOBHaHH[HOBbKEXapaKTepHCTHKH.

In[5]:
data_dummies.head()
Out[5]:
age hours- workclass_?  workclass_ workclass_ ... occupation_  occupation_ income_ income_
per- Federal- gov Local-gov Tech- Transport- <=50K >50K
week support moving
0 39 40 0.0 0.0 0.0 ... 00 0.0 1.0 0.0
1 50 13 0.0 0.0 0.0 ... 00 0.0 1.0 0.0
2 38 40 0.0 0.0 0.0 ... 00 0.0 1.0 0.0
3 53 40 0.0 0.0 0.0 ... 00 0.0 1.0 0.0
4 28 40 0.0 0.0 0.0 ... 00 0.0 1.0 0.0

5 rows x 46 columns

Temepp MBI MOJKEM  BOCIIOJIB30BaThbcst — arpubyToM  values, UTO
mpeoOpa3oBaTh MaHAACOBCKUI marta-ppeitm data_dummies B maccus NumPy,
a 3aTreM OOyuYHMTh Ha €ro OCHOBE MOJEJIb MaIIMHHOro oOydenus. Ilepes
MIOCTPOEHNEM MOJIENIN yOEIUTECh B TOM, YTO 3aBUCHMasI repeMeHHast (KOTopast
Telepb KOAUPYETCS B JBYX CTOAOIAX 1income) oT[esieHa OT JaHHBIX.
Brmoyenne  3aBUCHMMON  TEPpEMEHHON WM  HEKOTOPBIX  ITPU3HAKOB,
SIBJISTIONUMUCST TTPOU3BOIHBIMU OT 3aBUCUMOU TTepeMEHHOM, B TPOCTPAHCTBO
BXOJIHBIX IIPU3HAKOB SIBJISIETCSI OYEHb PACIIPOCTPAHEHHON ONIMOKON IIpu
MOCTPOEHUHU MOJEJIe MAITMHHOTO OOYYEHUS C YUUTEJIEM.

Byzbre 0CTOPOKHBI: MHIEKCAIMA CTOJIOIOB B pandas BKJIIOYaeT KOHEI]
[uarazoHa, 1moatomy  'age':'occupation_  Transport-moving'
BKJIIOUaeT B cebst occupation_ Transport-moving. /lanHas oneparms
oTJinvaeTcd oT Hape3ku MaccuBa NumPy, B KoTopoM KOHell inara3oHa
He BKJIOYaeTcsl: HarmpuMmep, np.arange (11) [0:10] He BKJOYaeT B
cebs snement ¢ ungekcom 10.
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B manHOM ciiydae MbI M3BJI€YE€M TOJBKO T€ CTOJIOIbI, KOTOPBIE COJEPIKAT
BXOJ[HbIE ITPU3HAKH, TO €CTh, BCE CTOJIOIBI OT age 10 occupation_ Transport.
IDTOT Juamna3oH COJEPKUT BCe BXOJAHBIE TPU3HAKHU, TPU ITOM 3aBHUCHUMAs
repeMeHHasl B Hero He BKJIIOUEeHa:

In[6]:

# bepemM To/IbKo Te CTO/0Ubl, KOTOPbIE COAEPXAT IMPUIHAKM,

# TO ecTb Bce CToNbUbl, HAYMHAA C 'age’' m 3akawymBaa 'occupation_ Transport-moving'
# JTOT AnanasoH COAEPXUT BCE MPU3HAKMU, KPOME LE/IEBOV 1epEMEHHOV

features = data_dummies.ix[:, 'age':'occupation_ Transport-moving']

# V3Bekaem maccusbl NumPy

X = features.values

y = data_dummies['income_ >50K'].values

print("dopma maccuea X: {} dopma maccua y: {}".format(X.shape, y.shape))

Out[6]:

dopma maccmBa X: (32561, 44) dopma maccmea y: (32561,)

Tenepp manHbIe NpeacTaBjeHbl B ToM (opMmarte, KoTopbiii scikit-learn
yMmeer o0OpabaTbiBaTh, M MBI MOKEM IIPOJOJLKATH ITOCTPOEHHE MOJENN B
OOBIYHOM PEKUME:

In[7]:
from
from

import LogisticRegression
import train_test_split

X_train, X_test, y_train, y_test = train_test_split(X, y, random_state=0)

logreg = LogisticRegression()

logreg.fit(X_train, y_train)

print("MpaBunbHocTb Ha TecToBoM Habope: {:.2f}".format(logreg.score(X_test, y_test)))

Out[7]:

MpaBUIBLHOCTb H3a TecToBOM Habope: 0.81

B sTtom mmpuMepe mbI BbI3Basiu (GyHKIMO get_dummies u nepenanu e
B KayecTBe aprymMeHTa IaHnacoBcKUil DataFrame, cojepskaiiuii Kak
obyyarole, Tak W TECTOBbIE JaHHBIEC. JTO BaKHO C TOYKU 3PEHUS
OJIMHAKOBOTO TIPE/ICTABJIEHUST 3HAUEHWI KaTerOpuaJbHbIX MPU3HAKOB
B 00y4YaioIemM 1 TeCTOBOM Habopax.

[TpezacTaBbre, 4TO y HAC OOYYAIOIINI U TECTOBBIE HAOOPHI 3alMCAHbI B
JBYX PasHBIX MMaHIaCOBCKUX gata-ppeiimax. Eciu B TecToBOM Habope
y tpusnaka workclass Oyzier orcyrcTBoBaTh 3Havdenue "Private
Employee", pandas npeanonoxUT, YTO CYIIECTBYIOT TOJbBKO TpHU
BO3MOKHBIX 3HAUEHUs 3TOTO MPU3HAKA M CO3/IaCT JIMIIh TPU HOBBIX
JaMMu-TiepeMeHHbIX. Ternepb y mpusHaka workclass pasHoe
KOJIMYECTBO JaMMU-TIEPEMEHHBIX B 0OydaroleM U TECTOBOM Habopax
U MBI ysKe OOJIbllle He MOKEM TIPUMEHUTH K TECTOBOMY HabOPY MOJIE/b,
MOCTPOEHHYIO Ha oOydarolieil BIOopKe. Bo3bMeM CHTAIMIO ellle XyiKe,
npejzcTaBbTe cebe, yTO TpU3HAaK workclass HpWHMMAaeT 3HAYEHUs
"Government Employee" u "Private Employee" B oOyuaioniem Habope
n "Self Employed" m "Self Employed Incorporated" B TecTOBOM
Habope. B o6oux ciydasx pandas co3zacT jBe HOBBIE JaMMU-
nepeMeHHble, TaKUM 00pa3oM IepeKoJMpPOBaHHbIE AaTa-(hpeiMbl
OyIyT MMETh OJMHAKOBOE KOJIMYECTBO JaMMHU-TiepeMeHHbIX. OxHaKo
9THU JIBE JIaMMU-TIepeMeHHble UMEIOT COBEPIIEHHO Pa3TUIHbIN CMBICJ B
obyuatonieM u TecroBoM Habopax. Crosber, COOTBETCTBYOIIMIA
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sHaueHnio "Government Employee" B oOyuwaromiem Habope, Oyzaer
3akoaupoBaH Kak "Self Employed" B TecToBOM Habope.

Mozenb MalMHHOTO 00YYeHNsT, MOCTPOEHHAsT Ha 3TUX JaHHBIX, Oy/IeT
paboTaTh OY€Hb IJIOXO, MOTOMY YTO HCXOIAUT W3 TOTO, YTO CTOJIOIIBI
COOTBETCTBYIOT OJHOMY U TOMY K€ BO3MOXHOMY 3HAUYEHWIO
KaTeropuajibHOTO  TpU3HaKa (BeJb OHU  UMEIOT  OJMHAKOBOE
pacroJio)keHrue B MaccWBax), TOTr/la KaKk Ha CcaMoOM Jiejie  OHU
COOTBETCTBYIOT ~COBEPIIEHHO pa3HbIM 3HaYeHUsIM. UTOOBI  9TO
HCTIPaBUTh, BbI30BUTE (GyHKIMIO get_dummies u mepemaiite eil B
KayecTBe apryMeHTa aara-Gpeiim, cojepskaniuil Kak oOydJaroline, Tak
U TeCTOBBIE JTAaHHbIE, MJIN yJKe Mocje Bbi3oBa get_dummies yOeaurech B
TOM, YTO MMeHa CTOJIOIIOB OJMHAKOBBI JIJIsT 00YYAIOIIero W TeCTOBBIX
HaOOPOB M MMEIOT OJIMH M TOT K€ CMBICII.

B npumepe ¢ nHabopom maHHBIX adult KaTeropmajabHbie TEepeMEHHbIE ObLIH
3aKo/iMpoBaHbl B Buie CcTpok. C OAHOU CTOPOHBI, 3TO YpPeBATO
opdorpaduuecKuMu OIMMOKaMHU, HO, C IPYTOI CTOPOHBI, 9TO ITO3BOJISIET Y€TKO
OTHECTH TPHU3HAK K KaTeropuajbHON mepemeHHoi. Yacro s ymobcTBa
XpaHEHUs WM M3-3a crtocoba cOopa JaHHBIX KaTeropuajbHbBIE ITepeMeHHBIE
KOJMPYIOTCS B BHUJe IleJbIX yucesn. Hampumep, mpejcraBbTe, YTO JaHHbIE
Hepenucu, mpeacTaBienubie B HaOope adult, ObiM cOOpaHbI € TOMOIIBIO
aHKeTBl, ¥ OTBETHI, Kacaomecs Ttuma 3aHsaroctu (workclass), ObLIn
3anucanbl Kak O (1epBbIli MYHKT OTMeYeH Tajoukoit), 1 (BTOpOil IMyHKT
OTMEYeH TaJloukoii), 2 (TpeTuil IMyHKT OTMeYeH TajIouKOi) W Tak JaJee.
Tenepn crosber; Oyzer comepskarb 1udpbl or 0 10 8, a He CTPOKU THUIIA
"Private", u eciM KTO-TO IOCMOTPUT HA TaOJMILY, IPEACTABISIONYI0 HAOOP
NAHHBIX, OH HE CMOXEeT C YBEPEHHOCTHIO OTJUYUTb HENPEePbhIBHYIO
nepeMeHHYI0 OT KaTeropuajbHoi. XOTsI Mbl 3HaeM, 4TO U@ PbI YKA3bIBAIOT HA
TUT 3aHSATOCTH, SICHO, YTO BCE€ OHM COOTBETCTBYIOT COBEPIIEHHO Pa3JUYHbIM
COCTOSTHUSIM U UX He CJielyeT MOJIeJTMPOBATh C ITIOMOIIbIO OIHOU HETPEePhIBHON
IepeMeHHOM.

KareropuasibHbple NMpU3HAKKW YacTO KOAMPYIOTCS € MOMOIIBIO I[eJIbIX
yuces. Tor akT, 4TO /1T KOAMPOBKU UCIIOJIB3YIOTCS YNCJIa, BOBCE HE
O3HAYaeT, YTO OHHU JOJIKHBI 00pabarTbiBaThcsi KaK HEIpPEPbIBHbIE
npusHaky. He Bcera sicHo, cieyeT jiu 06pabaThiBaTh EJIOYNCICHHbIE
3HAYeHUs TTPU3HAKOB KaK HelpepbiBHbIE WJIM JUCKPeTHbIe (a Takxke
npeoOpa3oBaHHbIE € [OMOIIbIO TIPSIMOTO  KoauMpoBauus). Ecim
KOZIMpyeMble 3HAueHus1 He YyHopsiiodyeHbl (Kak B IMpuMepe C
workclass), nmpu3Hak J0JKEeH paccMaTpuBaTbCsl KaK JUCKPEeTHbIN. B
OCTAJIbHBIX CJIyYasiX, HalpuMep, KOrja MPU3HAK IPEeACTaBIsieT coboii
[ATU3BE3I0YHbII PEUTUHT, BEIOOD ONTUMAILHONU CXEMbI KOAUPOBAHUSI
3aBUCUT OT KOHKPETHOW 3a7lau¥ W JAHHBIX, a TaKKe HCIOJIb3yeMOTO
AJITOPUTMA MAITTHHOTO 00YYeHNsl.
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Oyuxims  get_dummies B pandas oOpabaThiBaeT BCe YHCIAa Kak
HelpephIBHbIE 3HaUeHUsT ¥ He OyJeT cOo3/aBaTh JaMMU-TIepEMEHHBIE JIsT HUX.
Yto6b 06oiiTH 3Ty mpobieMy, BBl MOKeTe JHOO BOCIIOJIb30BATHCS
OneHotEncoder B scikit-learn (ykaszaB, Kakue Ii€peMEHHbIE SBJISIOTCS
HEMPEePBIBHBIMY, a KaKhe — JAMCKPETHBIMU ), JTHOO0 Mpeodpa3oBaTh CTOMOIBI C
gyrcaaMK, — coiep:Kamimecss B gaTa-peiime, B cTpoku.  UT0OBI
POMJLTIOCTPUPOBATh 3TO, AaBaiiTe co3maanM oObekT DataFrame c aByMs
CTOJIOIIAMH, OJMH M3 KOTOPBIX COAEPKUT CTPOKH, a [PYroil — IIeJIble YKCIIa:

In[8]:
# co3gaem [ata-@pesim C rpHu3HAKOM, KOTOPLIV MPUHUMAET LETOYNCAEHHBIE 3HAYEHNA,
# 1 KaTeropuasbHsiM MPU3HAKOM, Y KOTODPOV 3HAYEHUA ABJAKNTCA CTPOKAMU
demo_df = pd.DataFrame({'lesouncnennoii npusHak': [0, 1, 2, 1],
'KaTeropuanbHbin npusHak': ['socks', 'fox', 'socks', 'box']})
display(demo_df)

Tabuuia 4.4 TIOKa3bIBaeT Pe3yJ/IbTar.
KateropuanbHbiii LlenouncneHHbIn
npusHak npusHak

socks 0

fox

w NPk, o

1
socks 2
box 1

Tabnuua 4.4 [lata-cpenm, cogepalmm kateropmarnbHbii CTPOKOBbIN
NPU3HaK U LEeNOYNCIEHHbIN NPU3HaK

ODynkmnus get_dummies 3aKoupyeT JIUITb CTPOKOBBIN MPU3HAK, TOT/IA KaK

1eJIOUNCIeHHBIN TIPU3HAK OCTaBUT 0€3 M3MEHEHUH, KaKk 9TO BUIHO B TabJauIe
4.5:

In[9]:
pd.get_dummies(demo_df)

LienoyncneHHbli KareropuanbHbilit KareropuanbHbiit KareropuanbHbiii
npusHaK npusHak_box npusHak _fox npusHak _socks

0 0 0.0 0.0 1.0
11 0.0 1.0 0.0
2 2 0.0 0.0 1.0
3.1 1.0 0.0 0.0

Ta6bnuua 4.5 [laHHble Tabnuvubl 4.4, npeobpasoBaHHbIE C MOMOLLLIO NPSMOro
KOAMPOBaHUS, LENOYUCIIEHHbIN NpU3HaK octanca 6e3 nsmeHeHumn

Ecim BBl XOTWTE CO37aTh JaMMHU-IIEPEMEHHbIe [T CTOJIOIA
«Ile/mouncIeHHbIN TIPU3HAK», BBl MOKETE SIBHO yKa3aTh CTOJIOIbI, KOTOPbIE
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HY’KHO 3aKOAMPOBaTh, C IIOMOIIIbI0 mapamerpa columns. M Torma oba mpusHaka
OymyT 0OpaboTaHbl Kak KaTeropuaibHbie mepeMennbie (cM. Tabi1. 4.6):

In[10]:
demo_df[ 'Uenouncnennoii npusHak'] = demo_df['lenouncnenubii npusHak'].astype(str)
pd.get_dummies(demo_df, columns=['llesoyncieHHbii npusHak', 'KaTteropuasbHbiii npusHak'])
LlenouncneHHbin LlenouncneHHbIv LienouncneHHbiv KateropuanbHbi KarteropuanbHbii KateropuanbHbiii
npusHak_0 npusHak _1 npusHak _2 npusHak_box npusHak _fox npusHak _socks
0 1.0 0.0 0.0 0.0 0.0 1.0
1 00 1.0 0.0 0.0 1.0 0.0
2 00 0.0 1.0 0.0 0.0 1.0
3 00 1.0 0.0 1.0 0.0 0.0

Ta6bnuua 4.6 [JaHHble Tabnumubl 4.4, npeobpasoBaHHbIE C MOMOLLLIO NPSMOro
KOANPOBaHMUS, 3aKOANPOBaHbI LLENTOYNCIIEHHBIN N CTPOKOBLIN NPU3HAKK

BUHHWHI, ANCKpeTun3auns, AHeHbIe MOAeAU N AepeBbS

OnTuMaIbHBIN CIOCOO TIpeACTaBIEHUs JAHHBIX 3aBUCUT HE TOJBKO OT
COJZlepKaTeJIbHOTO CMBICTA JaHHBIX, HO W OT BUJIa WCIOJH3YEMOU MOJIEIN.
JIuHellHble MoOZEM W MOJIeJIM HA OCHOBe JlepeBa (HampuMmep, [IepeBbs
pelleHni, TPaleHTHBII OYCTHHT JEePEBbEB peIleHUNl M CAydYallHbIi Jec),
mpecTaBsiione coboir aBe OoJblie W HamboJee YacToO HCIOJIb3yeMble
TPYIITBI METO/IOB, CHUJbHO OTJWYAIOTCS APYT OT Jpyra € TOYKH 3PEHUs
00pabOTKK TIPU3HAKOB Pa3MYHbIX TUIOB. [laBaliTe BepHeMmcsi K HabOpy
JTAHHBIX Wave, KOTOPbI MbI MCIIOJb30BAJIN JIJIsI PETPECCUMOHHOTO aHaIu3a B
rmaBe 2. OH wMeeT JIMINb OJWH BXOAHOW mpu3Hak. Huske mpuBoauTcs
CpaBHEHUE pe3yJbTaTOB MOJIeJM JIMHEWHOW perpeccuy u jiepeBa perpeccuu
IS 9TOrO Habopa AaHHBIX (cM. puc. 4.1):

In[11]:
from sklearn.linear_model import LinearRegression
from sklearn.tree import DecisionTreeRegressor

mglearn.datasets.make_wave(n_samples=100)
np.linspace(-3, 3, 1000, endpoint=False).reshape(-1, 1)

X,y
line

reg = DecisionTreeRegressor(min_samples_split=3).fit(X, y)
plt.plot(line, reg.predict(line), label="pepeBo peweHun")

reg = LinearRegression().fit(X, y)
plt.plot(line, reg.predict(line), label="nwuHerHasa perpeccus")

plt.plot(X[:, 0], vy, 'o', c="k")
plt.ylabel("Bbixoag perpeccun")
plt.xlabel("BxoaHoi npu3sHak")
plt.legend(loc="best")

Kak Bam MN3BECTHO, JNHEHbIE MO/JieJin MOr'yT MOJEJHNPOBAaTb TOJIBKO
HMHeﬁHbKEBHBMCHMOCHL KOTOpbIE HpeﬂCTaBHHKH‘CO60ﬁ JIMHUKW B Cjy4dae
OQHOI'O IIpU3HaKa. I[epeBo peIHeHI/Iﬁ MOJKET IIOCTPOUTHL TIOpPa3ao 60.7166

CJIOKHYIO MOJZI€JIb NaHHbIX. PGByHBTaTBICHﬂbHO 3aBUCAT OT IIpeACTaBJIEHUA
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manabiX. OJHMM M3 CIIOCOOOB TIOBBICUTH IIPOTHO3HYIO CHJIY JIMHEHHBIX
Mojiesiell Tpu  paboTe ¢ HENPepbIBHBIMU JAHHBIMU SIBISIETCS  OHHHHHI
xapaktepuctuk  (binning), TakXKe WM3BECTHBI KaK  JHCKPETH3ALHA
(discretization), KOTOpBIiI pa3buMBaeT MCXOJHBIN IPU3HAK Ha HECKOJIBKO

KaTeropuil.
3 . . T . T
— [lepeBo pelieHu
2H — nWHelHas perpeccus .

BblX0A perpeccuu

— 3 1 1 1 1 1

-3 -2 -1 4] 1 2 3
BX0OHOW NpU3HaK

Puc. 4.1 CpaBHeHue pe3ynbTaTtoB MOAENM IMHENHON perpeccum 1 aepesa perpeccum
Anst Habopa gaHHbIX wave

[TpencraBuM, 4TO AMaNa3oH 3HAYEHWH BXOAHOTO TpH3HaKa (B JAaHHOM
ciaydae oT -3 10 3) pasOUT Ha OIpeseeHHOE KOJIUYECTBO KATErOPHI WJIN
onros (bins), momycrum, nHa 10 kareropmii. Touka maHHBIX Oyzer
TpeJicTaB/ieHa KaTeropuel, B KOTOPyio oHa Tomnazaer. CHavaga Mbl JOKHBI
3a/1aTh KaTeropuu. B manrom caydae mbl 3ajauM 10 kateropuii, paBHOMEPHO
pacripesieieHHbIX Mexay -3 u 3. [ljgsg aToro Mbl UCIOJb3yeM (DYHKIIMIO
np.linspace, cosmaem 11 saemenToB, kotopsie maxyT 10 kateropmii —
WHTEPBAJIOB, OTPAaHWUYEHHBIX JIByMsI IPaHUTIAMU:

In[12]:

bins = np.linspace(-3, 3, 11)
print("kateropumn: {}".format(bins))

Out[12]:
Kkateropuu: [-3. -2.4 -1.8 -1.2 -0.6 0. 0.6 1.2 1.8 2.4 3. ]

[Tpu aTOM IlepBast KATeropusi COAEPKUT BCe TOUKU JJAHHBIX CO 3HAYEHUSIMU
nmpu3Haka OT -3 70 -2.68, BTOpas KaTeropus COAEpPKUT BCE TOUKH CO
3HAUEHUSIMU MpU3HaKa oT -2.68 1o -2.37 u Tak najee.
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[lasiee MbI 3anicbIBaeM /17151 KQK0M TOUKM JaHHBIX KaTeropuio, B KOTOPYIO
OHa IIOMaZiaeT. IJTO MOXKHO JIerKO BBIYUCJUTH C IIOMOIIbIO (PYHKIIUU
np.digitize:

In[13]:

which_bin = np.digitize(X, bins=bins)

print("\nToukn ganubix:\n", X[:5])

print("\nKateropun gns Touek AaHHbix:\n", which_bin[:5])

Out[13]:
TOYKM AAHHbBIX :
[[-0.753]
[ 2.704]
[ 1.392]
[ ©.592]
[-2.064]]

KaTeropum gnsa To4veK AAHHbLIX:

([ 4]

To, 4TO MBI caeTann 371eCh, HA3bIBAETCS TPe0Opa3soBaHeM HEIPEPBIBHOTO
BXOHOIO IPH3HAaKa HabOpa JaHHBIX wave B KaTeropuajbHbi mpusHak. C
ITOMOIIBIO KaTerOPUaJbHOIO TIPU3HAKA Mbl 33JlaéM KATErOpUIO JUIST KaKIOU
TOYKM JaHHBIX. UTOOBI 3amycTUTh MOZE b scikit-learn Ha ATUX HAHHBIX, MBI
BBIIIOJITHUM NIPAMOE KOAMPOBAHUE ITOTO JUCKPETHOI'O ITPU3HaAKa C IIOMOIIbIO
dbyakiun  OneHotEncoder w3  moxaynass  preprocessing.  DyHKIus
OneHotEncoder  BbIMOJHAET Ty K€ CaMyl0  KOAWPOBKY, UYTO U
pandas.get_dummies, XoTs B HacTrosIee BpeMsi OHa pabOTaeT TOJBKO C
KaTeropuajJbHbIMU II€EPEMEHHBIMU, KOTOpPbIE IPUHUMAIOT I1€J0YNCJIEeHHbIE
3HAYEHUI:

In[14]:

from import OneHotEncoder

# npeobpa3zossiBaem ¢ rnomoyb OneHotEncoder

encoder = OneHotEncoder(sparse=False)

# encoder. fit HaxognT YHUKAE/IbHbIE 3HAYEHUA, umewyneca B which_bin
encoder.fit(which_bin)

# transform ocyyecTBiAeT MPAMOE KOAMPOBAHNE

X_binned = encoder.transform(which_bin)

print(X_binned[:5])

Out[14]:

[[ 6. 6. 6. 1. 6. 6. 0. 0. 0. 0.]
[ 0. 0. 0. 0. 0. 0. 0. 0. 0. 1.]
[ 6. 0. 0. 0. 0. 0. 0. 1. 0. 0.]
[ 6. 0. 0. 0. 0. 1. 0. 0. 0. 0.]
[ 6. 1. 0. 0. 0. 0. 0. 0. 0. 0.]]

[Tockoabky MbI ykazanu 10 kaTeropuii, mpeobpa3oBaHHbIA HAOOP JAHHBIX
X_binned Temneps coctout u3 10 nmpu3HaKoB:

In[15]:
print("dopma maccuea X_binned: {}".format(X_binned.shape))
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Out[15]:
dopma maccumea X_binned: (100, 10)

Ceilyac MbI CTPOMM HOBYIO MOJI€JIb IUHEHMHON perpeccuy U HOBYIO MO/JIeJIb
JepeBa PelieHnii Ha OCHOBE JAHHBIX, TPe0OPA3OBAHHBIX C TIOMOIIBIO TIPSIMOTO
KoIUpoBaHus. Pe3ysbTaT BU3yalu3upoBaH Ha pUcC. 4.2, Takke IOKa3aHbI
TPaHMIIBI KaTeropuii, 0603HaUYEHHbIEC BEPTUKATBHBIMUA CEPHIMU JITHUSIMU:

In[16]:
1line_binned = encoder.transform(np.digitize(line, bins=bins))

reg = LinearRegression().fit(X_binned, y)
plt.plot(line, reg.predict(line_binned), label='nuHeltHaa perpeccua nocne 6UHHMHIA')

reg = DecisionTreeRegressor(min_samples_split=3).fit(X_binned, y)
plt.plot(line, reg.predict(line_binned), label='pepeBo peuweHnit nocne GUWHHWMHIA')
plt.plot(X[:, 0], y, 'o', c="k")

plt.vlines(bins, -3, 3, linewidth=1, alpha=.2)

plt.legend(loc="best")

plt.ylabel("Bbixog perpeccun")

plt.xlabel("BxoaHoi npusHak")

3 T T T T T
— NWHeilHasa perpeccusa nocne GMHHWHIa
2 HH — AepeBo pelenuit nocne GMHHWHra -

BbIX0A pPErpeccuu

_3 | | | | |

-3 -2 -1 0 1 2 3
BX0oAHOW NpH3HaK

Puc. 4.2 CpaBHeHve pe3ynbTaToB MOAENN NMMHENHOW perpeccun n aepesa perpeccun
nocne npoBeaeHnst BUHHMHIa

CuHss u 3ejieHas JUHUM JieKaT TOYHO TTOBEPX JPYT JPyTa, 9TO O3HAYAET,
YTO MOjieJib JUHEWHOW perpeccum U JiepeBO PelleHuil JaloT OJWHAaKOBbIE
NPOrHO3bL. [lJIs1 KaKkIol KaTeropyud OHU TIPe/ICKA3bIBAlOT OJHO U TO XKe
3HaueHue (KOHCTaHTY). ITOCKONMbKY MpPU3HAKU NPUHUMAIOT OJHO M TO XKe
3HaYeHWe B Mpeleiax KakIoil KaTeropuu, Jiiobas MOJAeIb JOJIKHA
IIPEe/ICKa3bIBaTh OJIHO M TO K€ 3HAYeHHe [JII BCEX TOYEK, HaXOAAIIMNXCS
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BHYTpH KaTeropuu. CpaBHUB Mojiesid, OOydeHHbIE 10 U TOCTe OMHHWHTA
TepeMeHHbBIX, Mbl BUJIMM, Y4TO JIMHENHAsT MOJIE/Ib CTajia Terepb ropas3io Ooiee
ruOKoii, ITIOTOMY 4YTO Telmepb OHO IIPUCBAMBAET pa3jNYHble 3HAYCHUS
KaTeropusiM, B TO BpeMsl KaK MOjiesib JiepeBa pelleHnil cTtasa CyliecTBeHHO
MeHee THOKOW. B 1esoM OMHHWHT NPU3HAKOB HE JAaeT TOJOKUTETHHOTO
acddexTa 17151 Moziesiell Ha OCHOBe JiepeBa, MOCKOJIbKY 3TU MOJIEJIN CaMU MOTYT
Hay4uTCss pa3buBaTh JaHHbBIE 10 JIIOOOMY 3HaueHHI0. B HEKOTOpOM CMBIC/IE
9TO O3HAYaeT, YTO JlepeBbsl PelIeHUl MOTYT CaMOCTOSTEIbHO OCYHIECTBUTD
OWHHUHT JIJIsI HaWJIydIIero MPOTHO3MPOBaHUs MAaHHBIX. Kpome ToOrO, mpH
BBITIOJTHEHUN Pa30MeHnil JIepeBbsl PEIIeHUl paccMaTPUBAIOT HECKOJBKO
IIPU3HAKOB Cpa3y, B TO BpeMsl KaK OOBIYHBIN OWHHWHT BBIMIOJHSIETCS —Ha
OCHOBe aHanm3a ojHoro mnpusdHaka. OHAKO JUHeHas Mojelb Ioce
peoOpa3oBaHusI JaHHBIX BBIMTPAIa ¢ TOUYKK 3peHusT 3PHEeKTUBHOCTH.

Ecin ecTp Beckre TPUYUHBI HUCIOJIb30BaTh JUHEHMHYIO MONETb IS
KOHKPETHOTO Habopa MaHHBIX (HAIpUMeEpP, OH KMeeT OOJbIION 00beM u
SBJISIETCS MHOTOMEPHBIM), HO HEKOTOpble TPU3HAKU UMEIOT HeJInHelHbIe
B3aMMOCBSI3H C 3aBUCHMON MEPEMEHHON — OMHHWHT MOKET OBITh OTJUYHBIM
CIIOCOO0OM YBEJTMUYUTD MTPOTHO3HYIO CUJTY MOJIEJIH.

Eime oguu cmocob 0b60ratuth MPOCTPAHCTBO MPU3HAKOB, B YaCTHOCTH, MJISI
JUHEINHBIX ~ MOJEJel, 3akaodyaercss B JI00ABIEHUN  B3aHMOJCHCTBHH
npusaakos  (Interaction features) W IIOJHHOMHAJBHBIX — ITPH3HAKOB
(polynomial features). KoucTpympoBaHue TIIpU3HAKOB TIOZ0OHOTO poja
MOJIYYNJIO pacpocTpaHeHe B CTAaTUCTUYECKOM MOJETMPOBAHUU, a TaKKe
ITUPOKO MCIOJb3yeTCd BO MHOTUX IPAKTUYECKUX cdepax TpuMeHeHUs
MAaITUHHOTO 00yYeHNsl.

g mayasa cHoBa mocMOTpuTe Ha puc. 4.2. [Insg Kaxmol KaTeropuu
MpU3HaKa JUHeHas MOJIesIb TTPeJCKa3bIBaeT OHO U TO Ke 3HaueHue. O1HaKO
MbI 3HaeM, 4TO JIMHEWHbIe MOJIEJIM MOTYT BBIYUCJIUTH HE TOJbKO 3HAYEHUS
cIBUTa, HO U 3HaueHus HakjoHa. OnMH U3 cIocoO0B 100aBUTH HAKJIOH B
JIMHENHYIO MOJIeJIb, TIOCTPOEHHYIO Ha OCHOBE KaTerOpU3MPOBAHHBIX JAHHBIX,
3aKJIFOYAETCS B TOM, YTOOBI 100aBUTH 0OpAaTHO MCXOAHBIN pH3HaK (0Ch X Ha
rpacduke). ITO NMpuUBeneT K moJydeHuio 11-mepHoro maccuBa JaHHBIX, Kak
IOKa3aHo Ha puc. 4.3:

In[17]:
X_combined = np.hstack([X, X_binned])
print(X_combined.shape)

Out[17]:
(100, 11)

241



In[18]:
reg = LinearRegression().fit(X_combined, y)

1line_combined = np.hstack([line, line_binned])
plt.plot(line, reg.predict(line_combined), label='snuHeliHas perpeccua nocsne KoMOMHMPOBaHUS')

for bin in bins:
plt.plot([bin, bin], [-3, 3], ':', c="k")

plt.legend(loc="best")

plt.ylabel("Bbixon perpeccumn")
plt.xlabel("BxoaHoiw npu3Hak")
plt.plot(X[:, 0], y, 'o', c="k")

3 . T . . T . T . T . . T :
— JNMHelHas pPErpeccua nocne KDMﬁHHHpDBaHMﬂ

BbIX0[ pPeErpeccuu

_3 : i - ; i : I: -
-3 -2 -1 0] 1 2 3

Bx0oOHOW NpU3HaK

Puc. 4.3 JluHenHas perpeccuda ¢ ncnosib3oBaHnemM Kateropm3npoBaHHbIX NMPU3HAKOB U
OAHUM rrnobanbHbIM HAKNMOHOM

B sTtoM mpumepe Moziendb BBIUMCAWIA CABUT JAJS KaXKIOW KaTeropuu, a
TakKe HaKJOH. BbIYMc/IeHHBIM HaKJIOH HalpaBJieH BHU3 W OH SBJISIETCS
OOIIMM JIJIsI BCEX KaTeropuii, Tak KaK y HaC MMEeTCs TOJIbKa OJUH MPU3HAK 110
ocu X ¢ ogHUM KoadduimenToM. [lockoabKy Haanure OJHOTO HAaKJIOHA IS
BCeX KaTeropuil He OYeHb CUJILHO ITIOMOJKET ¢ TOUKHM 3PEHUST MOIeTNPOBAHNS,
MBI OBl XOTEJIM BBIYUCAUTH JJIsI KaKIOW KaTeropuu CBOH COOCTBEHHBIN
HakygoH! Mpbl MOXeM a00UTBCA ITOrO, A00ABUB B3aUMOJECHCTBUE WU
Mpou3Be/leHre TPU3HAKOB, yKa3blBaiolllee KaTeropuio TOYKU JAHHBIX H ee
pacrnonokeHne Ha ocu X. JlaHHbII TpHM3HAK SBJISETCS IIPOU3BEIeHUEM
WHUKATOpa KaTeropuu M MCXOJHOU mnepeMeHHOU. /laBaliTe co3maaiuM sTOT
HaOOP JAaHHBIX:

In[19]:

X_product = np.hstack([X_binned, X * X_binned])
print(X_product.shape)
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Out[19]:
(100, 20)

Temepp HaboOp maHHBIX cofepKuT 20 MPU3HAKOB: B HErO 3allCHIBACTCS
WHAUKATOP KaTeropuu, B KOTOPOW HAXOAMTCS TOYKA [JaHHBIX, a TaKKe
Mpou3Be/leHre  WCXOAHOTO  TIPU3HAKa U HWHAWKATOpa  KaTeropuw.
[IpousBenenne TPU3HAKOB MOKHO TIPEACTaBUTh KaK OT/EJbHYIO KOIHUIO
MpU3HaKa, OTJOKEHHOTO 10 OCu X, g Kaxaol kateropuu. OHO
COOTBETCTBYeT MCXOAHOMY IPU3HAKY, TOMAJAI0NeMy B JaHHYIO KaTeropuio,
UM HYJIO BO BCeX OCTaJbHBIX ciaydasix. Ha puc. 4.4 mokazaH pe3yabTaT
JIMHENHOW MO /IJIsT 9TOTO HOBOTO TTPOCTPAHCTBA MMPU3HAKOB:

In[20]:
reg = LinearRegression().fit(X_product, y)

line_product = np.hstack([line_binned, 1line * line_binned])
plt.plot(line, reg.predict(line_product), label='nuHeiiHaa perpeccusa npoussespeHune')

for bin in bins:
plt.plot([bin, bin], [-3, 3], ':', c="k")

plt.plot(X[:, 0], vy, 'o', c="k")
plt.ylabel("Bbixog perpeccun")

plt.xlabel("BxoaHoi npu3Hak")
plt.legend(loc="best")

-3 = T T B T a T s T O g T
— JWHeWHan perpeccua npouseejeHue

=

BbiX0/J perpeccuu
=]

I I T S S R S S S
-3 -2 -1 0 1 2 3

BxoQHOW NpWU3HaK

Puc. 4.4 JluHenHagqa perpeccus ¢ oTaesbHbIM HaKMOHOM
AN KaXKAoW KaTeropum

BuzHo, 4To Temeph Kask[aast KaTeropust MMeeT CBOe COOCTBEHHOE 3HaYeHNe

CI[BATA U CBOE COOCTBEHHOE 3HaUeHNe HAaKJIOHA.
Vcnonp3oBanre OMHHUHTA — 9TO CIIOCOO YBEIMYEHWST ITPOCTPAHCTBA
BXOJHBIX TPHU3HAKOB. Ellle OAUH CIIOCOO 3aK/I0YaeTcss B MCIIOJIb30BAHUI
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nosmeoMoB  (polynomials) wcXomHBIX TpU3HAKOB. /[y mpu3HaKa X MBI
pPacCMOTPUM X ** 2 x ** 3 x ** 4 i Tak gajnee. /laHHyIO onlepannio MOXHO
BBITIOJTHUTD ¢ TOMOTIbIO PolynomialFeatures mojyJisa preprocessing:

In[21]:
from import PolynomialFeatures

# 3348em creneHb nomHoma 10:

# 3Ha4ewne no ymondawmw "include_bias=True" fobasagaet npu3HAaK-KOHCTAHTY 1
poly = PolynomialFeatures(degree=10, include_bias=False)

poly.fit(X)

X_poly = poly.transform(X)

Hcnionb3zoBanne 10-i crenenn gaet 10 mpu3HakoB:
In[22]:

print("dopma maccuea X_poly: {}".format(X_poly.shape))

Out[22]:
dopma maccuBa X_poly: (100, 10)

[laBaliTe cpaBHUM 3JieMeHTBbI MaccuBa X_poly C ajleMeHTaMi MaccuBa X:

In[23]:
print("3nemenTsl maccusa X:\n{}".format(X[:5]))
print("3nementhl maccuBa X_poly:\n{}".format(X_poly[:5]))

Out[23]:
JnemMeHTbl MaccumBa X:
[[-0.753]
[ 2.704]
[ 1.392]
[ 0.592]
[-2.064]]
JnemeHTh MaccmBa X_poly:
[L -0.753 0.567 -0.427 0.321 -0.242 0.182
-0.137 0.103 -0.078 0.058]
[ 2.704 7.313 19.777 53.482 144.632 391.125
1057.714  2860.360  7735.232  20918.278]
[ 1.392 1.938 2.697 3.754 5.226 7.274
10.125 14.094 19.618 27.307]
[ 0.592 0.350 0.207 0.123 0.073 0.043
0.025 0.015 0.009 0.005]
[ -2.064 4.260 -8.791 18.144 -37.448 77.289

-159.516 329.222  -679.478 1402.367]]

Ber MoxeTe TIOHSTH COI[Gp)KaTe]IbeIIL/’I CMbBICJI 9TUX IIPM3HAKOB, BbI3BaB
METOﬂ;get_feature_nameS,KOTOpbﬁiIHﬂBeﬂeTﬁHaSB&HHG]ﬂﬁKﬂOFOfﬂpHSHaKaI

In[24]:
print("/iMmeHa nonvHommanbHeix npusHakos:\n{}".format(poly.get_feature_names()))

Out[24]:

IMeHa NOAMHOMMANbHLIX MPU3HAKOB:
['x0', 'x072', 'x073', 'x074', 'x075', 'x076', 'x0AT', 'x078', 'x079', 'x0°10']

BupHo, uro mepBbiii crosber; X_poly TOYHO COOTBETCTBYET X, B TO BPeMs
KaK JIPyTue CTOJOLbI SBJISIOTCS Pa3IMYHBIMU CTEIIEHSIMI [IEPBOrO dJIEMEHTA.
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Vcmosb3oBanre IMOJMHOMHUAIBHBIX ITPU3HAKOB B MOJEIN JIMHEHHOM
perpeccun JaeT KJIACCUYECKYI0 MOJAEIb  ITOJHHOMHAJIBHOH —PEerpeccHi
(polynomial regression), mpeacTaBaeHHYIO Ha puUC. 4.5:

In[26]:
reg = LinearRegression().fit(X_poly, vy)

line_poly = poly.transform(line)

plt.plot(line, reg.predict(line_poly), label='nonnHommanbHas auHelHas perpeccua’)
plt.plot(X[:, 0], vy, 'o', c="k")

plt.ylabel("Bbixon perpeccumn™)

plt.xlabel("BxoaHow npu3Hak")

plt.legend(loc="best")

4 T I T I I
—  MNONWHOMWanbHas NMHernHas pPErpeccus

BbIX0A pErpeccun

e, 3 | | | | |
=3 =2 =1 4] 1 2 3

BxoOHOW Npy3HaK

Puc. 4.5 lNonnHomMuaneHas NMMHenHas perpeccus,
ncrnonb3oBancs nonvHom 10-n ctenexHn

BumHo, uto Ha 2TOM OJHOMEPHOM HabOpe MAaHHBIX TOJMHOMHUATHHBIE
MPU3HAKU JIAI0T OYEHb CTJIaKeHHYI0 TOoATOHKY. OMHAKO MOJUHOMbBI BBICOKOM
CTelleHH, KaK IPaBUJIO, PE3KO MEHSIOT HalpaBJieHHe Ha TpaHuIax o00JacTH
oIpeieJIeHNsT UJIM B MeHee TIOTHBIX 00JIacTsX JaHHBIX.

JlJ1s1 cpaBHEHUsT HUZKe TIPUBOANUTCS MOZEb sieproro SVM, obyueHHast Ha
HCXOAHBIX JAHHBIX 6€3 KaKux-au0o mpeobpasoBaHuii (cM. puc. 4.6):
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In[26]:
from import SVR

for gamma in [1, 10]:
svr = SVR(gamma=gamma).fit(X, y)
plt.plot(line, svr.predict(line), label='SVR gamma={}'.format(gamma))

plt.plot(X[:, 0], y, 'o', c="k")
plt.ylabel("Bbixog perpeccun")
plt.xlabel("BxoaHo npusHak")
plt.legend(loc="best")

3

— SVR gamma=1
— SVR gamma=10 -

[
T

Bbix0oA perpeccuu

_3 | | | 1 |

-3 -2 -1 0 1 2 3
BxoaHOW NpU3HaK

Puc. 4.6 CpaBHeHMe pa3nnyHbiX NapaMmeTpoB gamma
ans SVM ¢ RBF-agpom

Vcmonb3yst boiee CI0KHYIO MOJIENb, MOAEb saaepHoro SVM, Mbl MOKeM
MOJIYIUTh TaKOM JKe CJIOKHBI IIPOTHO3, KaK B cJydae IOJWHOMHUATHHOU
perpeccuu, He mpuderas K SBHOMY ITPeoOpa3oBaHUIO IPU3HAKOB.

B kadectBe OoJiee peasbHOrO MpUMepa, WJLTIOCTPUPYIONIETO MTPUMEHEHNEe
B3aMMOJIEICTBUII M ITOJIMHOMOB, JaBaiiTe emje pa3 obparumcs K Habopy
nanHbix Boston Housing. Mbl  yke WHCIIOJIb30BaId MOJUHOMUAJIbHbIE
IIPU3HAKK 9TOr0 Habopa JaHHBIX B ryaBe 2. Temeph gaBaiiTe IOCMOTPUM, Kak
OB TIOJyYEHBl 9TU IPU3HAKK U BBISICHUM, HACKOJHKO OHH MOTYT IIOMOYb
HaM yJIy4IIuTh mporuao3. CHavama Mbl 3arpy3uM JaHHbBIE U OTMACIITAOUpyeM
UX € TOMOIIBI0 MinMaxScaler, 4TOOBI Bce MPU3HAKY IIPUHUMAIN 3HAYEHUS B
nuanazone mexay 0 u 1:
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In[27]:

from import load_boston
from import train_test_split
from import MinMaxScaler

boston = load_boston()
X_train, X_test, y_train, y_test = train_test_split (boston.data, boston.target,
random_state=0)

# Macuwrtabupyem faHHblie

scaler = MinMaxScaler()

X_train_scaled = scaler.fit_transform(X_train)
X_test_scaled = scaler.transform(X_test)

Temepb, Mbl BBIZIEJIMM TIOJIMHOMHUAJIbHBIE TIPU3HAKU W B3aWMOJIENCTBUS
BILJIOTH JIO0 2-1 CTEIleHU:

In[28]:

poly = PolynomialFeatures(degree=2).fit(X_train_scaled)

X_train_poly = poly.transform(X_train_scaled)

X_test_poly = poly.transform(X_test_scaled)

print("dopma obyyawuwero maccuea X: {}".format(X_train.shape))

print("dopma obyuyawuero maccuea X mnonvHomsl u B3amm: {}".format(X_train_poly.shape))

Oout[28]:
dopma obyuvawuero maccmea X: (379, 13)
dopma obyuvawuero maccmea X noauvHomsl M B3aum: (379, 105)

Habop maHHBIX ITepBOHAYAIBHO copepskaa 13 mIpU3HAKOB, KOTOPHIE B XO/I€
npeobpasoBanuii mpeBparuanch B 105 HOBBIX IIPHU3HAKOB. OTH HOBBIE
MPU3HAKKA TIPEACTABJSIOT COOOM BCE BO3MOJKHBIEC B3aMMOEHCTBUS MEKIY
NIBYMSI Pa3JIMYHBIMU MCXOAHBIMU XapaKTePUCTUKAMH, a TaKKe KBaJPaThl
HMCXOAHBIX XapaKTepHuCcTUK. B manHOM ciaydae degree=2 o3HadyaeT, 4TO MBI
paccMaTpUBaeM IIPU3HAKHM, KOTOPbIE SIBJISIOTCS IIPOM3BeJeHNEeM He Oolee
JIBYX MCXOAHBIX XapaKTepUCTUK. ToYHOe COOTBETCTBHE MEXAY BXOIHBIMU U
BBIXOJIHBIMU ~ TIPU3HAKaMH  MOKHO  HAWTHM ¢  TIOMOIIBIO  MeToja
get_feature_names:

In[29]:
print("MveHa nonnHommansHeix npusHakos:\n{}".format(poly.get_feature_names()))

Out[29]:

NMeHa NOJIMHOMMAIbHBIX NPU3HAKOB:

[Ill, IXOI, lxll, lle’ IX3I’ IX4I’ IX5I’ 'X6I, |X7|’ |X8|’ |X9|’ |X10|,
'x11', 'x12', 'x072', 'x0 x1', 'x0 x2', 'x0 x3', 'x0 x4', 'x0 x5', 'x0 x6',
'X0 x7', 'x0 x8', 'x0 x9', 'x0 x10', 'x0 x11', 'x0 x12', 'x172', 'x1 x2',
'x1 x3', 'x1 x4', 'x1 x5', 'x1 x6', 'x1 x7', 'x1 x8', 'x1 x9', 'x1 x10',
'x1 x11', 'x1 x12', 'x272', 'x2 x3', 'x2 x4', 'x2 x5', 'x2 x6', 'x2 x7',
'x2 x8', 'x2 x9', 'x2 x10', 'x2 x11', 'x2 x12', 'x372', 'x3 x4', 'x3 x5',
'x3 x6', 'x3 x7', 'x3 x8', 'x3 x9', 'x3 x10', 'x3 x11', 'x3 x12', 'x472',
'x4 x5', 'x4 x6', 'x4 x7', 'x4 x8', 'x4 x9', 'x4 x10', 'x4 x11', 'x4 x12',
'X572', 'x5 x6', 'x5 x7', 'x5 x8', 'x5 x9', 'x5 x10', 'x5 x11', 'x5 x12',
'X672', 'x6 x7', 'x6 x8', 'x6 x9', 'x6 x10', 'x6 x11', 'x6 x12', 'x7°2',
'X7 x8', 'x7 x9', 'x7 x10', 'x7 x11', 'x7 x12', 'x872', 'x8 x9', 'x8 x10',
'x8 x11', 'x8 x12', 'x972', 'x9 x10', 'x9 x11', 'x9 x12', 'x1072', 'x10 x11',
'x10 x12', 'x1172', 'x11 x12', 'x1272']

B nanHOM ciyyae TiepBbIii HOBBIM TNPU3HAK SIBJSETCS TTPU3HAKOM-
koHcTaHnToit "1". Cuaenywomue 13 TPU3HAKOB SBJSIOTCS UCXOHBIMU
npusHakamu (ot "x0" mo "x12"). 3aTeM cJielyeT KBaJpaT MepBOTO IIPU3HAKa

247



("x072"), mocJsie Hero IPUBOASATCS TPOW3BENEHUSI TIEPBOrO M OCTaJIbHBIX
IIPHU3HAKOB.

/laBaiiTe BBIUMCINM IMPABUJIBHOCTD ITPOTHO30B, IPUMEHUB MOJIeib Ridge K
JIAHHBIM, BKJIIOYAIONINM B3aUMOJICHCTBUS, U TAaHHBIM 03 B3anMOCHCTBUIL:
In[30]:
from import Ridge
ridge = Ridge().fit(X_train_scaled, y_train)
print('"MpaBuabHOCTL Ha TecToBoM Habope 6e3 B3aumogencTBuin: {:.3f}".format(

ridge.score(X_test_scaled, y_test)))
ridge = Ridge().fit(X_train_poly, y_train)

print('"MpaBuabHOCTL Ha TecToBoM Habope c B3ammogencteuamn: {:.3f}".format(
ridge.score(X_test_poly, y_test)))

Out[30]:
MpaBMABHOCTbL HA TecToBOM Habope 6e3 B3amMogencTBuin: 0.621
MpaBMABHOCTL Ha TeCTOBOM Habope C B3auMogencTBuAmMM: 0.753

OdeBHUAHO, YTO B Cay4yae ¢ TPeOHEBOW perpeccueil B3anMOAEHCTBUS U
MOJIMHOMUAJIbHBIE TPU3HAKU TTO3BOJILIOT YJIYYIIUTD MPAaBUJIBHOCTD MOJIEJH.
BrpoueMm, npumenenne 0OoJjiee CIOKHOM MOAETN THIIA CAYYailHOTO Jieca JaeT
HEMHOTIO JIPYTON pe3yJbTar:

In[31]:

from import RandomForestRegressor

rf = RandomForestRegressor(n_estimators=100).fit(X_train_scaled, y_train)

print('"MpaBunbHOCTL Ha TecToBoM Habope 6e3 B3aumogeincTBuin: {:.3f}".format(
rf.score(X_test_scaled, y_test)))

rf = RandomForestRegressor(n_estimators=100).fit(X_train_poly, y_train)

print('"MpaBuabHOCTL Ha TeCTOBOM Habope C B3aMMOAENCTBUAMM:

{:.3f}".format(rf.score(X_test_poly, y_test)))

Out[31]:
MpaBUIbHOCTb Ha TecToBOoM Habope 6e3 B3ammomencTeuin: 0.799
MpaBWUNbHOCTbL Ha TecToBOM Habope C B3auMomencTBuaAMn: 0.763

Bupno, uto gaxe 6e3 JOMOJHUTENbHBIX MPU3HAKOB CAYJYAlHBIN JIec gaeT
6oJiee BBICOKYIO IIPaBUJIBHOCTh IIPOTHO30B, uYeM TIpeOHeBasi Perpeccusl.

Bxamouenuve B3auMoOeNCTBUU M NOJMHOMOB Ha CaMOM JieJle HEeMHOTO
yMeHbIIIaeT MPaBUJIbHOCTb ITPOTHO30B.

OAHOMEpPHBIe HeAHeHbIe Npeobpa3oBaHms

MbI TOJBKO 4YTO YBHAEIHW, YTO Jo0aBJIEHME ITPU3HAKOB, BO3BEICHHBIX B
KBagpaT WJIM KyO, MOKET VYJIVYIIUTh JIMHEHHbIe MOJAEIN PErpecCuml.
CylecTByioT u JApyrue IpeoOpa3oBaHusi, KOTOPbIE YaCTO OKa3bIBAIOTCS
MOJIESHBIMU B IlIaHe TpaHcoOpMaluy OIpeeIeHHbIX IPU3HAKOB: B
YaCTHOCTH, TIpUMeHeHre MateMaTnyeckux (pyHKiui tumna log, exp uiau sin.
Eciu Moziesin Ha ocHOBe jiepeBa 3a00TATCS JIUIID O BHICTPaUBaHUN TPU3HAKOB
B HMepapxuio, TO JUHEeWHble MOJIeJIM U HEWPOHHbIE CETH OYeHb NPUBSI3aHBI K
Macmtaby U paclpefe/ieHHI0 KakKJOro IPU3HAKa, II09TOMY HaIndne
HeJIMHEMHOW B3aMMOCBSI3U MEX/y TPU3HAKOM W 3aBUCUMOW TepeMeHHOM
CTaHOBUTCS IPOOIEMOI 71T Mozen, ocobeHHo st perpeccun. Dynimu log
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U exp IO3BOJISIOT CKOPPEKTHUPOBATh OTHOCUTEJIbHBIE IKAJIBI TTEPEMEHHBIX
TakuM 00pa3oM, YTOOBI IMHEHHAs MOZIE/Ib WU HEeIPOHHAS C€Th MOTJIN JIydIle
obpaborath uX. MbI BN TTOAO0OHBIN TIpUMeEp B IIaBe 2, Korjaa paboTain ¢
HabOPOM JaHHBIX ram_prices. MYHKIMK SN M COS MOTYT IIPUTOAUTHCS IIPU
paboTe ¢ JaHHBIME, KOTOPbIE IIPEACTABIAIOT COOOW  IEPUOAMUECKUE
CTPYKTYPBHI.

BosbimmHCTBO Mojesiell paboTaloT JIydile, Korja Ipu3HakW (a ecyu
HCIIOJIB3YETCS Perpeccus, TO U 3aBUCUMAas IepeMeHHasi) MMeIOT IayCCOBCKOe
pacmpejieieHde, TO €CThb THUCTOTPaMMa KaXK/OTO TIPpM3HaKa [I0OJKHA B
OIPEIEIEHHOI CTElMeHN HMEeTh CXOJACTBO C <«KOJOKOJ000pasHOM KPHUBOII».
Vcnosb3oBanue npeobpasoBanuii Trma 1og U exp sABJIseTCs OGaHAIbHBIM, HO B
TO e BpeMs MPOCTBIM U 3(DGEKTUBHBIM CIOCOO0M H0OUThCS Goee
CUMMETPUYHOTO pactpenenennsi. Hanbosiee XapakTepHBIN CJydaii, Korja
mo100HOoe 1peobpas3oBaHie MOKET OBITh IOJIE3HO, — 00paboTKa JUCKPETHBIX
nauubiX. [Tog AMCKpETHBIMU NAHHBIMU MbI TIO/[pa3yMeBaeM MPU3HAKU TUTIA
«KaK YacTo TOoJbh30BaTelb A BXOAWJ B cucteMys. [lUcKpeTHbIe TaHHbBIE
HUKOT/J[a He OBIBAIOT OTPHUIATENbHBIMU M YaCTO MOJYMHSIOTCS KOHKPETHBIM
CTATUCTUYECKUM  3aKOHOMEPHOCTSIM. 3mecb MBI BOCIIOJIb3yeMcCs
CUHTETUYECKUM HAaOOPOM IUCKPETHBIX JaHHBIX C TEMU K€ CaMbIMU
IpU3HaKaMU, YTO MOKHO BCTPETUTh B peanbHO npaktuke.”® Bce mpusnakn
MMeIOT TeJIoOUrCIeHHble 3HaYeHNs, B TO BpeMs KaK 3aBUCHMas TepeMeHHast
SIBJISIETCST HETTPEPBIBHOM:

In[32]:

rnd = np.random.RandomState(0)
X_org = rnd.normal(size=(1000, 3))
w = rnd.normal(size=3)

X
y

rnd.poisson(10 * np.exp(X_org))
np.dot(X_org, w)

[laBaiite mocmorpum Ha niepBbie 10 3yieMeHTOB TepBOTO TpuU3HaKa. Bce
OHM SBJIAIOTCS TIOJIOKUTENbHBIMUA U 11€JIOUNCIEHHBIMA 3HAUEHUSIMH, OJTHAKO
BBIJIETTUTh KaKyI0-TO OIpeJIeIEeHHYIO CTPYKTYPY CJOXKHO.

Ecrm  mocumTaTh  4acTOTy — BCTPEUYAEMOCTH — KaKJIOTO  3HAUeHUd,
pacrpejiesieHrie 3HAUEHWI CTAaHOBUTCS OOJIee SICHBIM:

In[33]:
print("YacTtoTb 3HayeHwit:\n{}".format(np.bincount(X[:, 01)))

Out[33]:

YacToTbl 3HAYEHUN:

[28 38 68 48 61 59 45 56 37 40 35 34 36 26 23 26 27 2
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» Peun UIET O paclipeaeJieHun HyaCCOHa, KOTOpPOE ABJIAETCA OCHOBOIIOJIAralomuM 1Jid JUCKPETHBIX
BEJIMYMH.
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3HaveHue 2, MO-BUANMOMY, SIBJISETCS HanboJjiee pacipoCTPaHeHHbBIM, OHO
BcTpedaeTcss 68 pa3 (bincount Bcerma maumnaer cumtath ¢ (), a 9acToThI
Gosiee BBICOKMX 3HaueHMit ObICTPO MagaioT. OMHAKO €CTh HECKOJbKO OYEHb
BBICOKUX 3HAYEHUI, HapuMep, 84 u 85, KOTOpble BCTPeYaloTcst iBa pa3a. Mbl
BU3yaJIU3UPyeEM YaCTOThI Ha pUc. 4.7:
In[34]:
bins = np.bincount(X[:, 0])
plt.bar(range(len(bins)), bins, color='w")

plt.ylabel("YacToTa")
plt.xlabel("3HaueHune")
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Puc. 4.7 IT'vctorpamma 3HadeHnn X[0]

[Ipusnaku X[:, 1] u X[:, 2] umeroT aHajsornyHbie cBoicTBa. [lomyuenHnoe
pacrpejiesieHe 3HaueHWil (BBICOKAsT YacTOTa BCTPEUYAEMOCTH MaJIEHbKUX
3HAUEHUI U HU3Kas 4acTOTa BCTPEYAEMOCTH OOJIBIINX 3HAUEHUI) SIBJISIETCS
OUYeHb PaACIIPOCTPAHEHHBIM SIBJIEHHEM B peaJbHOU IpakTuke. OmHAKO 75
OOJIBIMHCTBA JIMHEHHBIX MOJEJIE OHO MOJKET IIPEJCTaBIATh TPYAHOCTb.
JlaBaiiTe monpoOyeM moorHaTh TPeOHEBYIO0 PErPECCHIO:

In[35]:
from import Ridge
X_train, X_test, y_train, y_test = train_test_split(X, y, random_state=0)

score = Ridge().fit(X_train, y_train).score(X_test, y_test)
print("MpaBuibHocTb Ha TecToBoMm Habope: {:.3f}".format(score))

Out[35]:
MpaBWJBHOCTL Ha TeCcToBOM Habope: 0.622

BuaHo, 4YTO M3-32 OTHOCUTENLHO HM3KOrO 3HadeHuss K° rpebHeBas
perpeccust He MOJKET JOJIKHBIM 00pa3oM CMOJIETNPOBATh B3AUMOCBSI3b MEKIY
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X u y. Bropouem, nmpumeHeHue JjgorapruMuUYecKoro mpeodpa3soBaHUsT MOKET
noMoub. [lockosibKy B faHHbIX mosiBJsiercs: 3HadeHue O (a siorapudm 0 He
orpeziesieH ), Mbl He MOKeM IIPOCTO B3SITh U TPUMEHUTH 10g, BMECTO 3TOTO MBI
JIOJIKHBI BBIUMCIUTD log(X + 1):

In[36]:
X_train_log = np.log(X_train + 1)
X_test_log = np.log(X_test + 1)

ITocte mpeobpasoBaHusl — pacipeleseHre  [TaHHBIX  CTalo0  MeHee
ACMMETPUYHBIM U YK€ He COMEPKHUT OYeHb OOJIBIINX BBIOPOCOB (CM. pPHC.
4.8):

In[37]:

plt.hist(X_train_log[:, 0], bins=25, color='gray')
plt.ylabel("YacToTa")

plt.xlabel("3HaueHune")
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Puc. 4.8 'uctorpamma 3HayveHuin X[0] nocne
norapudmMmnyeckoro npeobpasoBaHus

ITocTpoenne Mojenn TPeOHEBON perpeccHy Ha HOBBIX JAHHBIX JaeT
ropa3ao 6OHe€.HyQHH3KaquTBO<HOHFOHKM:
In[38]:

score = Ridge().fit(X_train_log, y_train).score(X_test_log, y_test)
print("MpaBuibHoCcTb Ha TecToBoMm Habope: {:.3f}".format(score))

Out[38]:
MpaBWJbHOCTL Ha TecToBOM Habope: 0.875
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[Torck mpeoOpasoBaHusi, KOTOPOE HAMJYUYIIMM 00pa3oM cpabOTaeT st
KOHKPETHOT'O COYETaHUsI JaHHBIX U MOJIeJId — 3TO B HEKOTOPOU CTeleHU
HUCKYCCTBO. B aTOM mipyMepe Bce NPU3HAKW HMMEJU OJUHAKOBbIE CBOMCTBA.
Takoe peako ObIBaeT Ha MpaKTHUKe, W KaK IIPaBUJIO, JUIIb HEKOTOPbIE
IPU3HAKK HYXKIAIOTCA B Ipeodpa3oBaHuy, OO0 B Psje CIyd4aeB KasKIblil
IpU3HaK HEOOXOAMMO IpeoOpasoBbIBATh IO-pasHOMY. Kak MBI yike
VIOMUHAIA paHee, 3TH BUABI NPeoOpa3sOBaHUil HE WMEIOT 3HAYEHUS ISt
MojieJield Ha OCHOBeE JlepeBa, HO MOTYT UMeTh BaKHOe 3HaUeHue /17151 TUHEHHbIX
Moeseit. VIHoraa mpu moCTPOEHNH PErpeccru 1eIecoo0pas3Ho mpeodpa3oBaTh
3aBUCUMYIO TiepeMeHHyIo y. [IpornosupoBanue yactor (ckaxkeM, KOJIUYECTBA
3aKa30B) SBJISETCS JOBOJIBHO PACIIPOCTPAHEHHON 3a1a4eil, 1 mpeobpa3oBaHme
log(y + 1) wacrto momoraer.?

Kak BBl Bugeau B MpeAbIAYIINX IpUMepax, OWHHUHT, ITOJTMHOMBI U
B3aMMOJIEICTBMSI MOTYT HMETh OIPOMHOE BJIMSIHME Ha KadyecTBO pabOThI
mozean. OcobeHHO 9TO aKTyaJabHO IS MeHee CJIOKHBIX MOjeell THIla
JIMHEIHBIX MOjieJiell U HauBHBIX OaiiecOBCKUX Mmojeneil. C Ipyroii CTOPOHBI,
MOJeJIMI Ha OCHOBE JlepeBa, KaK IPaBUJIO, MOTYT OOHApYKUTh BasKHBIE
B3aMMOJIECTBUS CAMOCTOSTENIBHO M dYallle BCero He TPeOyIoT SBHOTO
mpeoOpa3oBaHusl aHHBIX. licrmonbp3oBaHue OWHHWHTA, B3aUMOAEUCTBUN U
MOJIMHOMOB B Psfie CIy4aeB MOJKET IOJIOKUTENbHO CKas3aThCs Ha paboTe
mojeneil tuma SVM, Ommkailinnx cocefeil U HeHPOHHBIX ceTeil, OJHAKO
MOCJIEAICTBUS, BO3HHUKAIOIIME B  pe3yJabTaTe 3JTUX IpeoOpa3oBaHMUiA,
IPEJACTABASIOTCS MeHee SCHBIMH B OTJIMYKE OT Ipeobpa3oBaHMii,
IIPUMEHSIEeMBbIX B JTMHEUHBIX MOJIEJISIX.

IIpu TakoMm pasHOOOpasuu CIIOCOOOB, MO3BOJSIONIMX CTEHEPUPOBATh HOBbBIE
[IPU3HAKH, Y BaC, BO3MOKHO, BOSHUKHET UCKYIIEHNE YBEJIUYUTh PAa3MEPHOCTh
JIAHHBIX, [IPEBBICUB KOJIMYECTBO MCXOMAHBIX MPU3HAKOB. OnHAKO m06aB/eHue
HOBBIX IIPU3HAKOB JIeJIaeT MOeu Gojiee CIOKHBIMU U II09TOMY YBEIUYMBAET
BEPOSATHOCTH mepeobyderust. [JobaBisiss HOBble NPU3HAKK WM paboras ¢
BBICOKOpPa3MEPHBIMK HabOpaMy JaHHBIX, HEILJIOXO Obl YMEHBIIUThH KOJIUYECTBO
IPU3HAKOB U OCTABUTh TOJIBKO HamboJjiee IOJIe3HbIE U3 HUX. JTO MO3BOJIUT
HOJIyYUTh OOJiee TPOCThIe MOAENN C JIydineil 00600Iammeil crrocoOOHOCTHIO.
OzHaKO KaK y3HATh, HACKOJIBKO 10JIe3€H KayK/bli npusHak? CyuecTByoT Tpu
OCHOBHBIE CTPATEIUW: OZHOMEPHBIE cTaTHCcTHRH (univariate statistics), oréop
Ha ocHose mozern (model-based selection) v ureparusrbi oroop (iterative
selection). Mbl TOIPOOHO PACCMOTPUM BCe TPU CTpareruu. Bee st MeTozbl

» Dro ouenb rpybas anmpoKCHMalMsl € MCIOJb30BaHWeM perpeccun IlyaccoHa, KOTOpoe ObLIO Obl
MPABUJILHBIM PENIEHUEM C BEPOSITHOCTHOU TOYKH 3PEHMUSI.
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OTHOCSITCST METO/IAaM MAITUHHOTO O0YYeHUsI C YUUTEEM, TO €CTh JIJIST TIOATOHKH
MOJIET UM TPeOyeTCs 3aBUCUMast ITepeMeHHast. ITO 03HAYAET, YTO HAM HYKHO
pasbUTh JaHHBIE Ha OOYYaIOMIMil ¥ TeCTOBBIN HAOOPBI U OCYIIECTBUTH OTOOP
MIPU3HAKOB JIMIITH Ha 00y4Yatolieil BHIOOPKe.

C T1oMOIbI0 OMHOMEPHBIX CTATUCTUK MBI  ONpefeseM  HaJaudue
CTaTUCTUYECKU 3HAUYUMON B3aMMOCBSA3U MEXKIY KaXKIbIM IPU3HAKOM U
3aBUCHMOI IlepeMeHHOH. 3areM oTOMpaeM IPU3HAKU, CUJIbHEE BCEro
CBsI3aHHbIE C 3aBUCUMOI IlepeMeHHOI (MMerollue ypoBeHb 3HAUMMOCTHU, He
MIPEBBITIAIONINI 3aJTaHHOTO TTOPOTOBOTO 3HaUeHUs ). B ciayuyae kiaccuukanmum
aTa Mpolleaypa u3BecTHa Kak auctepcrnoHubil anaimms (ANOVA). KiaioueBbim
CBOMCTBOM 3TUX TECTOB SIBJSETCS TO, YTO OHM SBJSIOTCS OJHOMEPHBIMU, TO
eCTbh OHHM pacCMaTPUBAIOT KaXKAYI0 XapaKTEPUCTUKY 110 OTAeJbHOCTH.
CiemoBaTesbHO TPU3HAK  OyAeT HMCKJIOYEH, €eCAd OH  CTaHOBUTCS
nHGOPMATUBHBIM JIMIIb B COYETAHWUU C APYTUM Tpu3HakoMm. Kak mpasuo,
OHOMEPHBIE TECThI OY€Hb OBICTPO BBHIYKC/ISIOTCS U He TPEOYIOT MOCTPOEHUS
mozenu. C Apyroii CTOPOHBI, OHU SBJSIOTCS TOJHOCTHIO HE3aBUCUMBIMU OT
MOJIEJI, KOTOPOI BbI, BO3MOKHO, 3aXOTHUTE IIPUMEHHUTH I[ocjae oTbopa
MIPU3HAKOB.

YT006BI OCYLIECTBUTH OAHOMEPHBII 0TOOP Mpu3HaKoB B scikit-learn, Bam
HY’KHO BBIOpaTh TecT, o0bruHO Jsnbo f_classif (o ymosyaHuio) s
kjnaccupukaiuu uam  f_regression a1 perpeccun, a TakKe MeTO]L
HCKTIOYEHNST TTPU3HAKOB, OCHOBAHHBIM HA p-3HAUYEHNSIX, BBIYUCIEHHBIX B XO/I€
Tecta. Bce MeTOAbl UCKJIIOUEHUS TapaMeTPOB MUCIOJb3YIOT TOPOTroBOe
3HaueHue, 4TOOBl WUCKIIOYNTh BCE IPU3HAKU CO CJAUIIKOM BBICOKUM p-
3HaueHueM (BBICOKOE p-3HAUe€HUEe YKasbiBaeT Ha TO, YTO IMPU3HAK BPSJ JIU
CBSI3aH C 3aBHUCUMOI IIlepeMeHHO¥#). MeTombl OTInYamTCs crocobamMu
BBIUMCJIEHUS 3TOTO IOPOrOBOTO 3HAUYEHUS, CaMbIM IIPOCTBIM M3 KOTOPBIX
aBstioTcs SelectKB, BbIOMparoOmMil GUKCHPOBAHHOE YMCIO K IIPU3HAKOB, 1
SelectPercentile, BbIOMpamoUii (PUKCUPOBAHHBINA IPOIEHT TPU3HAKOB.
JlaBaiiTe puMeHUM OTOOP IPU3HAKOB IS KiIacCU(UKAIMOHHON 3ajaun K
HabOPy JaHHBIX cancer. UToObI HEMHOTO YCJIOKHHUTH 3a/a4y, MBI JOOABUM K
JAaHHBIM  HEKOTOpble HeWH(MOPMaTUBHBIE IIYMOBble TPU3HAKU. MbI
MIpe/IIoJaraem, qTO orbop IIPU3HAKOB CMOXKET OTIPENIENNTh
HenH(pOpPMaTHBHbBIE IPU3HAKU U YAAJIUT UX:
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In[39]:

from import load_breast_cancer
from import SelectPercentile
from import train_test_split

cancer = load_breast_cancer()

# 33/43eM OrpefesieHHoe CTAPTOBOE 3HAYEHNE [/19 BOCIIPOU3IBOANMOCTH PE3Y/IbTaTa
rng = np.random.RandomState(42)

noise = rng.normal(size=(len(cancer.data), 50))

# [063B/AEM K [AHHBIM WYMOBbIE TPUIHIKN

# nepssie 30 pu3HAKOB ABJAKTCA WUCXOAHbIMU, OCTAJIbHbIE 50 ABIAWTCA WyMOBbIMA
X_w_noise = np.hstack([cancer.data, noise])

X_train, X_test, y_train, y_test = train_test_split(
X_w_noise, cancer.target, random_state=0, test_size=.5)

# ncnonb3zyem f_classift (mo ymon4darmw)

# n SelectPercentile, uyrTobs BbOPaThL 50% NPU3HAKOB

select = SelectPercentile(percentile=50)

select.fit(X_train, y_train)

# npeobpaszoBsiBaemM 0by4anuymi Habop

X_train_selected = select.transform(X_train)

print("dopma maccuea X_train: {}".format(X_train.shape))
print("dopma maccuea X_train_selected: {}".format(X_train_selected.shape))

Out[39]:
dopma mMaccmBa X_train: (284, 80)
dopma maccmBa X_train_selected: (284, 40)

Kak BUaHO, KOJIM4eCTBO NMPU3HAKOB yMeHbInaoch ¢ 80 10 40 (1a 50% ot
MCXOIHOTO KOJIMYeCTBa MPU3HAKOB). Mbl MOKeM BBISICHUTD, Kakue (hyHKITUU
ObLTM  OTOOpaHbI, BOCIIOJb30BABIINCH METOAOM get_support, KOTOPBIi
BO3BpamniaeT OyIeBbl 3HAUCHUS 1T KayK0r0 Ipr3HaKa (BU3yaJIn3UpOBaHbI Ha
puc. 4.9):

In[40]:

mask = select.get_support()

print(mask)

# BU3yamsnupyem 6yJeBsl 3HAYEHNA: YEPHbI - True, 6esswi - False
plt.matshow(mask.reshape(1, -1), cmap='gray r')
plt.xlabel("NHaekc npumepa)

Out[40]:

[ True True True True True True True True True False True False
True True True True True True False False True True True True
True True True True True True False False False True False True

False False True False False False False True False False True False
False True False True False False False False False False True False
True False False False False True False True False False False False
True True False True False False False False]
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Puc. 4.9 MNpusHakn, oTobpaHHble ¢ nomoLbto SelectPercentile

Braromapss Busyaiamsalui BHIHO, YTO OOJIBIIUHCTBO OTOOpPAHHBIX
NPU3HAKOB SBJISAIOTCS MCXOAHBIMU XapaKTEPUCTUKAMK, a OOJIbIIMHCTBO
IIYMOBBIX TIPU3HAKOB OBLIM yAaJeHbl. TeM He MeHee BOCCTAaHOBJIEHHE
HMCXOMHBIX IPU3HAKOB JlajleKo OT ujeasa. /laBaiiTe cpaBHUM ITPaBUJIbHOCTD
JIOTUCTUYECKON  perpeccud ¢ UCIIOJb30BaHMEM BcCeX IIPU3HAKOB €
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IIPaBUJIbHOCTHIO  JIOTUCTUYECKOW  Perpeccuu,  UCHOJb3YIONed  JIUIIb
oToOpaHHbIE TTPU3HAKH:

In[41]:
from import LogisticRegression

# 1peobpasoBsIBAEM TECTOBbIE [AHHbIE
X_test_selected = select.transform(X_test)

1r = LogisticRegression()

1r.fit(X_train, y_train)

print("MpaBunbHocTb co Bcemn npusHakamm: {:.3f}".format(lr.score(X_test, y_test)))

lr.fit(X_train_selected, y_train)

print("MpaBuabHOCTL TONAbKO C O0TOO6paHHbMM mpu3Hakamu: {:.3f}".format(
1r.score(X_test_selected, y_test)))

Out[41]:
[lpaBuAbHOCTL CO BCemu npu3Hakamu: 0.930
MpaBUIBHOCTb TOJIbKO C OTOO6PaHHLIMK MpU3HaKamn: 0.940

B nanHoMm ciydae yajieHue IyMOBBIX TMTPU3HAKOB IMMOBBICUJIO TTPABUJIBLHOCTD,
Jlake HECMOTPST Ha TO, YTO HEKOTOPbIE MCXO/HBbIE TTPU3HAKU OTCYTCTBOBAJIU.
Idto ObLI OYEHb IIPOCTON  CHUHTETHYECKUN  MPUMEp, Pe3yJIbTaThl,
MoJyyamoIniecss Ha peajJbHbIX JIaHHBIX, KaK IIPaBUJIO, IOJY4aloTCs
cMerranabiMu. OZHAKO OJHOMEPHBINA OTOOp IPU3HAKOB MOKET OBITh OUYEHb
MoJIe3€H, €CJU WX KOJUYECTBO SIBJISIETCST HACTOJBKO OOJIBIINM, YTO
HEBO3MOKHO ITOCTPOUTH MOJIEJb, MCIIOJb3ys BCe 3TU XapaKTePUCTUKU, WU
’Ke Bbl TI0l03peBaeTe, UTO MHOTHME XapaKTePUCTUKU  COBEPIIEHHO
HernH(pOPMATHUBHBI.

OT60p TPHU3HAKOB Ha OCHOBE MOJEIN WCIOIb3YeT MOJEIb MAIlUuHHOTO
00y4YeHUs ¢ y4uTesaeM, YTOObI BBIUMCANUTDh Ba)KHOCTh KaskKIOTO IPU3HAKa, U
OCTaBJISIET TOJBKO caMmble BakKHble U3 HUX. MoJenb MallMHHOTO OOYYEHUS C
yUnUTEIEM, KOTOpast WUCIOJb3YyeTcsT [T OTOOpa IIPU3HAKOB, HeE JOJDKHA
HCIIOJIb30BAaTbCS IS TIOCTPOEHUS  WUTOTOBOW  mopenun.  Mopenb,
OpUMEHSoNasics st orbopa  IPU3HAKOB, TpeOyeT  BBIYMCIICHUS
OIpeIeJIEHHOTO TOKa3aTessl Ba)KHOCTU JIs BCEX INPU3HAKOB, C TeM 4YTOObI
XapaKTEPUCTUKNA MOKHO OBLIO paH;KMPOBATh II0 TOM MeTprKe. B mepeBbsx
pellleHuii M MOJeJisIX Ha OCHOBe JlepeBa pellleHWId TaKol IIoKa3aTesb
peanns3oBaH ¢ MoOMOIIbi0 aTpubyrta feature_importances_, B KOTOpOM
3alMChIBAETCI BA)KHOCTb KaXK/Or0 IPU3HaKa. Y JIMHEWHBIX MOjeJieil ecTb
Koa(puImeHTsr, abCOJIOTHBIE  3HAYEHMST  KOTOPBIX  TaKKe  MOYKHO
HCTI0JIb30BaTh JIJIsI OIEHKU Ba)KHOCTU ITPU3HAKOB. Kak Mbl Bujeu B IJaBe 2,
quHeliHble Moaenu ¢ L1 mTpadoM MO3BOJISAIOT BBIYMCIUTH paspeskeHHble
pemenna | KOTOpble MCHOAB3YIOT JIUIIb HEOOJBIIOE IIOAMHOKECTBO
npusHakoB. [losaTomy npouenypy L1 peryagpusaiuu MOXKHO paccMaTpuBaTh

¥ Pemennst, mpu KOTOPHIX GOJIBITMHCTBO K0d(DMUIMEHTOB TokAecTBeHHO paBHo 0. — /Ipum. 1ep.
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KaK OAVH M3 CII0cOO0B 0TOOpa IMPU3HAKOB, BBIOJHSIEMbBIA CaMO MOJIEJIBIO.
Kpowme Toro, aTy npolienypy MOKHO MCIIOJIb30BaTh B KaueCTBe MHCTPYMEHTA
peABapUTENbHOI  00pabOTKM, II03BOJISAIONIEr0 OTOOpaTh IMPU3HAKUA IS
apyroit Mozes. B otsmyre or oqHOMEpPHOrO 0TOOPa 0TOOP Ha OCHOBE MOJIE/IN
paccMaTpuBaeT Bce MPHU3HAKK CPady U IIO0ITOMY MOJKET OOHAPYKUTh
B3aMOJIeMCTBYS (€CIM MOJeNb CIIocOOHA BBIABUTH MX). UTOOBI IPUMEHUTDH
oTOOP Ha OCHOBE MOJEJM, MbI JOJIZKHBI BOCIIOJIb30BAThCS MOAU(PUKATOPOM
SelectFromModel:

In[42]:
from import SelectFromModel
from import RandomForestClassifier

select = SelectFromModel(
RandomForestClassifier(n_estimators=100, random_state=42),
threshold="median")

Kiacc SelectFromModel oTOupaer Bce MPU3HAKHU, Y KOTOPHIX MTOKA3aTENb
BaKHOCTH  (3aJaHHBI MOJEIBI0 MAIIMHHOTO OOYYEHHSI C YYUTEIEM)
IPEBBIIIAET YCTAHOBJEHHOE TIOPOrOBOe 3HadeHwe. YUTOObI BBIYMCIUTD
pe3yJibTaT, COINOCTAaBUMBIA C TeM, KOTOPBIM Mbl TOJIYYWUJIU TPU
ogHO(MakTOpHOM OTOOpE TPHU3HAKOB, MBI HCIOJB30BAJN B KauyecTBe
MIOPOTOBOTO 3HAYEHUsI MeAMaHy, I09TOMYy OyzeT oToOpaHa IOJOBHHA
NpU3HAKOB. MBI HKCIIOJIb3yeM CJIOy4alHBLIM JieC Ha OCHOBE [JIePEBbeB
kraccuduraiun (100 gepeBbeB), YTOOBI BBIYMCIUTH BaKHOCTH IIPU3HAKOB.
ITO IOBOJIBHO CI0KHAS MOJE/b, 00/1a1a0IIast TOpas3ao OOJbIIeH TIPOTHO3HOM
CUJIOW, HEXKeJIM OJJTHOMEPHBIE TeCThl. Ternepb JaBalTe MOJATOHUM 3TY MOJIEJb:
In[43]:
select.fit(X_train, y_train)

X_train_11 = select.transform(X_train)

print("dopma obyu Habopa X: {}".format(X_train.shape))
print("dopma obyy Habopa X c l1: {}".format(X_train_1l1.shape))

Out[43]:
dopma obyu Habopa X: (284, 80)
dopma obyu Habopa X c 11: (284, 40)

11 cHOBa MBI MOKEM B3IJISHYTh Ha oTOOpaHHbIe pusHaku (puc. 4.10):

In[44]:

mask = select.get_support()

# BU3Ya/IN3NPYEM OY/IEBbI 3HAYEHUA -- YEPHbW - True, besni - False
plt.matshow(mask.reshape(1, -1), cmap='gray_r')
plt.xlabel("NHaekc npumepa")
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Puc. 4.10 lNpusHaku, otobpaHHble SelectFromModel ¢ nomouybio
RandomForestClassifier

Ha sror pa3s 6buim oTOOpaHbI BCe MCXOAHbBIE IPU3HAKH, KPOME IBYX.
[TockosbKy MbI 3agaau otOop Jwiib 40 TIPU3HAKOB, HEKOTOPHIE ITYMOBbIE
PU3HAKK TaK:ke OyayT BeIOpaHbl. JlaBaiiTe IOCMOTPUM Ha IIPaBUIHHOCTB:

256



In[45]:

X_test_11 = select.transform(X_test)

score = LogisticRegression().fit(X_train_11, y_train).score(X_test_11, y_test)
print('"MpaBunbHoCcTb Ha TecToBoM Habope: {:.3f}".format(score))

Out[45]:
MpaBWUAbHOCTbL Ha TecToBoM Habope: 0.951

Vcnonp3oBaB 6Gosiee  ONTUMAIbHBI OTOOP MPU3HAKOB, MbI CMOTJIH
HEMHOTO YJIYYIITUTh TPOTHO3.

B omHOMepHOM 0TOOpPE MPU3HAKOB MBI HE MCIOJIB30BAIN MOJIEb, a B 0TOOpE
IIPU3HAKOB HA OCHOBE MOJEJN MbI TIOCTPOUJIN OIHY MOJEJb, YTOOBI BHIOPATh
XapaKTepUCTUKU. B wurepaTuBHOM  0TOOpe  TPU3HAKOB  CTPOUTCS
MTOCJIEIOBATEJIBHOCTD  MOJIeJIed €  Pa3JMYHbIM KOJUYECTBOM IPU3HAKOB.
Cy1ectByer JiBa OCHOBHBIX MeToza. IlepBbiil MeTo HauMHaeTcd 11ara, Korjia
B MOJleJib BKJIIOUEHA JIMIIb OJiHA KOHCTaHTa (BXOJHBIX NMPU3HAKOB HET) U
3ateM M00aBJsieT TPU3HAK 3a IMPU3HAKOM /O TeX IOp, TOKa He Oymaer
JNIOCTUTHYT KPUTEPUI OCTAaHOBKU. BTOpPOIl MeToJ HauMHaeTcs ¢ 11ara, Korja
BCe NPU3HAKK BKJIOYEHBI B MOJIEJIb, M 3aT€M HAauMHAeT yAaJATh IPU3HAK 32
PU3HAKOM, TOKa He OyaeT AOCTUTHYT KPUTEPUil OCTaHOBKHU. I[loCKOJIBKY
CTPOUTCS TIOCTE0BATEIbHOCTD MOJEIN, TU METOAbl C BBIYMCIUTEIbHON
TOYKHU 3PEHUsT SIBJSIOTCS TOpas3io Oojiee 3aTPAaTHBIMU B OTJHYME OT PaHee
oOcy:xaaBmuxcss MetogoB. OMHUM U3 TaKUX METOIOB SIBJISIETCSI METO/
PEKVDCHBHOIO HCKIIOYeHHA pH3HaKoB (recursive feature elimination, RFF),
KOTOPBI HAUYMHAETCd € BKJIIOUEHUS BCeX IPU3HAKOB, CTPOUT MOJeb U
HCKJIIOYaeT HauMeHee BaXKHbI IMPU3HAK C TOYKM 3PEHUs Mojesu. 3aTeM
CTPOUTCS HOBasg MOJeJb C WCIOJb30BAHMEM BCeX IIPU3HAKOB, KpOMe
HCKJIIOYEHHOTO, U TaK Jlajiee, TOKa He OCTAHeTCS JIMIIb 3apaHee OlpeleJIeHHOe
KOJIMYECTBO MPU3HAKOB. UTOOBI BCE MOTYUNIOCH, MOJIEJU, UCTIOIb3YEMOI [ITisT
orbopa TMPHU3HAKOB, HEOOXOAMMa OIpeAeJeHHass METPUKa, H3MepsSIomast
BaKHOCTD TIPU3HAKOB, KaK OBLJIO B CJIydae ¢ MOAEJbHBIM 0TOOPOM. 37eCh Mbl
BOCIIOJIB3YeMCSI TOW K€ CcaMOW MOJIeJIbI0 CJIYy4YalHOro Jieca, KOTOPYIO
NPUMEHSLIN paHee, U MMOJIYYUM Pe3yJibTaThl, IOKa3aHHble HA puc. 4.11:

In[46]:

from import RFE

select = RFE(RandomForestClassifier(n_estimators=100, random_state=42),
n_features_to_select=40)

select.fit(X_train, y_train)

# BU3YAININPYEM OTOOPAHHBIE TMPUHAKN :

mask = select.get_support()
plt.matshow(mask.reshape(1, -1), cmap='gray r')
plt.xlabel("VHaekc npumepa")

257



0 10 20 30 40 50 60 70

O I I N N W NN " W W

H
VHAeKC npuMepa

Puc. 4.10 lNpuaHakn, oToOpaHHble METOLOM PEKYPCUBHOIO UCKMHOYEHNSA MPU3HAKOB C
nomowbio RandomForestClassifier

OT60p MpPU3HAKOB CTaJ JIy4Ille IT0 CPABHEHUIO C OZHOMEPHBIM OTOOPOM M
0TOOPOM Ha OCHOBE MOJEJIN, OAHAKO OJHOTO IIPHU3HAKA IO-TIPEKHEMY He
xBartaeT. Kpome TOTO, BBITIOJIHEHHWE 3TOTO IIPOTPAMMHOTO KO/la 3aHUMAaeT
3HAYUTEIBHO OOJIbIIE BPEMEHHU B OTJIMYNE OT MOJEIBHOTO OTOOPA, TIOCKOJIBKY
MOJIeJIb CIy4aitHOro Jieca obydaercst 40 pas, 110 OfHOI UTepaiuu I/ KasK0ro
oTOpachiBaeMOTO TpH3HaKa. JlaBaiiTe IPOBEPUM IIPABUIBHOCTh MOJIEJH
JIOTHCTHYECKO# perpeccuu ¢ ucmosb3oBanneM RFE mst otbopa npusHakos:
In[47]:

X_train_rfe= select.transform(X_train)
X_test_rfe= select.transform(X_test)

score = LogisticRegression().fit(X_train_rfe, y_train).score(X_test_rfe, y_test)
print("MpaBunbHoCcTb Ha TecToBoM Habope: {:.3f}".format(score))

Out[47]:
MpaBUIbHOCTbL Ha TecToBOM Habope: 0.951

Kpome TOTO, MBI MOXXKEM TPUMEHUTH MOJENTh, MCIIOJb30BAHHYIO BHYTPU
PCE, u4ro0bl BBIYHCAUTH TPOrHO3bl. OHa MCIOAB3YeT JHIIb HabOP
O0TOOPaHHBIX IIPU3HAKOB:

In[48]:
print("MpaBunbHoCcTb Ha TecToBoMm Habope: {:.3f}".format(select.score(X_test, y_test)))

Out[48]:
MpaBUIBLHOCTL Ha TecToBOM Habope: 0.951

B manHOM ciaydae MpaBUJIBHOCTb CJAYYAHOTO Jieca, HCIO0JIb3yeMOro
BHyTpu RFE, coBnajaer ¢ mnpaBUIBLHOCTBIO, NOCTUTHYTOW B pe3yJibTaTe
OOyYeHUsT MOJETN JIOTHCTUYECKON perpeccu Ha OCHOBE HAWMJIYUIINX
OTOOpPaHHBIX TPHU3HAKOB. /JIpyruMu cjoBamM#, KaK TOJIBKO MbI BbIOpain
IpaBUJIbHbIe T[PU3HAKHW, JIMHEWHHas MOJeJb IIoKa3ajda Ty Ke CaMylo
MPAaBUJIbHOCTD, YTO U CJIyYaHBIN JieC.

Ecau y Bac HeT yBepeHHOCTM B TOM, KaKue NPU3HAKU KCIOJIb30BaTh B
KayecTBe BXOIHBIX JAHHBIX /IS BaIllero ajropuTMa MAIlWHHOTO OOydYeHus,
aBTOMAaTHYECKUI 0TOOP MPU3HAKOB MOKET OBITHh BechMa T10JIe3eH. Kpome Toro,
OH OTJIMYHO TIOAXOAUT JJisI yMEHBIIEHWSI KOJUYECTBA HEOOXOMMMBIX
[IPU3HAKOB, HAIIPUMED, YTOOBI YBEJUYUTh CKOPOCTh BBIUMCJIEHUST TPOTHO30B
WJIU TIOJIy4uTh G0Jiee MHTEPIPETHpyeMbie Moe. B OOJIbINMHCTBE PealTbHbIX
IPUMEPOB TIPUMEHEHre O0TOOpa MPHU3HAKOB BPSA JU 00ecteduT OGOJIBIION
NPUPOCT TMPOU3BOAUTENTHLHOCTU. TeM He MeHee, OH IO-TIIPEKHEMY SBJSETCS
IIeHHBIM MHCTPYMEHTOM B apceHaJie ClelUalncTa 10 aHaInu3y JaHHbIX.
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Kak mpaBmio, KOHCTpyHpoOBaHUe TTPU3HAKOB SBJISIETCS TEM BaKHBIM 2TAIlOM,
Ha KOTOPOM HPUMEHSIIOTCS JKciepTHbIe sHaHug (expert knowledge) B
KOHKpeTHOI cdepe. XOTS BO MHOTHX CJIy4asX II€Jb MAIlUHHOTO OOYYEeHMS
3aKJIF0YAETCST B TOM, uTOOBI M30€KaTh IOCTPOEHUS HabOpa DKCIIEPTHBIX
MIPaBUJ, 9TO BOBCE HE O3HAYaeT, YTO APUOPHbIC 3HAHWSA B TOW WJIU WHOU
cepe manm o0JACTU AOJLKHBI OBITH OTOpOIIeHbl. Kak IpaBHIO, 9KCIEPTHI
MOTYT TIOMOYb BBIZIEJIUTD TIOJI€3HbIE TTPU3HAKKU, KOTOPBIE SBJSIOTCS TOpPasio
6osee nMHGOPMATUBHBIM, YeM WCXOAHbBIE AaHHbIe. IIpeicraBbTe, YTO BEHI
paboTraeTe B TYPUCTUYECKOM areHTCTBE U BaM HY’KHO CIIPOIHO3MPOBATH I[€HbBI
Ha aBuapelicol. [lomyctuMm, y Bac ecTb IleHbl C JaTaMM, Ha3BaHUSIMU
aBMaKOMIIaHW, MecTaM{ OTIIpaBJeHNusI W HazHadyeHWs. B0O3MOXHO, YTO
MOJIeJIb MaIIMHHOTO OOYYEeHMSI BIIOJHE CIIOCOOHA ITOCTPOUTH JOCTOMHYIO
MOIeJIb Ha OCHOBe 3THX AaHHBIX. OnHAKO HEKOTOpble BaskHble (HhaKTOPHI,
CBSI3aHHBIE C I[€HAMHU Ha aBHapeiichl ocTaHyTcs Oe3 BHuMaHUs. Hampumep,
CTOMMOCTb aBHApPelcoB, KaK IPaBUJIO, CTaHOBUTCS BBIIIIE B MECSIIIH,
NPpUXOJAIecss Ha IMepuoji OTIIYCKOB, M B Mpa3AHUYHBIE JHU. XOTS JaThl
HEKOTOPBIX TPa3HUKOB (Hampumep, PoxaecTBo) GUKCUPOBAHbI, U MTO3TOMY
X apdeKkT MOKHO yuecTh, UCXOASI U3 AaThl, APYTHE MOTYT 3aBHUCETDH OT (pa3bl
JyHbl (HarpuMep, Xanyka u [lacxa) nam ycraHaBanMBaThCd OpraHaMu BJIacTH
(HampuMep, KaHWKYJbI). ITH COOBITHSI HENMb3s M3BJI€Yb M3 JAHHBIX, €CJIN
Ka’K/IbIii Peiic 3almuchiBaeTCsl TOJBKO C IOMOIIbIO (IPUTOPUAHCKON) /aThl.
OHaKO JIETKO 100aBUTh MTPU3HAK, KOTOPEIH OyaeT (GUKCHUPOBATh JeHb I0JIeTa
KaK MPeAIIeCTBYIOINIA JHIO TOCYIaPCTBEHHOTO MPa3HIKa/IHIO OObSIBIEHIS
IMTKOJBHBIX KAaHUKYJ WJW CJAeAYIONUH TIocje HS TOCyJapCTBEHHOTO
pasfHUKa/IHS  OOBSBJIEHUS IIKOJbHBIX KaHMKYJI. Takum ob6pasom,
aIpoOpHOE 3HaHME MOKHO 3aKOAMPOBATh B IPHU3HAKM, YTOOBI IIOMOYb
AJITOPUTMY MAIIMHHOTO oOydeHus. JlobGaBiieHne IpH3HaKa He O3HAYAET €ro
00s13aTeIbHOE MCIIOJIb30BaHIE AJITOPUTMOM MAIIMHHOTO OOYYEHMS U JaKe
ecan vHGOpPMaAIKMS O TPa3HUKE OKaKeTCs MaJoMH(POPMATUBHON € TOUYKHU
3peHUsT TPOrHO3MPOBAHMUS IIEH Ha aBHapeiichl, oboraiieHne JaHHBIX JTUM
MIPU3HAKOM He TIPUHeCeT Bpea.

Terepb Mbl pacCMOTPUM KOHKPETHBIN CJIydyail TTPUMEHEHUS 9KCIEPTHBIX
3HAHUU, XOTd B JJAaHHOM cCJiydae WX C TIOJTHBIM TIPaBOM MOKHO Ha3BaTh
«3J[paBbIM CMBICJIOM»>. 3ajadya 3aKJII0YaeTcs B TOM, YTOObI CIIPOrHO3UPOBAThH
KOJIMYeCTBO BEJIOCUTIEIOB, B3SITBIX HAITPOKAT Iepes Jo0MOM AHpeaca.

Cucrema obiiectBenHOTpaHciopTHbIX BesocurenoB City Bike B Hpio-
Mopke mpexcraBiasier cobOH  ceTh CTAHIMII IIPOKATA  BEJIOCUIIEOB,
BOCIIOJTb30BAaTbCSI  KOTOPOM MOKHO € TOMOIIbIo mojanucku. CraHuuu
PacCIlOIOKEHBI 110 BCEMY TOpPOAy U 00ecIeyrBaioT YAOOHBIN CII0Co0
nepenBrsKeHUs. /laHHBIE O ITPoOKaTe BeJOCUTIENIOB BbLIOXKEeHBbI Ha caiite City
Bike B anonmvmHOM Buje U OBLIM IPOAHAJU3UPOBAHBI  Pa3JIMYHBIMU
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https://www.citibikenyc.com/system-data

criocobamu. 3azava, KOTOPYIO MBI XOTHUM PEIIUTH, 3aKII0YAeTCS B TOM, YTOObI
Ipe/icKa3arh, CKOJbKO JIIOJIell BOCIOIb3YETCSI TTPOKATOM BEJIOCUTIEIOB TTEePE]T
IOMOM AHJIpeaca, T09TOMY OH 3HAeT O KOJTMYECTBE OCTABIITNXCS BETOCUIIEIOB.
Cuavasia 3arpy3uM gaHuble 3a aBrycT 2015 roma aist 3TOH KOHKPETHOM
CTaHIIUM B BUJE IaHgacoBckoro DataFrame. Mbl pasbuiau paHHble Ha 3-
YacoBble MHTEPBAJIbI, YTOOBI BBIZEINUTh OCHOBHBIE TPEH/IBI IS KayKIOTO JIHSI:

In[49]:

def load_citibike():
data_mine = pd.read_csv("C:/Data/citibike.csv")
data_mine['one'] = 1
data_mine['starttime'] = pd.to_datetime(data_mine.starttime)
data_starttime = data_mine.set_index("starttime")
data_resampled = data_starttime.resample("3h").sum().fillna(0)
return data_resampled.one

citibike = load_citibike()

In[50]:
print("aanubie Citi Bike:\n{}".format(citibike.head()))

Out[50]:

AaHHble Citi Bike:
starttime
2015-08-01 00:00:
2015-08-01 03:00:
2015-08-01 06:00:
2015-08-01 09:00:00 41.0

2015-08-01 12:00:00 39.0

Freq: 3H, Name: one, dtype: float64

00 3.0
00 0.0
00 9.0

Crenyronuii IpuMep TTOKa3bIBaeT KOJHUYECTBO BEJIOCUTIEIOB, B3STHIX B
MIPOKaT, 1Mo AHaM Mecdia (puc. 4.12):

In[51]:

plt.figure(figsize=(10, 3))

xticks = pd.date_range(start=citibike.index.min(), end=citibike.index.max(),
freq='D")

plt.xticks(xticks, xticks.strftime("%a %m-%d"), rotation=90, ha="left")

plt.plot(citibike, linewidth=1)

plt.xlabel("JlaTa")

plt.ylabel("YactoTa npokaTta")
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Puc. 4.12 KonnyecTtBo Benocmneanos, B3ATLIX HA NpokaT
B Te4YeHue Mecsua ansa onpeaerieHHon cTaHumMm
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BarngnyB Ha maHHble, Mbl MOXKEM YE€TKO BBIJIEJIUTH JeHb W HOYb [
KaK7I0ro 24-yacoBoro wuHrepBana. CTpyKTypa [JaHHBIX [T OYAHHX WU
BBIXOZIHBIX JIHEW TaK)Ke BBITJIAJAUT COBEPIIEHHO IO-pazHoMmy. Perras 3amauy
MIPOTrHO3UPOBAHUS JIJIsI BDEMEHHbBIX PSJIOB, Mbl VYHMCS HA IPOILIOM U J€1aeM
IporHo3 Ha Oygymee. DTO O3HA4YaeT, 4YTO IIPpU Pa3OMeHUH JaHHBIX Ha
oOydJarIuii M TeCTOBbII HAOOPHI, HaM HYKHO B3SIThb BCe HaHHBIE [0
OIpeIeJIEHHON JaThl B KauecTBe oOydaronieil BBIOOPKU M BCe JTaHHBIE MTOCJIE
9TOI JaThl B Ka4eCTBE TECTOBOM BBIOOPKU. BOT Kak MbI OOBIYHO MCIIOJb3YEM
IIPOTHO3MPOBAHNE BPEMEHHBIX PsIOB: 0Osazas uHMOpMalmeil o IpoKare
BEJIOCUIIE/IOB B IIPOILJIOM, Mbl CTPOUM MPEANOJOKEHUI O TOM, YTO
npousoizier 3aBTpa. Mbl  ucnosb3dyeM 1epBble 184 TOYKM JJaHHBIX,
COOTBETCTBYIOII[HE IEPBBIM 23 [HSM, B KadecTBe obOydaroiiero Habopa, a
ocTasbHble 64 TOUKU JaHHBIX, COOTBETCTBYIOIIME OCTAaBIIUMCS 8 IHAM, B
KauecTBe TECTOBOrO Habopa.

EnvHCTBEeHHBIN MPU3HAK, KOTOPBI Mbl KCIOJb3yeM B Hallleld 3ajadye
IIPOTHO3MPOBAHMS, — JaTa M BpeMsl IpokKara. TakuMm 006pa3soM, BXOIHOIL
MIpU3HaK — 9TO JaTa U BpeMsd, Hanpumep, 2015-08-01 00:00:00, a 3aBucumasd
nepeMeHHas — KOJIMYECTBO BEJIOCUIIE/IOB, B3SITHIX Ha MPOKAT B MOCJEAYIONIe
Tpu yaca (B COOTBETCTBUU C HaltuM DataFrame).

[IInpoko pacipocTpaHeHHbIN CIOCO0 XpaHEHUs JaT Ha KOMIIbIOTepax —
ucnosb3oBanre POSIX-BpeMeHn, KOTOpoe MPeACTaBsieT co00i KOJTMIECTBO
cekyH, npotemaux ¢ nojayHoun (00:00:00) 1 auapa 1970 roma (oHO xe
saBJsieTcs Toukoil orcueta Unix-BpeMeHn). B KauecTBe 1epBOI MOIMBITKU Mbl
MOKEM BOCITOJIb30BAThCSI UM JIJId HAIero Mpe/CTaBJeHUs 1aT:

In[52]:

# V3B/IEKAEM 3HAYEHNA 33aBUCUMON MEPEMEHHON (KOJMYECTBO BEJOCHIEHOB, B3ATHX B MPOKAT)
y = citibike.values

# npeobpaszyem Bpemsa B gopmat POSIX ¢ nomoubw "%s"

X = citibike.index.astype("int64").reshape(-1, 1) // 10**9

Caavasia MblI 3aauM (QYHKIIHIO, YTOOBI pa3OUTDH JAaHHbBIE HA 0OyYaONIHil
U TECTOBBIN HAOOPBI, MOCTPOMM MOJIEIb U BU3yaJU3NPyeM Pe3yJIbTar:

In[54]:
# ucnosib3yem nepsvie 184 To4Yku [AHHBIX A/19 OOYYEHNA, 3 OCTAJIbHbIE AN TECTUPOBIHUA
n_train = 184
# QYHKUNA, KOTOPAA CTPOUT MOJENb H3 JAHHOM H3OOPE IMPU3HAKOB U BU3YAIN3NPYET ee
def eval_on_features(features, target, regressor):
# pazbuBaem MaccuB rPU3HAKOB Ha 00YYawuyw U TECTOBYH BblOOPKH
X_train, X_test = features[:n_train], features[n_train:]
# Takxe pa3zbuBaem MAaCCMB C 3aBUCHMOV [1EPEMEHHON
y_train, y_test = target[:n_train], target[n_train:]
regressor.fit(X_train, y_train)
print("R"2 ana tectoBoro Habopa: {:.2f}".format(regressor.score(X_test, y_test)))
y_pred = regressor.predict(X_test)
y_pred_train = regressor.predict(X_train)
plt.figure(figsize=(10, 3))

plt.xticks(range(0®, len(X), 8), xticks.strftime("%a %m-%d"), rotation=90,
ha="left")

plt.plot(range(n_train), y_train, label="o6yu")
261



plt.plot(range(n_train, len(y_test) + n_train), y_test, '-', label="tecT")
plt.plot(range(n_train), y_pred_train, '--', label="nporHos obyuy")

plt.plot(range(n_train, len(y_test) + n_train), y_pred, '--'
label="nporxos Tect")

plt.legend(loc=(1.01, 0))

plt.xlabel("faTa")

plt.ylabel("YacTtoTa npokaTta")

s

Panee MbI yXKe BuUIEIN, UYTO CﬂyqaﬁHbﬁi Jec Tpe6yeT O4YCHb
HE3HAYNTEIbHON MpeABapPUTEIbHON 00pPa0OTKM JaHHBIX, YTO, MO-BHAMMOMY,
JleJlaeT ero  OITHUMAaJIbHON MOJEJIbIo JIJIS crapra. Mb1 rnepegaem (l)yHKU;I/II/I
eval_on_features maccuB ¢ mnpusHakoMm X (zaTel, TpeoOpa3oBaHHbBIE B
POSIX-dopmar), y u mozpenb ciaydaiiHoro Jeca. Puc. 4.13 mnoka3biBaert
pe3yabTart:

In[55]:
from import RandomForestRegressor
regressor = RandomForestRegressor(n_estimators=100, random_state=0)

plt.figure()
eval_on_features(X, y, regressor)

Out[55]:
RA2 pna TectoBOoro Habopa: -0.04
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Puc. 4.13 NporHo3sbl, BbIYUCIIEHHbIE CIly4YaHbIM JIECOM
(ncnonb3oBanuch AaTbl, NnpebpasoBaHHbie B opmaTt BpemeHn POSIX)

Kak 910 00bIYHO ObIBaeT TpU IOCTPOEHWM  CAYYAHHOTO Jieca,
IPaBUJIBHOCTh IIPOTHO30B Ha oOydYaolieM Habope IOJMyYHaach IOBOJHHO
BBICOKOH. OJHAKO JisI TECTOBOTO Habopa IMPOTHO3UPYETCsS POBHAsl JIMHUSL.
3uavenne R° pasho -0.04, 5TO oO3HAuaer, 4TO Halla MOJEJb HUYEMY He
HayyuJsach. YTo nmpousonuio?

IIpoGsema oOycjOBJIEHA COYeTaHWEM THIIA HAIIero IMpU3HAKa MU
WCITONIb3yeMOro MeTojia (B JaHHOM cJydae CJIy4aiiHOTO Jieca). 3HauyeHUs
npusHaka Ha ocHoBe POSIX-BpemeHu /jisl TeCTOBOro Habopa HaXOAATCS BHE
AMara3oHa 3HAaYeHWil HTOro TpuU3HAaKa B o0OydJaroleil BHIOOPKE: TOYKU
TECTOBOro Habopa B OTJIMYKE OT TOYeK obOyudaioliero Habopa MMelT Gosee
MO3/IHEe BpeMeHHble MeTKH. /[epeBo, a ciie/oBaTeIbHO U CJyYaiHbIN Jiec He
MOTYT 9KCTPAIOJIHPOBaTh (extrapolate) 3HaueHUs MPU3HAKOB, JIesKallle BHE
AMara3oHa 3HaueHuil oOydamonumx [JaHHbBIX. MTor — Mojeab IPOCTO
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IIPEAICKA3bIBAET 3HAYECHME 3aBHCHMOI IEePEeMEHHON /st OJMKAiIIell TOUKM
oOyuaroriero Habopa (711 TIOCTeIHEl BPEeMEHHOH METKM, KOTOPYI0 OHa
3allOMHUJIA).

AcHO, 4TO MBI MOXeM YJYYIIUTh MPOTHO3. JTO TOT MOMEHT, KOTJa Ha
MIOMOIIb TIPUXOJSAT HAIM <«dKCIEPTHBbIE 3HAHUS». B3rIsgHyB Ha TO, Kak
MEHSIeTCSI JacTOTa IpoKaTa B OOYYArON[MX JAaHHBIX, MOKHO BBIAEIUTH IBa
OYeHb BaXKHBIX (haKkTOpa: BpeMsi CYTOK 1 ieHb Hejenn. Vtak, qaBaiite 106aBuM
3TU JIBa MpH3HaKa. MbI He CMOIJIM TTOCTPOUTH MOJIENb, UCIIOJb3ys BpeMs B
¢opmare POSIX, mostoMmy Mbl orOpackiBaeM 5TOT HpusHak. [l Hauaja
maBaiiTe mompobOyeM Bpemst cyTok. Kak moxasbiBaeT puc. 4.14, Temepb
MPOTHO3bI UMEIOT OJIUHAKOBYIO CTPYKTYPY JJS KAKIOTO JTHS Helesu:

In[56]:

X_hour = citibike.1index.hour.reshape(-1, 1)
eval_on_features(X_hour, y, regressor)

Out[56]:
RA2 pna TecToBOro Habopa: 0.60
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Puc. 4.14 lNporHo3sbl, BbIYUCIIEHHbIE CIlyYarHbIM JIECOM
(Mcnonb3oBanocb BpeMs CyTOK)

3nauenne R® crajo yKe HAMHOINO JIydlle, HO IIPOTHO3bI $IBHO He

yUnTHIBAIOT (P deKT, 00yCIOBIEHHBI aHeM Helean. Temeppb maBaiite ere
nobaBuM seHb Hegean (cM. puc. 4.15):

In[57]:
X_hour_week = np.hstack([citibike.index.dayofweek.reshape(-1, 1),

citibike.index.hour.reshape(-1, 1)])
eval_on_features(X_hour_week, y, regressor)

Out[57]:
RA2 pna TectoBoro Habopa: 0.84
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Puc. 4.15 lNporHosbl, BblYUCNEHHbIE CyYanlHbIM N1IeCOM
(ncnonb3oBanucb AeHb Hegenu n Bpemsi CyToK)

Temnepsb y Hac ecTb MOJIeJIb, KOTOPast OTPasKaeT MepuoJUYHOCTD TTOBEeHUS,
VYUTBIBas J€Hb Helean u BpeMsa cyTok. Ona nMeer sHadenue K2, pasnoe .84,
1 JIEMOHCTPUPYET [OBOJLHO XOPOINYI0 MPOTHOCTUYECKYIO  CIOCOOHOCTD.
Mopnenb Hayuymiach ITPOTHO3MPOBATH CpejiHee KOJIMYEeCTBO apeH0BAaHHBIX
BEJIOCHUTIEZIOB [IJIsT KayKAOH KOMOWHAIIMK JIHsI HeleJd W BPpeMEeHU CYTOK Ha
OCHOBe BBIOODPKH, BKJIIOUAlONIei mepsbie 23 maHs aBrycta. Ha camom Jese ata
3ajaua He TpeOyeT TaKoil CJIOKHON MOJENH, KaK CAyYallHbII Jiec, TO9TOMY

maBaiiTe morpoOyeM OoJiee MPOCTYIO MOJENb, HarpuMmep, LinearRegression
(cm. puc. 4.16):

In[58]:
from import LinearRegression
eval_on_features(X_hour_week, y, LinearRegression())

Out[58]:
RA2 pna TectoBoro Habopa: 0.13
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Pwuc. 4.16 NporHo3sbl, BblMUCIEHHbIE NIMHENHOWN perpeccuen
(ncnonb3oBanuCb AeHb HEAENN U BPEMS CYTOK)

LinearRegression paboTaer ropas3mo Xyske, a MepUOANYECKast CTPYKTypa
JIAHHBIX BBITJIAAUT cTpaHHO. [IpuunHOil 3TOTO sIBJgETCS TOT (PAKT, YTO MBI
3aKOZIMPOBAIN JIeHb HeZleJin U BpeMs CYTOK C TIOMONIbIO I[eJI0YUCIEHHBIX
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3HAUEHUII U Temepb OTU XapPaKTEPUCTUKU MHTEPIPETUPYIOTCS  KakK
HelpepbiBHbIE IlepeMeHHble. B cuiy aToro JuHeillHass MoOJe/ib MOKeT
MOCTPOUTD JIUIIb JTUHEHHYIO (DYHKITMIO OT BpEMEHH CYTOK — B OoJiee To3/iHee
BpeMsl  CYTOK  Habmomaercst  Oojiblliee  KOJUYECTBO  apeHIOBAHHBIX
BesiocutieioB. OHAKO CTPYKTypa [JaHHBIX CJOXKHee, 4YeM IIpeAroJaraer
MoJiesib. MbI MOJKEM y4YecTh 9TO, IPeoOpa3oBaB MPU3HAKY, 3aKOANPOBAHHBIE

IIEeJIBIMU YMCJIAaMU, B JIaMMU-TIEpEeMeHHbIe ¢ MTOMOIbI0 OneHotEncoder (cwm.
puc. 4.17):

In[59]:
enc = OneHotEncoder()
X_hour_week_onehot = enc.fit_transform(X_hour_week).toarray()

In[60]:
eval_on_features(X_hour_week_onehot, y, Ridge())

Out[60]:
RA2 pna TectoBoro Habopa: 0.62
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Puc. 4.17 MNporHosbl, BblYUCNEHHbIE JIMHENHOW perpeccuen
(ncnonb3oBanock NpsiMoe KogMpoBaHME BPEMEHU CYTOK U OHS HeAenu)

JlanHast mporeaypa JaeT ropasfo JIy4NIuii pe3ysjbTaT B OTJIWYHE OT
KOJIMPOBAHUS HAIIUX IIPU3HAKOB B BUJIe HETIPEPHIBHBIX IIepeMeHHBIX. Terepb
JINHEIHasT MOJIeJIb BBIYUC/ISIET OAMH KO3(MMUITNEHT JIJIsT KaXKOTO JTHST HEIeH
U ofuH KO3 UIMEHT s KaKIOTO BPEMEHU CYTOK. Tem He MeHee, 3TO
O3HAYAET, YTO TMATTEPH <«BPEMEHWM CYTOK» PaCIPEIENSeTCs 0 BCEM JTHSIM
HeJIeNH.

Wcmonb3yst B3auMOJIENCTBYS, MBI MOKEM BBIYUCIUTH KO3 DUIIMeHT as
KaKJI0M KOMOMHAIIMU JTHSI HeJleId M BpeMeHM cyTOK (cM. puc. 4.18):

In[61]:

poly_transformer = PolynomialFeatures(degree=2, interaction_only=True,
include_bias=False)

X_hour_week_onehot_poly = poly_transformer.fit_transform(X_hour_week_onehot)

1r = Ridge()

eval_on_features(X_hour_week_onehot_poly, vy, 1r)

Out[61]:
RA2 pna TectoBoro Habopa: 0.85
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Puc. 4.18 lNporHosbl, BblYUCNEHHbIE JIMHENHOW perpeccuen
(Mcnonb3oBanucb B3aMMOLEeNCTBUSA OHA HEOENN U BPEMEHU CYTOK)

Haxkomnerr, aTo ipeob6pasoBaHue JgaeT MOJEb, KOTOpast 00J1alaeT TaKOM e
BBICOKOI MTPOTHOCTUYECKOHN CIIOCOOHOCTHIO, UTO U CJAyUYAlHBIH Jec. bombuimm
MPENMYIIECTBOM JIAHHOW MOJIENIA SBJISIETCS ee TMOHSTHOCTh: MBI BBIUUCJISIEM
10 OHOMY KO9(DGUIMEHTY IS KayKI0H KOMOMHAINK [HS HeIeIu U BpeMeH!
CyToK. MbI MOXeM MPOCTO TOCTPOUTH Tpaduk  KOa(DPUIIMEeHTOB,
BBIUMCJIEHHBIX C IIOMOIIBI0 MOJEIN, YTO OBbLIO ObI HEBO3MOKHO JIJIST
CJIy4allHOTO JIieca.

Bo-1epBbIx, MbI cO3/1aeéM UMeHa JJIsT HallluX MPU3HAKOB:

In[62]:

hour = ["%02d:00" % 1 for i1 in range(0, 24, 3)]

day = [I|Monll’ I|Tuell, llwedﬂ, |lThUI|, |lFr_‘LI|’ ||Sat|l’ HSUnH]
features = day + hour

3aTeM MbI IIpUCBaBaeM MMeHa BCEM B3aMMOIENCTBUSAM, U3BJIEUEHHBIM C
nomoniblo PolynomialFeatures, ucnonb3ya meron get_feature_names, u
cOXpaHsieM JIUIIb Te TPU3HAKHU, Y KOTOPBIX KoM UITUEHTHI OTJIUYHBI OT HYJIS:

In[63]:

features_poly = poly_transformer.get_feature_names(features)
features_nonzero = np.array(features_poly)[lr.coef_ != 0]
coef_nonzero = lr.coef_[lr.coef_ != 0]

Tenepp MBI MOXKeM BU3yaJTM3NPOBaTh KOAMDOUITMEHTHI, M3BIeYEeHHBIE C
JuHelHo! Mozienu (1oka3aHbl Ha puc. 4.19):

In[64]:

plt.figure(figsize=(15, 2))

plt.plot(coef_nonzero, 'o'")

plt.xticks(np.arange(len(coef_nonzero)), features_nonzero, rotation=90)
plt.xlabel("OueHka koadduumeHTa")

plt.ylabel("MpusHak™)

266



Mpu3HaK
l
v o
-
°
°
O
.
.
O
.
[ ]
.
°
°
.
O
[
.
O
.
.
°
[ ]
.
.
°
L]
°
.
O

|
=
w
[ ]

Mon
Tue
Wed |
Thu
Fri
Sat |
sun
00:00 |
03:00 |
06:00 |
09:00 |
12:00
15:00 |
18:00 |
21:00
Mon 00:00 |
100:00 [
103:00 |
106:00 [
109:00 |
118:00 |-
121:00 |
Sat 00:00 |-

hhhhhhhh

Mon 03:00 |
Mon 06:00 |
Mon 09:00 |-
Mon 12:00 |
Mon 15:00 |-
Mon 18:00 |
Mon 21:00 |
Tue 00:00 [
Tue 03:00 [
Tue 06:00 [
Tue 09:00 [
Tue 12:00 [
Tue 15:00 [
Tue 18:00 L
Tue 21:00 [
£ Wed 00:00 [
I Wed 03:00}
Wed 12:00 [
Wed 15:00 [
Thu 00:00 [
Thu 03:00 |
Thu 06:00 [
Thu 09:00 |
Thu 12:00 [
Thu 15:00 |
Thu 18:00 [
Thu 21:00 [
Sat 03:00 |
Sat 06:00 |-
Sat 09:00 |
Sat 12:00 |
Sat 15:00 |-
Sat 18:00 [
Sat 21:00 [
Sun 00:00
Sun 03:00 |
Sun 06:00 (@
Sun 09:00 [
Sun 12:00 [
Sun 15:00 [
Sun 18:00 |
Sun 21:00

& wed 06:00 |
2 Wed 09:00 |
£ Wed 18:00 |
3 Wed 21:00 L

F

F

F

F

Fi

F

Fi

Fi

o
E
w
B3
B3

I
=1
o

Puc. 4.19 KoahpuumeHTbl IMHENHON perpeccumn
(ncnonb3oBanucb B3aMMoOencTBuA OHS Heenu U BpeMeHN CyTOK)

B sT0ii rimaBe MBI paccMoOTpesnn CIocoObl 0OpaOOTKU Pa3JNYHBIX THUIIOB
MaHHBIX (B YaCTHOCTH, OOpabOTKY KaTeropuajbHBIX IepPeMEHHBIX). MBbI
MOYEPKHYJIM Ba)KHOCTh MPEACTABICHNS JaHHBIX TAKUM CIIOCOOOM, KOTOPBII
B HauOOJIbIIEH CTEeIeHn MOAXOAUT /IS aJTOPUTMa MAIIMHHOTO OOydYeHus,
HallpuMep,  paccMoTpesu  IpsMoe  KOAMPOBaHUWE  KaTeropuasbHBbIX
nepeMeHHbIX. MBI Takke OOCYyAMJN BaKHOCTb KOHCTPYWPOBAHMST HOBBIX
MIPU3HAKOB, a TaKKe BO3MOKHOCTH NMPUMEHEHHUS JKCIEPTHBIX 3HAHUU TIpU
pa3paboTKe HOBBIX ITEPEMEHHBIX Ha OCHOBE BAIlIMX JAaHHBIX.

CoszaHye HOBBIX IPU3HAKOB C IIOMOINbI0 OWHHWHTA, J10OaBJIECHUS
IMOJIMHOMOB U B3aMMOJEUCTBUI MOKeT 3HAUUTEIbHO YJYYIIUTh KayecTBO
JMHEWHBIX MOJeJIel, Torma Kak OoJiee CJIOKHBIE, HeJMHEeMHbIe MOJEeJIN THUIIA
caydaiitnoro jieca 1 SVM moryT pemiath 6osiee TpyAHbIE 3a7aun 0e3 SIBHOTO
pacuiupeHusi mpocTpaHcTBa NMpu3HakoB. Ha npakTuke Hannuue NMPU3HAKOB,
MOAXOIAIIAX JIJII UCIOJIb30BaHUs (2 TaKyKe UX COOTBETCTBUE NMPUMEHSIEMON
MOJIEJI), YaCTO SBJISETCS CaMbIM BaKHBIM 3JIEMEHTOM, O00eCIeYrBarON[IM
XOPOIIyI0 PabOTy METOM0B MAITMHHOTO O0yUYEHUSI.

Temneppb y Bac ecTh pazBepHyTOe TIpeJICTaBIeHre O TOM, KaK 3aKOJMPOBaTh
JTaHHbIE HaAJEKAMUM 00pa3oM M KaKOW aJTOPUTM HMCIIOJIh30BaTh JIJIsI
pelieHnst ompezneneHHoi 3amaun. Cienyiomas raBa OyIeT IOCBSIEHa
OIleHKe KauyecTBa MOJeJeil MaIllMHHOTO OOY4YeHHS U BBIOOPY MPaBUJIbHBIX
rapameTpoB.

267



[[NABA 5. OLLEHKA N YAYHULEHVE KAHECTBA
MOAEAA

OO6cyaMB OCHOBBI MAITUHHOTO OOYUYEHUS € yUuTeaeM 1 6e3 yUuTeJsi, Ternepb
MBI €llle CUJIbHee MOrPY3MMCs B BOIIPOCHI, CBSI3aHHBIE C OIEHKON Mojesell u
BBIOOPOM TIapaMETPOB.

MBI coCpefoTOYnMCS Ha METOAaX MAIIMHHOIO OOYY4eHUsI C Y4YUTEJEM,
perpeccuu u KaaccuuKaIii, TOCKOJbKY OlleHKa KaueCcTBa U BIOOP MoJeieit
MAIIMHHOTO O0yueHnst 6e3 yYMTeNs] YacTo IPEACTaBJISIOT CcOOO OdYeHb
CcyObEKTUBHYIO TIPoIeAypy (Kak Mbl yOeAUINCh B IaBe 3).

BIIOTh 10 HACTOSINEr0 MOMEHTa JJIsi OLIEHKH KayecTBa MOJEJIU MBI
pasbuBa/IM HaIllKM JaHHbIE Ha OOYYAIOIIMil U TECTOBBIN HAOOPBI C TIOMOIIBIO
dbyukimn train_test_split, crpomam Momeab Ha oOydaliomieil BbIOODKeE,
BbI3BaB MeTo]| fit, 1 OlleHMBaIN ee KaueCTBO HAa TECTOBOM HabOPe, UCIIOIb3Y s
METOZ SCOre, KOTOPBIN s KIacCU(DUKAIMKA BBIYUCIISIET JOJIO0 IIPAaBUIBHO
KJIaCCU(DUIIMPOBAHHBIX  IPUMEPOB.  BOT  mpuMmep  BBIINIEOIMMCAHHON
IOCJIEIOBATEIbHOCTH JIEVICTBUU:

In[2]:

from import make_blobs
from import LogisticRegression
from import train_test_split

# Co343eM CHMHTETMYECKMIT HABOP [aHHbIX

X, y = make_blobs(random_state=0)

# pazobbem faHHbIE HA O00YYamwumi M TECTOBbIN HAOOPbI

X_train, X_test, y_train, y_test = train_test_split(X, y, random_state=0)

# CO343eM 3K3EMIIAP MOJEMN U 104 OHAEM €ro Ha 06y4awuem Habope

logreg = LogisticRegression().fit(X_train, y_train)

# oUeHNBaEM KAYECTBO MOJENN HA TECTOBOM Habope

print("MpasunbHocTb Ha TecToBoMm Habope: {:.2f}".format(logreg.score(X_test, y_test)))

Out[2]:
MpaBUIbHOCTb Ha TecToBoM Habope: 0.88

BernoMHuM, 4TO IPUYMHA, 110 KOTOPOW MbI pasOMBaeM HalIM JaHHbIE Ha
0OyJarouii U TeCTOBbII HAOOPBI, 3aK/JII0YAETCA B TOM, YTO HAC MHTEPECYET,
HACKOJIBKO XOPOINO HAallla MOJENb 0000maeT pe3yabTaT Ha HOBbIE, paHee
HensBecTHble AaHHble. Hac mHTepecyer He KayeCcTBO IIOATOHKM MOAEIH K
oOy4aloIUM JaHHBIM, a IPAaBUJIbHOCTb €€ IIPOrHO30B I JaHHbBIX, He
Y4aCTBOBABIINXCS B O0YUEHMUH.

B 5T0ii riaBe Mbl I0APOGHEE OCTAHOBUMCS Ha JBYX acIIeKTaX 9TOU OI[EHKIL.
CHauasia Mbl pacCKasKeM O [IePEKPECTHOI ITPOBepKe, HoJiee HALEKHOM CIIocode
OIlEHKK 0000IIafomeil CIIOCOOHOCTH, a TaKKe PACCMOTPUM METObI OIEHKH
o6o01aonell CII0COOHOCTH /I KIacCU(PUKAIMK U PErpeccru, KOTOPbIE
BBIXOZAT 34 PaMKU TPaJAMLUOHHBIX IIOKa3aTeJell IpaBUJIbHOCTH U KR
IPeLyCMOTPEHHBIX MeTogoM fit.
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Utepauunmn

Kpome Toro, Mmbl paccmotrpuM pemierdarsiri  nonck (grid  search),
a(pexkTUBHBINT  MeTO/A, KOTOPBIM MpelHa3HauYeH IS KOPPEKTUPOBKU
[IapaMeTPOB B MOJEISAX KOHTPOJIMPYEMOIO MAIIUHHOTO OOyYEHUsS C IIEJIbIO
OJIydeHHUsT HarIydineil 0600ImaoIieil CrrocOOHOCTH.

[lepekpecTHas Nposepka

[TepekpecTHas IIPOBEPKaA MIPeACTaBISIET COOO0M CTATUCTUYECKUN METO/[ OI[eHKI
0000MIaIoON(Eell  CIIOCOOHOCTH, KOTOPBIA sBJsIETCST 0Oojiee YCTOMYMBBIM U
OCHOBAaTe/JIbHBIM, YeM pa3OKeHre JaHHbIX Ha 00y4aiouil U TECTOBBIN HAOOPBDL.
B mepexpectHoil mpoBepKe AaHHbBIE Pa30MBAIOTCS HECKOJIbKO pa3 U CTPOUTCS
HECKOJIbKO Mojiesieir. Hanbostee 4acTo MCIOIb3yeMblil BADHAHT TTEPEKPECTHOM
pOBepKU — k-On0uHag kpocc-nposepra (k-fold cross-validation), B koTopoii
k — 1O 3amaBaeMoe IOJIb30BaTEIEM YKCJIO, Kak mpasBuiao, 5 uan 10. Ilpu
BBITIOJTHEHUH  TISITUOJIOYHONM  TTEPEKPECTHOW IPOBEPKM JaHHbIE CHadaja
pasbuBaiOTCI Ha IAThb dYacTeil (IIPUMEpPHO) OXMHAKOBOTO  pas3Mepa,
HasbIBaeMbIX  Osokamm  (folds) — cxmamgkamm. 3areM  CTPOUTCS
ocje[0BaTeIbHOCTh Mogeeit. IlepBast Mozmenb oOydaercs, UCIOAb3Ys OIOK
1 B KauecTBe TeCTOBOrO Habopa, a ocTanbHbie OJOKK (2-5) BBITOJHSIOT POJIb
obyuaroiiero Habopa. Mozesib CTPOUTCSI Ha OCHOBE JAaHHBIX, PACIIOIOKEHHBIX
B Osokax 2-5, a 3aTeM Ha JaHHBIX OJ0Ka 1 OIeHWBAeTCsl ee IPaBUIbHOCTb.
3areM IPOMCXOAUT OOydeHHe BTOPO MOEIM, Ha 9TOT pa3 B KauecTBe
TECTOBOrO HaboOpa MCIOJb3yercss OJoK 2, a maHHbie B Osokax 1, 3, 4, u 5
carysKat 00ydaroIuM HaboOpoM. ITOT MIPOIECC MMOBTOPSIETCs /st OJI0KOB 3, 4 1
5, BBITOJHSIIONIUX POJIb TECTOBBIX HAOOPOB. [/ Kakqoro u3 aTUX ISTH
pazomennii (splits) MaHHBIX Ha OOyYalOIMii U TECTOBBI HaOOPHI MBI
BBIUKC/ISIEM IIPAaBUJIBHOCTh. B uTore Mbl 3aUKCUPOBAIU IIATh 3HAYEHUI
npaBwbHOCTH. IIporiece mokasad Ha puc. 5.1:

Pasbuenne 1 [ERIRPR R 7 A Z A AL . 1 -

basswerne 2 (77777777 77 | 7 T 1 0 ymoue s
Pas6uenue 3 [ A AN A F 1 EmE TecToBble AaHHble
Paz6uenme 4 A AL WIIIIIM

Pas6uerne 5 | Al g I NI AT

Brok 1 Bnok 2 Bnok 3 Bnok 4 Bnok 5

TOYKM AAHHBIX

Puc. 5.1 Pa3bueHune gaHHbIX B NATUONOYHON NEPEKPECTHOWN NPOBEPKE

Kak mpaBuso, mepBast msrasi 4acTh JaHHBIX (DOPMHPYeT TepBbIi OJIOK,
BTOpAst TISITast 9aCTh JAHHBIX (hOPMUPYET BTOPOH OJIOK M TaK JaJiee.
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[ lepekpecTHas npoBepka B scikit-learn

B scikit-learn nepekpectHasi IpoBepKa peajn3oBaHa C TOMOIIbIO (PYHKIINN
cross_val_score wMoayaa model_selection. Aprymentamu QYHKIIUU
cross_val_score SBISIIOTCSI OIleHUBaeMasi MOJIEJIb, OOydJaolue AaHHble U
(akTHUyeckue METKHU. [laBaiite OIleHUM Ka4yecTBO MOJIeTN
LogisticRegression Ha Habope JaHHBIX iris:

In[4]:

from import cross_val_score
from import load_iris

from import LogisticRegression

iris = load_1iris()
logreg = LogisticRegression()

scores = cross_val_score(logreg, iris.data, iris.target)
print("3HayeHns npaBuabHOCTU nepekpecTHon npoBepkun: {}".format(scores))

Out[4]:
3HayYeHMA NpaBUIbHOCTU nepekpecTHoW nposepkn: [ 0.961 0.922 0.958]

[lo  ymomuanmio  cross_val_score  BBIIOJHSET  TPeXOJIOYHYIO
IePEeKPeCTHYI0 ITIPOBEPKY, BO3Bpalllad TPU 3HAYEHUS MPAaBUJIBHOCTU. MBI
MOKXEM N3MCHUTH KOJINYECTBO 6JIOKOB, 3aaB APYyroe 3HadyeHue 1mapaMerpa cv:
In[5]:

scores = cross_val_score(logreg, iris.data, iris.target, cv=5)
print("3HayeHns npaBuabHOCTM nepekpecTHon npoBepku: {}".format(scores))

Out[5]:
3Ha4YeHMA NpaBWIbHOCTU NepekpecTHow npoBepku: [ 1. 0.967 0.933 0.9 1. ]

Hanbosee pacrpocrpaHeHHBIN cIOCO0 TOABITOKUTL  IIPABUIBHOCTD,
BBIYMCJIEHHYIO B XOJIe TIePEeKPECTHOU TTPOBEPKU, — 3TO BbIUMCJIEHUE CPEHETO
3HAQUYCHUA:

In[6]:
print("CpeaHasa npaBuibHOCTb nepekpecTHou npoBepku: {:.2f}".format(scores.mean()))

Out[e6]:
CpeaHAA NpaBWIbHOCTb MepeKkpecTHon nposepkn: 0.96

Wcnonb3yst ycpeaHeHHOe 3HAYeHUe TPABUJIBHOCTU [IJIS TE€PEKPECTHON
MPOBEPKH, MBI MOKEM CJIeJIaTh BBIBOJI, YTO CPEAHSS MPaBUIBHOCTh MOJIENN
cocTaBUT TIpuMepHO 96%. B3risiHyB Ha Bce MATh 3HAYEHUI MPaBUJIBHOCTH,
MOJIyYEHHBIX B XO/€ HATHOIOYHON IEePEeKPECTHON IIPOBEPKHU, MOKHO eIle
cllelaTh BBIBOZ O TOM, YTO CYIIECTBYEeT OTHOCHUTENIBHO BBICOKMIT pasbpoc
3HAuEHUI IPaBUJIBHOCTH, BBIUMCAEHHBIX 1y 6s0koB, ot 100% mo 90%.
[TomoOHBIIT pe3yIbTaT MOKET O3HAa4YaTh, YTO MOJAEIb CHUJIBHO 3aBHCUT OT
KOHKPETHBIX OJIOKOB, MCIIOJIb30BAHHBIX 11 OOYYEHUs, a TaKKe 9TO MOKET
OBITH 00YCIOBIEHO HEOOIBIITMM Pa3MepoM Habopa JaHHBIX.
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[penmyLLIecTsa NepekpecTHOW NpoOBepKy

[To cpaBHEHMIO C OXHOKPATHBIM pPa30MEHUEM [JaHHBIX Ha OOYYalOIMil M
TECTOBBIN HaOOPHI UCIIOIb30BaHIE IIEPEKPECTHON IIPOBEPKHU MMEET HECKOJIBKO
npeumylinectB. Bo-mepBbix, BcmomMmHuM 4TO train_test_split BwIinosiHgeT
ciydaiiHoe pasbuenue maHHBIX. [IpemcraBbre cebe, YTO IPU BBIIOJTHEHIH
CIy4aifHOro pa30MeHus] [JaHHBIX HaM  <IIOBE3JI0», MW BCE TPYAHO
KJIacCUUIIMpPyeMble TIPUMEPhl B KOHEYHOM WTOTE IOl B O0yYarou[uii
Ha6op. B aTOM cirydae B TeCTOBBII HAOOP MOMAYT TOJIBKO «JIETKKE» IPUMEPHI,
U TPaBIJIBHOCTh HA TECTOBOM Habope Oy/eT HelmpaBAOINoA00HO BBICOKOIL. U,
Ha00OPOT, €CJIN HAaM «He TI0BE3JI0», BCE TPYAHO KIACCU(MUINPYEMbIE TPUMEPBI
IIOMaZIaf0T B TECTOBBIA HAOOP M IMOITOMY MBI IOJIy4aeM HEPaBAOIO0L00HO
HU3KYI0 TpaBUJbHOCTh. OMHAKO TIpU MCIOJb30BAaHUU  ITePEKPECTHON
IIPOBEPKM Ha KayKIOil MTEpallii B TECTOBBIM HAOOP, MCIIOIb3YIOMUICS st
MIPOBEPKU MOJIE/IN, TOMAJAI0T pa3Hble MPUMEPHI. TakuMm 06pasoM, MOIE/b
JIOJIKHA Xopolno 00600IaTh Bce IPUMEPbl B HaboOpe IaHHBIX, 4TOOBI BCe
3HAUEHUs MTPABUIBHOCTU (MU UX cpefHee) ObLIN BBICOKIMMI.

Kpome Toro, Hajaumume HECKOJbKMX pasOMEHUil [JaeT OIpeaeeHHYIO
nHGOPMAIMI0 O TOM, HACKOJBKO Hallla MOJEIb YYBCTBUTEIbHA K BBIOOPY
obyuaroriero Habopa JaHHbIX. [l Habopa JaHHBIX 1ris MBI yBumean pasdopoc
3HayeHui mpaBuabHOCTU OT 90% 10 100%. ITO JOBOJILHO NINPOKUIL UAIIA30H
3HAUEHUI 1 OH ITO3BOJISIET HaM CYAWUTh O TOM, KaK MOJelb OyaeT paboTaTh B
XY/IIIEM U JIYYIIIeM CJIydae, KOr/ia Mbl IPUMEHNM €€ K HOBBIM JaHHbIM.

Emnie ogHo mpenmylnecTBO IepPEKPECTHON IPOBEPKU 110 CPAaBHEHMIO C
OMHOKPATHBIM pa3breHneM JaHHbBIX 3aKII0YaeTCs B TOM, YTO MbI UCIIOJIb3YEM
HallIU JaHHble Oosiee acpdpextuBHO. [Ipumenss train_test_split, Mbl 00OBIYHO
HCIOMb3yeM 75% MaHHBIX [ o0ydeHusT M 25% MaHHBIX /IS OLEHKH
KauecTBa. IIpuMeHssT TMATHOJOYHYIO TEPEKPECTHYIO IIPOBEPKY, Ha KaKIOM
UTepaluu s IMOATOHKK MOJEIN MBI MOKEM HCIIOJIb30BaTh 4/5 NaHHBIX
(80%). ITpu ncronp3oBarmu 10-6/109HO#T TEPEKPECTHOM TPOBEPKU MBI MOKEM
HCI0JIb30BaTh s moaronku mozxean 9/10 pamubix (90%). Boabmmmit 0O6bem
JAHHBIX, KaK [IPABUJIO, IIPUBOJUT K IIOCTPOEHUIO O0Jiee TOUHBIX MOJIEJIEN.

OCHOBHOIT HEJIOCTATOK TIEPEKPECTHOM IIPOBEPKU — YBeJIMUEHNE CTOMMOCTH
Bbrunciaennii. IlockobKy Termeph Mbl oOydaeM A Mojeseil BMECTO OIHOI
MOJIeJIN, TePEeKPecTHast MPoBepKa OyJeT BBIMOJHATHCS IPUMEPHO B k pa3
MeJlJIeHHee, ueM OJHOKPaTHoe pa30OneHne JaHHbIX.

BaskHO IMOMHHUTH, YTO KPOCC-BJIUAAINS HE SBJSETCS CIIOCOOOM
HIOCTPOEHUsI MOJIeJIA, KOTOPYIO MOYKHO NMPUMEHUTH K HOBBIM JIAHHBIM.
[lepekpecTHasgs TpoBepKka He BO3BpamaeT Mojenb. [lpu BbI3OBeE
cross_val_score CTPOUTCSI HECKOJIbBKO BHYTPEHHUX MOjIeJIel, OIHAKO
1leJIb TIEPEKPECTHON MPOBEPKM 3aKJII0YAETCsl TONBKO B TOM, YTOOBI
OIIEHUTH 00OBIIAIOIYI0 CITOCOOHOCTD JaHHOTO AJTOPUTMA, OOYYUB Ha
orpeieIeHHOM Habope JaHHbIX.
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OmnucanHoe B TpPeNbIAyIeM paszesie pasdueHne MTaHHBIX Ha Kk OJIOKOB,
HauMHas C MepBOro k-ro OJiOKa, He Bcerza siBjsieTcss xopoiieir nmeeit. [ls
mprMepa jJaBaiiTe ITOCMOTPUM Ha HAOOP JaHHBIX iris:

In[7]:

from import load_iris

iris = load_1iris()

print("Metku upucos:\n{}".format(iris.target))

Out[7]:

MeTkn upuncos
[OOPOOO0ODOOOOOOOODOODOOOONOOOOODODODOOOOOOOOOO
0O 0O0ODODOOOOOOOOILII1II1II1I1212111111111111111111
1111111111111111111111111122222222222
2222222222222222222222222222222222222
2 2]

Kak BusHO, niepBasi TpeTb JaHHbIX — 3TO KJacc 0, Bropas TpeTb — Kjacc 1,
a mocjenHsas Tperb — kjacce 2. IIpeacraBbre, 4TO ceaer ¢ aTUM HabOPOM
JTaHHBIX TPeXOI0YHAs TepeKpecTHast IPoBepKa. IlepBoiil 610K OyIeT COCTOSATh
U3 IPUMEPOB, OTHOCSIUXCS TOJBKO K Kjaccy 0, M03TOMYy IIpH IIE€PBOM
pasOMeHny JaHHBIX TECTOBBIM HaOOP CTaHeT IOJHOCThIO Kaaccom 0, a
oOyuatormuii Habop OyaeT coiepsKaTh MPUMEPBI, OTHOCSIIIMECS TOJBKO K
kaccaM 1 u 2. TTocko/bKy Kiracchl B 00ydaroleM 1 TeCTOBOM Habopax OyayT
pasHBIMH BO BCeX TpeX pa3OMeHusX, MPaBUJIbHOCTh TPEXOI0UHOI
MePEKPECTHON TIPOBEPKHU I 9TOTO Habopa JaHHBIX OyJeT paBHA HY.JIIO.
JlaHHBIIT ClleHapuii He SBJSETCS ONTHUMAJIbHBIM, IIOCKOJBKY /s Habopa
JTAHHBIX 1ris Mbl MOJKEM IIOJIYYUTH PABUIHBHOCTH CyIeCTBeHHO Bbiire 0%.

ITockombKy oObluHast k-Gj04yHast cTpaTerdsi B JAaHHOM CJIydae TEPITUT
Heyzady, BMecTo Hee OuOimoreka scikit-learn mpesiaraer KMCIIOJb30BaTh
IS KIacCUMDUKALUY — CTPATHPHIIHPOBAHHYIO K-OJIOYHYIO —ITePEKPECTHYIO
nposepky (stratified k-fold cross-validation). B crpatuduimpoBanHoii
IEPEKPECTHON TIPOBEPKE MbI Pa3OMBaeM JaHHbIE TakKUM 00pa3oM, YTOOBI
IPOIOPIMK  KJACCOB B KaKIOM OJIOKE B TOYHOCTH COOTBETCTBOBAJIM
IIPOIOPIUSIM KJIACCOB B HaOOpe JaHHBIX, KaK 9TO ITOKA3aHO Ha pPHC. 5.2:
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UTepauun

Utepauuun

In[8]:
mglearn.plots.plot_stratified_cross_validation()

CraHfgapTHas nepekpecTHas npoBepka ¢ OTCOPTUPOBAHHbLIMU METKaMM KNaccoB

pasowerve | I /. /AL IS SSISSSSSSSYS

Pasbueie 2 B/ LA Z)
Pas6uerme 3 [7 AV N LA AT
Merka knacca [ —— Il Class 1 Il Class 2 |z

Brok 1 Bnok 2 Bnok 3
TOUKM AAHHBIX Z7 Obyuatowme AaHHble
CrpatudurumpoBaHHas nepekpecTHas nposBepKa EEE TecToBble AaHHblE
Pa3buenve I_V /I_V /i—y /] =
pastnenwe 2777777, RRAY, 7 R 1, 7 7777
Pastuerme 3 ) ) . 7 R
Metka knacca [ Class 0 Il Class 1 Il Class 2 | -
0 2 40 0 80 100 120 140

TOYKM AaHHbIX

Puc. 5.2 CpaBHeHuVe cTaHgapTHOM NepekpecTHON NPOBEPKN U CTpaTUPUUNMPOBAHHOMN
nepekpecTHOM NPOBEPKU, KOoraa AaHHble YNOpsAOYeHbl MO MeTKaM KnaccoB

Hamnpumep, eciim 90% npumepoB oTHOCATCS K Kiaaccy A, a 10% mpumepos
— K Kjgaccy B, To crparuduimpoBaHHasg IepeKpecTHas IIPOBEpPKa
BBITIOJIHSIETCST TaK, YTOOBI B KakoM Os0ke 90% mpuMepoB IMpUHALIEKAIN K
kmaccy A, a 10% mpumepoB — K KJaccy B.

Vcmosib3oBanme Jist OIEHKU KJaccuuKaTopa cTpaTu(UIIMPOBaHHON A-
OJIOUHOI ~ TEePEeKPeCTHON  IPOBEPKUM  BMECTO  OOBIYHOU  A-6GJI0YHOI
IepPeKpPecTHON gBJgeTCsI XOpolleld ujeeid, MOCKOJIbKY I03BOJISIET TOJYYUTh
bosiee HaJesKHBIE OIleHKHU obobramorieil crmocobHocT. B curtyanmm, xorga
qutib 10% mpruMepoB MpuHAAIEXAT K Kiaaccy B, rcronp3oBaHue cTaHzapTHON
k-0JI0YHOI TTePEKPECTHON TIPOBEPKU MOYKET IIPUBECTH K TOMY, YTO OJUH U3
6JIOKOB OYZIET IOJTHOCTHIO COCTOSTh U3 IMPUMEPOB, OTHOCSIIUXCS K Kaaccy A.
Vcmonp3oBanme aToro 6J10Ka B KauecTBE TECTOBOTO Habopa He JacT 0coboii
nHopManrn o KayectBe paboThl KaaccupuKaTopa.

Jlnst  perpeccun B scikit-learn 10 yMOJIYaHUIO HCIIOJB3YETCS
craHzapTHast k-OJ04Hast Kpocc-mpoBepKa. MOKHO OBLIO ObI ellfe MOMbITaThCS
co3maTh OJIOKH, TIPEACTABJISIONINE Pa3JudYHble 3HAYEHUs KOJUIeCTBEHHOMN
3aBUCUMOU repeMeHHOM, HO JIAHHBIA METO/T He ABJIAETCA
00IIepacIIPOCTPAHEHHON CcTparerneil M ObLI Obl HEOKHIAHHOCTBIO  JIJIsI
OOJIBIIIMHCTBA MOJIb30BaTEJIEl.

BoAbLLe KOHTPOASI HAA NepekpecTHOW NPOBEepKOn

Panee Mbl yiKe BHUEIN, 4YTO MOYKHO HACTPOUTH KOJUYECTBO OJIOKOB,
ucrojb3yeMoe B cross_val_score, ¢ momonipio mapamerpa cv. OHako
scikit-learn mo3BoJsigdeT 3HAUYMTEJIbHO TOYHEe HACTPOUTh IIpoliecc
IepeKpecTHON TPOBEPKU, UCIIOJIb3ysI B KadecTBe IapameTpa CV I'eHepaTrop
pazonennii  mepekpecrHor — nposepin  (cross-validation — splitter). B
OOJIPIITUHCTBE CJIyYaeB 3HAUEHUS TApAMETPOB, BBHICTABJIEHHBIE 110 YMOTYAHIIO
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s k-OJIOYHOI  MEepPEeKpPecTHOl TPOBEPKH B  CJIydae PErpeccuu u
cTpaTUOUIIMPOBAHHON A-OJIOYHOI TPOBEPKU B CIydae KIacCHDUKAINN JA0T
XOPOIINE Pe3yJabTaThl, OJHAKO OBIBAIOT CUTYyaI[MU, KOTJa BbI, BO3MOKHO,
3aX0TUTE UCIOJb30BaTh JIPYyryto crpareruto. Jlonmyctum, Mbl XOTUM
IPUMEHUTHh A-OJIOUHYIO TIEPEKPECTHYIO MPOBEPKY K KJIacCU(PUKAIMOHHOMY
HabOPYy MaHHBIX, YTOOBI BOCIPOM3BECTH UbH-TO PE3YJbTATHL J[JIsT 5TOr0 MBI
JIOJLKHBI CHavyasa UMIIOPTUPOBaTh KJyacc KFold u3 momysa model_selection
U CO3/IaTh €r0 HK3EMILISAP, 3a/1aB HY;KHOE KOJIMIECTBO OJIOKOB:

In[9]:
from import KFold
kfold = KFold(n_splits=5)
3areM MBI MOXKeM IiepenaTh reHepartop pasOmenuii kfold B KauecTse
napametrpa cv B @yHKIMio cross_val_score.
In[10]:

print("3Havenna npasunbHoCTU nepekpecTHoin nposepku:\n{}".format(
cross_val_score(logreg, iris.data, iris.target, cv=kfold)))

Out[10]:
3HayeHnA NpPaBMIBLHOCTM MEPEeKPeCcTHOW MPOBEPKW:
[ 1. 0.933 0.433 0.967 0.433]

Takum 06pa3zoM, MBI MOKEM YOEIUTHCS, YTO UCIOJIb30BaHNE TPEXOJIOUHOI
(HecTpaTUUIIMPOBAHHOI) TEPEKPECTHON IPOBEPKU 1T Habopa [JaHHBIX
iris felicTBUTENbHO IBJLETCSI OYeHb IJIOXON Hjleelt:

In[11]:

kfold = KFold(n_splits=3)

print("3Havenna npasunbHoCcTU nepekpecTHoin nposepku:\n{}".format(
cross_val_score(logreg, iris.data, iris.target, cv=kfold)))

Out[11]:
3HaYeHNA NPaBUALHOCTH MEPEKPeCcTHOW MNPOBEPKM:
[ 0. 0. 0.]

BcrmomuuM, 9To B Habope MaHHBIX 1ris KaKAblii OJIOK COOTBETCTBYET
OIHOMY  KJlacCy W  II03TOMY, TIPUMEHUB  HeCTPaTU(HUIIMPOBAHHYIO
IEPEKPECTHYIO ITPOBEPKY, MBI HUYETO HE CMOXEM y3HaTh O IMPaBUJIbHOCTU
mojen. Eme ogun criocob pemieHus 970l IpoOJIeMbl COCTOUT B TOM, YTOOBI
BMeCTO cTpatuduKalnuy IepeMeniatbh JaHHble W TeM CaMbiM HapyIIUTb
MOPSJIOK COPTUPOBKU TPUMEPOB, OINpeesisieMblii X MeTKaMu. Mbl MOXKeM
clesath 3TO, nepenaB reHeparopy KFold mapamerp shuffle=True. Eciau mbl
mepeMeIuBaeM JaHHble, HaM HeoOXoammo 3adukcuposarh random_state,
4TOOBI BOCIIPOM3BECTH PE3YJIbTaT IIepeMelnBaHus. B IPOTUBHOM cilydae
KaKIBI TPOroH cross_val_score OyzeT [maBaTh Pas3HbIA Pe3yJIbTar,
IIOCKOJIbKY KasK/Iblil pa3 MCIIOJIb3yeTcsl pasHoe pasduenue (9T0 He SIBJISETCS
mpobsieMoil, HO MOKET TIPUBECTH K HEOKUIAHHBIM  pe3yJIbTaTaM).
[lepemelnnBanye AaHHBIX Iepe] UX pa3OMeHHeM [aeT Tropasfo JIyJIIHii
pe3yJIbTarT:
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In[12]:

kfold = KFold(n_splits=3, shuffle=True, random_state=0)

print("3Havenna npasunbHoCTU nepekpecTHoin nposepku:\n{}".format(
cross_val_score(logreg, iris.data, iris.target, cv=kfold)))

Out[12]:
3HayeHnA NpPaBMIbHOCTM NEepPeKpPecTHOW MpOBEpKK:
[ 0.9 0.96 0.96]

[lepekpecTHas NpoBepKa C UCKAIDHeHeM No OAHOMY

Eme oamH 4acTo UCHOJBb3yeMbId METOJ[ IePEeKPeCTHON IPOBEPKU —
uckmogerne 1o ogaomy (leave-one-out). IlepekpecTHYIO TIPOBEPKY C
UCKJIIOYEHWEM II0 OAHOMY MOKHO IIPEACTaBUTh B BuUAE k-OJ0YHOMI
MEPEKPECTHON IIPOBEPKM, B KOTOPOM KasKAbIil OJIOK IpeacTaBisieT coOoil
otmenbHbIil mpuMep. ITo Kakmomy pasOMeHMI0 BbI BbIOMpaeTe OAHY TOYKY
JAHHBIX B Ka4eCTBE TECTOBOTO Habopa. DTOT BHUJ| IPOBEPKU MOKET 3aHUMATh
OYeHb MHOT'O BpeMeHH, 0COOEHHO 1pu paboTe ¢ GOIbIIINMI HabOpaMU JaHHbBIX,
OHAKO MHOTZA TO3BOJISIET MOIYYUTH O0jiee TOYHBIE OIEHKH Ha HeOOJBIINX
HabOpax JaHHBIX:

In[13]:

from import LeaveOneOut

loo = LeaveOneOut()

scores = cross_val_score(logreg, iris.data, iris.target, cv=100)
print("KonnyectBo utepaumii: ", len(scores))

print("CpeaHas npasuibHocTb: {:.2f}".format(scores.mean()))

Out[13]:
KonnyectBo utepaumi: 150
CpegHAaa npaBmabHOCTb: 0.95

MNepekpecTHasl NPOBepKa CO CAYHaHBIMU

nepecTtaHoBKamMu Npy pa3bmeHnn

Emte oxHoi, oyenb rmbKoil cTparerveil mepekpecTHOl IIPOBEPKU SIBJISETCSI
IIEPEKPECTHAS IIPOBEPKA CO CJIVHYANHBIMH MEPECTAHOBKAMH IIDH DA30HEHHH
(shuffle-split cross-validation). B atom Buje MPOBEPKH Kaxkaoe pasOueHue
BbIOMpaer train_size Touek s obydaloniero Habopa u test_size Touek s
TecroBoro Habopa (mpu 3TOM oOydaiollee U TECTOBOE IOAMHOMKECTBA He
nepecekaiorcst). Touku  BbIOMpaloTC ¢ BO3BpalleHueM. PasOuenue
nosropsiercss n_iter pas. Puc. 5.3 WUIOCTpUPYET YeTHIPEXIPOXOIHOE
pasbuenne Habopa JaHHBIX, cocrosirero u3 10 Touek, Ha oOydaoil Habop
U3 5 TOYEK M TeCcTOBBI Habop m3 2 Touek (UToOBI 3a7aTh aOCOJIOTHBIE
pa3Mepbl 9TUX ITOJMHOKECTB Bbl MOYKETE MCIIOJb30BaTh AJ1A train_size u
test_size mesouncieHHble 3HaYeHMs, JUOO 4YUCIA C IIABAIOLIEl TOYKOM,
4TOOBI 33/[aTh JOJIM OT 0OIIeil BEIOOPKN):

In[14]:
mglearn.plots.plot_shuffle_split()
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Puc. 5.3 lNepekpecTHasi npoBepka CO CriydanHbIMK NepecTaHOBKamMu nNpu pasbuneHum
Ans Habopa gaHHbIX 13 10 Touek, train_size=5, test_size=2 n n_iter=4

HpOFpaMMHbeI KO/, HpI/IBeHeHHbeI HIXeE, 10 pa3 pa36I/IBaeT IIaHHbIC Ha
50%-mb1ii oOydaonuii Habop 1 50%-HbIil TeCTOBBII HAGOD:
In[15]:
from import ShuffleSplit
shuffle_split = ShuffleSplit(test_size=.5, train_size=.5, n_splits=10)

scores = cross_val_score(logreg, iris.data, iris.target, cv=shuffle_split)
print("3HayeHns npaBunbHOCTU nepekpecTHon npoBepku:\n{}".format(scores))

Out[15]:
3HayYeHMAa NpaBMALHOCTW NEepeKPecTHOW MPOBEepPKK:
[ .96 0.907 0.947 0.96 0.96 0.907 0.893 0.907 0.92 0.973]

[lepekpecTHasi TIpoBepKa €O CJAy4YallHBIMU  I€PeCTaHOBKaAMHM  IIpU
pasOMeHny TI03BOJISIET 3aJaBaTh KOJMYECTBO HTEPAIMil HE3aBUCHUMO OT
pasMepoB 00yYaloOIIero M TECTOBOTO HaOOPOB, YTO HMHOIZA MOKET OBITh
noJjie3Ho. Kpome TOro, sToT MeTOji 10O3BOJISIeT MCIOJb30BaTh Ha KaKIOUH
uTepaluu JIMNIb 4YacTh JaHHBIX (3HaueHus train_size u test_size
HeoOs13aTe/IbHO JOJDKHBI B cymme gaBath 1). IlomoGHoe mpopexuBaHue
JTAHHBIX MOKET OBITh ITOJIE3HO TIPHU paboTe ¢ OOJIBITUMI HaOOpaMU JTaHHBIX.

CymectByer Takke crpatudunimipoBanHbiii  BapuaHT ShuffleSplit,
Ha3BaHHBIN StratifiedShuffleSplit, KOTOpHII MO3BOSET MOAYYUTH OOJIEee
HaJlesKHbIe pe3yJibTaThl IIPU pellieHnn 3ajiad KJjaccuuKalinm.

[lepekpecTHas NpoBepKa C NCNOAbL30BaHVEM Py

Eme omHa Becbma pacnpocTpaHeHHasi HacTPOMKa JJIs  [epeKpPecTHOU
MIPOBEPKH TIPUMEHSIETCs, KOT/la JJaHHbIe COAEP:KaT CUJIbHO B3aMMOCBSI3aHHBIE
MeXIy coboil  Tpymmbl.  J{OmycTHM, BbI XOTHUTE IIOCTPOUTH CHCTEMY
pacrosHaBaHUS 9MOIMI 10 (ororpadusiM NI U JJS 9TOTO BB COOpaan
Habop wusoOpakennii 100 demoBeK, B KOTOPOM KaKIblil YeJOBEK
cororpadupoBaH HECKOJIBKO pa3, yToObI 3a(pUKCHUPOBATH pasHbIE HMOIIMM.
Ilenp 3akmoyaercs B TOM, 4YTOOBI ITOCTPOUTH KJaaCCU(PUKATOP, KOTOPBIA
CMOKET TPaBUJBHO OIPENEJUTh 3MOIMU JIfo/lel, He BKJIOYEHHBIX B 3TOT
Habop wm300paskeHuil. B maHHOM ciydae /sl OIIEHKH KadecTBa PabOTHI
KJjaccudukraTopa BbI MOKeTe MCTI0JIb30BaTh TPaUIIMOHHYIO
cTpaTU(UITMPOBAHHYIO TIEPEKPEeCTHYIO MTpoBepKy. OHAKO, BIIOJIHE BEPOSITHO,
4T0 hoTorpaur OAHOTO U TOTO JKe YeJOBEKa IOMaAyT KakK B 00yUYaIOIIHii, TaK
U B TecTOBBII HaOOphl. Ilo CpaBHEHMIO C COBEPIIEHHO HOBBIM JIUIIOM
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Kacc(UKATOPy HAMHOTO TIIpole OyAeT OIPEeAeJUTh SMOIUKA TI0 JIUILY,
KOTOPOE y’Ke BCTPeuasaoch eMy B obydaromieM Habope. UTOObI TOYHO OI[EHUTh
CIIOCOOHOCTH MoJeI 0000IaTh Pe3yJIbTaT Ha HOBbIE JIUIA, HEOOXOAUMO
ybenuThcss B TOM, YTO OOyYaloOIMii W TECTOBBIA HAOOPHI COmEpsKaT
M300pakeHNsT PA3HbBIX JIOEH.

[lng pemieHnda sTou 3a7adyd Mbl MOKEM BOCITOJIb30BaTbhcsl GroupKFold,
MPUHUMAIONINN B KauecTBe apryMeHTa MaccuB groups. C MOMOIIbIO HETO MbI
yKa3bIBaeM, KaKOI 4eloBeK M300paskeH Ha CHUMKe. B aHHOM ciIyyae MaccuB
groups yKasbIBaeT TPYIIIbI JaHHBIX, KOTOpPble He cJeayeT pa3duBaTh IIPU
CO3aHUN 00YYAOIIET0 U TECTOBOrO HAOOPOB, IIPU 9TOM UX HE CJIEAYET IIyTaTh
C METKaMU KJIaCCOB.

[Togo6HBIe TPyIIBbl JAaHHBIX YacTO BCTPEUAIOTCS B MEIMITMHCKOI
MPaKTHUKE, KOrZa y Bac, BO3MOYKHO, €CTh HECKOJIbKO HAOIIOAEHUI 10 OJHOMY
U TOMY JKe TaIleHTy, HO Bbl 3aMHTEPECOBAaHbI B 0000IIEHNN Pe3yIbTaTOB Ha
HOBBIX TAIIMEHTOB. AHAJOTUYHO B 33/la4aX Paclio3HaBAHUS PeUN y BaC MOKET
OBITh HECKOJIBKO 3alliCeil OJHOTO M TOTO K€ YeJ0BeKa, HO BaC MHTEPECyeT
TOYHOCTDb Paclio3HaBaHUs Peyrd HOBBIX JIIOJIEH.

Huke mpuBefieH NIpuMep € WCIOJb30BaHHEM CHHTETHYECKOro Habopa
JAHHBIX, TPYIINPOBKA JaHHBIX 3aJaHa MacCUBOM groups. Habop maHHBIX
coctouT m3 12 Todek MAHHBIX, U IS KaXKIOH TOYKW MacCHUB groups 3ajaer
rpyniy (JomycTuM, IalieHTa), K KOTOPOH OTHOCUTCH 3Ta TO4yKa. Y Hac
CYIIEeCTBYIOT YeTbIpPe I'PYIIIIbI, TIePBble TPU IpUMepa MPUHAAIEKAT K MEPBOU
rpyIiie, cjeayolie yeTbipe IpuMepa IpuHaJIeskaT KO BTOPOUl TPyIie U Tak
Jlamee:

In[17]:

from import GroupKFold

# co3qaeM CHMHTETMYECKmi HAbop JaHHbIX

X, y = make_blobs(n_samples=12, random_state=0)

# npegnosioxum, 4TO MepBbie TPU MPUMEPE OTHOCATCA K O4HOVW W ToH xe rpynne,

# 3aTeM Creqywume YETHPE M TaK Jasiee.

groups = [0, 0, 0, 1, 1, 1, 1, 2, 2, 3, 3, 3]

scores = cross_val_score(logreg, X, y, groups, cv=GroupKFold(n_splits=3))
print("3Hauvenns npaBuabHOCTU nepekpecTHon npoBepku:\n{}".format(scores))

out[17]:
3HaYeHNa NpaBUAbHOCTU MEePeKPecTHOW NPOBEpKM:
[ 0.75 0.8 0.667]

[IpuMepsl He HYKHO COPTUPOBATh IO TIPYIIAM, Mbl CAEJAIH ITO B
WJLTIOCTPATUBHBIX 11eJX. PazOuenns, BblYMCAseMble Ha OCHOBE 9TUX METOK,
MMOKa3aHbl Ha puc. 5.4.

BuaHo, 4TO NpH BBHIIOJHEHUM Pa3OUeHMM KaKaas IPyIa I[IOJHOCTHIO
nomnazaer gubo B obydaronuii Habop, 1160 B T€CTOBbII HAOOP:
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In[16]:
mglearn.plots.plot_label_kfold()

LabelKFold
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Puc. 5.4 Pa3buneHune Ha ocHoBe MeTOK rpynn ¢ nomoLubto GroupKFold

B 6ubmmoreke scikit-learn ectb u gpyrue crparernu pa3bnueHus: JaHHbIX
JUIS  TIEPEKPECTHON IIPOBEPKHU, KOTOpbIE IPEAIoJaraioT eie OoJibliee
pasHooOpasrie BapUaHTOB MWCIIOJIb30BaHUs (BbI MOKeTe HalWTH UX B
DVKOBOJICTBE _T10Jib30BaTesid 110 scikit-learn). OpHako cTaHaapTHbIe
ctparerun KFold, StratifiedKFold u GroupKFold Ha cerogHsIIIHUI J€Hb
HCTIOJIb3YIOTCS Yallle BCero.

PelwetdaTbin NONCK

Temepn, Korga Mbl 3HaeM, KaK OI€HHBATHh OOOOIIAIOIIYI0 CIOCOOHOCTD, MBI
MOKEM C/IeJIaTh CAeAYIOIIMI IIar W YJAYYIIUTh 0000IIANyi0 CIIoCOOHOCTD
MOJIeJIN, HACTPOUB ee mapaMeTpsl. B rmaBax 2 u 3 Mbl 06CY KA HACTPOUKI
IapaMeTpoOB Pa3JINYHBIX aIrOpUTMOB B scikit-learn, omHako Ba)KHO MOHATH
co/lepKaTeJbHBIE  CMBICJT 3TUX IapaMeTPOB, TIPeXJe YeM TbITaThCs
KOpPpeKTHUpoBaTh nX. [lonck onTUMaIbHBIX 3HAYEHUI KJIIOUEBBIX MTapaMeTPOB
Mojienn (TO ecTh 3HAa4YeHMi, KOTOpPbIe AAal0T HAWJYUYNIYI0 OOOOIIAMIIYIO
CII0OCOOHOCTD ) SBJISIETCS CJIOKHOM 3ajadeil, HO OHa 00s3aTeJbHa MOUTH JIJIsT
BCeX Mojesiell ¥ HabOpoB AaHHbIX. II0CKOIbKY MOMCK ONMTUMAIbHBIX 3HAUCHUI
apaMeTpoB  SBJISIETCST  OOIepacIpOCTPAaHEHHON — 3ajadeil, OMOIMOTEKA
scikit-learn mpezasaraeT cTaHAapTHBIE METO/IbI, TIO3BOJISIONIAE PENIUTDH ee.
Hawnbosee 4acto MCHOMB3YEMBII METOA — 9TO pemierdarsidi mnouck (grid
search), KOTOpPBIIl TI0O CYyTH SIBJISIETCS IIOMBITKOI IepeOpaTh BCe BO3MOKHBIE
KOMOMHAIMK WHTEPECYIONINX ITapaMeTPOB.

PaccmorpuMm  mpuMmenenne saepHoro Metoga SVM ¢ gaapom  RBF
(paauaabHOl 6asucHOI (PyHKIMEN), pearn3oBaHHOrO B Kiacce SVC. Kak MbI
y’Ke TOBOPUJIM B TJiaBe 2, B SIIEPHOM METO/le OTIOPHBIX BEKTOPOB €CThb J[Ba
Ba)KHBIX TIapaMeTpa: IUPWHA g7pa gamma W TapaMmeTrp perynaspusainuu C.
[lonyctuM, Mbl XOTUM HOHpO6OBaTb 3HaueHud 0.001, 0.01, 0.1, 1, 10 u 100
g mapaMmerpa C m TO Ke camoe /s MapaMerpa gamma. Ilockosbky Ham
HY’KHO TIOITPOOOBATD MIECTh PA3JNYHBIX HACTPOEK it C U gamma, MOJIy4aeTcst
36 koMOMHAIMI IapaMeTpoB B I[eJoM. Bce BO3MOKHBIE KOMOMHAIIMU
dbopmupyror Tabsauily (KOTOPYIO ellle Ha3bIBAIOT PENIETKON WM CETKO)
HacTpoek mapameTpoB /i SVM, Kak 1oKa3aHo HUXKe:
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gamma=0.001 SV((C=0.001, gamma=0.001) SVC((=0.01, gamma=0.001) SV((C=10, gamma=0.001)
gamma=0.01 SV(((=0.001, gamma=0.01)  SV(((=0.01, gamma=0.01) ... SV{(C=10, gamma=0.01)

gamma=100 SV(((=0.001, gamma=100)  SVC((=0.01, gamma=100) ... SV((C=10, gamma=100)

[ 1pOCTON peweTHaTbl NONCK

Mbl MoOxeM peasiM30BaThb IMPOCTOM pelieTdyaTblid  IMOUCK C  ITOMOIIBIO
BJIOKEHHBIX IMKJIOB for 1o AByM mapamerpaM, oOy4asi ¥ OIICHUBas
KJacCuUKATOP JJIsT KaK10i KOMOMHAIIVM:

In[18]:
# peannzaynsa HamBHOro peweTyaToro MoMcKa
from sklearn.svm import SVC
X_train, X_test, y_train, y_test = train_test_split(
iris.data, iris.target, random_state=0)
print("Pa3mep obyvawwero Habopa: {} pasmep TecToBoro Habopa: {}".format(
X_train.shape[0], X_test.shape[0]))

best_score = 0

for gamma in [0.001, 0.01, 0.1, 1, 10, 100]:
for C in [0.001, 0.01, 0.1, 1, 10, 100]:
# 4019 Kaxgovi KoOMOuHaumu napamMeTpos obyyaem SVC
svm = SVC(gamma=gamma, C=C)
svm.fit(X_train, y_train)
# oyennBaem kavectBo SVC Ha TecToBomM Habope
score = svm.score(X_test, y_test)
# ec/m rosy4aem Haniyduwee 3HAYEHNE [PABUIIbHOCTH, COXPAHAEM 3HAYEHUE W [13PaMETPsI
if score > best_score:
best_score = score
best_parameters = {'C': C, 'gamma': gamma}

print("Haunyuywee 3Hayenue npaBuabHocTu: {:.2f}".format(best_score))
print("Haunydyuwne 3Hayenua napameTtpoB: {}".format(best_parameters))

Out[18]:

Pa3mep oby4yawuero Habopa: 112 pa3mep TecToBoro Habopa: 38
Haunydyuee 3HayeHue npasuibHOCTU: 0.97

Hannyyume 3HadeHnsa napametpos: {'C': 100, 'gamma': 0.001}

OnacHOCTb Nepeoby4eHns: NapamMeTpos 1 NPOBepOYHLIA HAabop

AdHHbBIX

[TosyuuB Takoii pe3ybTaT, Mbl MOTJTH ObI TIOAAATHCS UCKYIIEHUIO U 3asIBUTD,
9TO HAILIM MOJENb, KOTOpast naet 97 %-Hyto MpaBUJILHOCTD Ha HalleM Habope
nanubix. OIHAKO 3TO 3asiBIeHNE MOKET ObITh YPE3MEPHO ONTUMUCTUYHBIM
(M TIPOCTO HEBEPHBIM) TIO CJIEAYIOIIeN IPUYIHE: MbI TIepebpain MHOKECTBO
3HAYeHUIl TTapaMeTPOB U BBIOpAM Ty KOMOWHAIMIO 3HAYEHUIT, KOTOpAs JaeT
HAWJIYYIYIO TIPABUILHOCTh HA TECTOBOM HAabOpe, HO 3TO BOBCE HE O3HAUYAET,
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4TO Ha HOBBIX JAHHBIX MbI ITOJIyYUM TaKoe K€ 3HaueHue IIPAaBUIbHOCTH.
IToCKOJIBKY MBI UCIIOJIB30BAIA TECTOBBIN HAOOP /I HACTPOIKU IIapaMeTpoB,
MbI OOJIBIIIE HE MOKEM HCIIOJb30BaTh €ro IS OIEHKH KauyecTBa MOJENN. ITO
Ta JKe camasd IIPUYMHA, 110 KOTOPOM HaM M3HAYaJbHO HYKHO pa3OMBaTh
JaHHBbIE Ha 0OyYalOIIMil U TeCTOBBIA HaOOphI. Temeps 751 OIEHKN KadecTBa
MOZIe/IM HaM HeOoOXOAMM He3aBUCHUMBIA HabOp JaHHBIX, TO €cThb Habop,
KOTOPBIII He KCIIOJIb30BAJICS JJIsI MOCTPOEHUs] MOJENU M HACTPOUKU ee
apaMeTpoB.

OnuH 13 cr1ocoO0B PEIIeHUs 9TOM MPOOIEMbI 3aK/II09aeTCsS B TOM, YTOObI
pasOuTh JaHHBbIE elle pa3, TaKUM o00pasoM, MbI IIOJydaeM TP Habopa:
oOywaromuii ~ HabGoOp I IOCTPOEHUs]  MOJEIH,  IIPOBEPOYHBIIL
(BaJMAAIIMOHHBIN) HAaObOp Ui BBHIOOpPA IApaMEeTPOB MOJENN, a TaKxKe
TECTOBBII HAOOP JIJISI OLIEHKU KadecTBa paboThl BLIOPAHHBIX MTapaMerpos. Puc.
5.5 moKa3bIBaeT, KaK 3TO BBITJISAINT:

In[19]:

mglearn.plots.plot_threefold_split()
obyyvatowmii Habop NpoBEpPOYHbIN Habop TecToBbIl Habop
MoAaroHka moaenu OT60p NapameTpoB OueHka KayecTBa

Puc. 5.5 TpoinHoe pa3bneHne gaHHbIX Ha oby4atowmin Habop,
NpoOBEPOYHbIV Habop 1 TeCToBbIN Habop

IToce BBIOOpa HAWIYYIINX IIAPAMETPOB C IIOMOIIBIO ITPOBEPOUYHOTO
Habopa TIPOBEPKH, MBI MOXKEM 3aHOBO ITOCTPOUTH MOJIENb, HCIIOIb3YsI
HaliJleHHbIe HACTPONKH, HO Telepb Ha OCHOBE OObEIMHEHHBIX OOYyYAIONINX U
IIPOBEPOUYHBIX JAHHBIX. TakuM 00pa3oM, MbI MOKEM WCIIOJb30BaTh IS
MIOCTPOEHUS MOJIeTM MaKCUMaJbHO BO3MOXKHOE KOJHWYECTBO JaHHBIX. IJTO
MIPUBOJUT K CJEAYIONIeMY TTIPOTPAMMHOMY KOZY:

In[20]:
from sklearn.svm import SVC
# pazbuBaem fJaHHbIE HE O06YYawinyi+IpOBEPOYHbINI HAOOP U TECTOBbIN HAOOP
X_trainval, X_test, y_trainval, y_test = train_test_split(
iris.data, iris.target, random_state=0)
# pazbuaem o6y4awunii+npPOBEPOYHbI HAOOP HA 0OYYawuymuii 1 POBEPOYHbINI HAOOPbI
X_train, X_valid, y_train, y_valid = train_test_split(
X_trainval, y_trainval, random_state=1)
print("Pa3mep obyuvawwero Habopa: {} pasmep npoBepoyHoro Habopa: {} pa3smep TecToBoro Habopa:"
" {}\n".format(X_train.shape[0], X_valid.shape[0], X_test.shape[0]))

best_score = 0

for gamma in [0.001, 0.01, 0.1, 1, 10, 100]:
for C in [0.001, 0.01, 0.1, 1, 10, 100]:
# Q19 Kaxgor KoMmbuHayuu napametTpos obydyaem SVC
svm = SVC(gamma=gamma, C=C)
svm.fit(X_train, y_train)
# oyennBaem kayectBo SVC Ha TecToBoMm Habope
score = svm.score(X_valid, y_valid)
# ecam oNy4aem HAUMYYWEE 3HIYEHNE IIPABUIbHOCTH, COXPAHAEM 3HAYEHUE W 3PAMETPsI
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if score > best_score:

best_score = score

best_parameters = {'C': C, 'gamma': gamma}
# 33HOBO CTPOUM MOJE/b H3 HABOPE, MMOJYYEHHOM B DE3Y/IbTATE OObEAUHEHNA O00YY3nuNX
# U POBEPOYHBIX [AHHBIX, OLEHNBAEM KAYECTBO MOJE/IM HA TECTOBOM HAbope
svm = SVC(**best_parameters)
svm.fit(X_trainval, y_trainval)
test_score = svm.score(X_test, y_test)
print("/lyyuee 3HayeHMe MpaBUNLHOCTM Ha MpoBepo4yHOM Habope: {:.2f}".format(best_score))
print("Haunyyuwne 3HayeHua napameTpoB: ", best_parameters)
print('"MpaBuabHOCTbL Ha TecToBOM Habope C Hauaydwumm napametpamm: {:.2f}".format(test_score))

Oout[20]:

Pa3mep obydvawuero Habopa: 84 pa3mep npoBepo4HOro Habopa: 28 pa3smep TecToBoro Habopa: 38
Jlyduee 3HayeHMe NPaBMALHOCTW Ha NpoBepoyHoM Habope: 0.96

Hannydywne 3HayeHus napametpoB: {'C': 10, 'gamma': 0.001}

MpaBMAbHOCTbL Ha TECTOBOM Habope C Hawayvwumn napameTpamu: 0.92

Jlyuliiee 3HaueHue IMPaBUJIBHOCTA Ha IIPOBEPOYHOM HAOOpPE COCTaBJISIET
96%, 4YTO HEMHOro HIKEe 3HAYeHUS IIPAaBUJIBHOCTH, ITOJIYYEHHOTO JIJIst
TECTOBOTO Habopa paHee, BEPOSITHO, M3-3a TOTO, YTO MBI KCIIOJIb30BAIN
MeHbIlle JaHHBIX I obOyueHust Mozenn (pasmep X_train rtemepb cran
MEHBIIIE, ITOCKOJIbKY 4TO MbI Pa30WIM Haml HabOp JAaHHBIX ABaxKabl). OmHAKO
3Ha4YeHNMe I[PaBUJIBHOCTH Ha TEeCTOBOM Habope, 3HaueHHe, KOTOPOE
MOKa3bIBaeT PeaJbHYI0 0000INAOIYI0 CIIOCOOHOCTh — CTAJIO ele Hike, 92%.
Takum 06pazoM, MbI MOKEM YTBEP:K/IATh, UTO IPABIIBHOCTD KIaCCH(PUKAIIHI
HOBBIX JIAHHBIX cocTaBJiseT 92%, a He 97%, Kak Mbl fymMmanu paHee!

Hanmuume pasamumii MeKAy OOydYaioimM, MIPOBEPOYHBIM M TECTOBBIM
HaboOpaMHu KMeeT WPUHIUINAJBHO BakKHOE 3HAaYeHWe IS IIPUMEHEHMS
METOZOB MAIIUHHOTO 0OydeHus Ha TpakTuke. JI1060il BBIOOD, CleaHHBIIH,
HUCXOAsT W3 TPAaBUJIBHOCTH Ha TECTOBOM Habope, <«CAWBAEeT» MOJEIN
undopmanuio TecroBoro Habopa. IlosToMy BaKHO UMETh OTIEIbHbBIN
TECTOBBINI Ha0OpP, KOTOPBIN WCIIOJIB3YETCS JIUIIb JJII WTOTOBON OI[€HKH.
Ocy1ecTBIeHNEe BCErO PasBeJOYHOr0 aHaIu3a U 0TOOPA MOJENN C TOMOIIBIO
KOMOMHAIMKA O0yYaloIero M IIPOBEPOYHOTO HAOOPOB U pe3epBHPOBAHIE
TECTOBOrO HabOpa [IT WTOTOBOM OIIEHKU SBJISIETCS XOPOIIEH IPaKTHKOIL.
JlaHHas TTpaKTHKa SBJSETCS BEPHOU Jake IMPU IIPOBEIEHUM Pa3BeIOYHON
Busyaymsanuu. CTporo roBops, OIleHKAa KadecTBa MOJeJeid U BhIOOD
HAWJIy4Ilell M3 HUX C ITOMOIIbI0 TECTOBOTO HaOOPa, MCIOJIb3YIOMIEroCs st
orbopa IapaMeTpoB, IPUBEIET K YPE3MEPHO ONTUMUCTUYHON OIIEHKE
MPaBUJIBHOCTH MOJIEJIN.

PelueTHaTHbIA NOUCK C NepekpecTHOW NPOBepKOW

XOoTs TOJABKO 4YTO PACCMOTPEHHBIA HaMU MeToJ pa3OMeHus JaHHBIX Ha
00y4YaroIIil, IIPOBEPOYHBI ¥ TECTOBBIA HAOOPHI SABJISETCS BIOJHE PAbOUMM
U OTHOCHUTEIbHO IIMHPOKO WCIIOJIb3YEeMbIM, OH BeCchMa YYBCTBUTEIEH K
IPABUJIBHOCTH Pa30MEeHNs JaHHBIX. B3ryIgHyB Ha BBIBOJ, IIPUBEIEHHBIN IS
IPeAbIAYIEro (pparMeHTa MPOrpaMMHOTO KO/, Mbl BUUM, 4To GridSearchCV
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BBIOpAJI B KayecTBe JIy4lIuxX mmapamerpoB 'C': 10, 'gamma': 0.001, Torma
KaK BBIBO/I, IPUBEICHHBIN JIJIST IIPOTPAMMHOIO KOJIa B MPEAbIAYIIEM pasaere,
coobIaeT HaM, 4YTO HAWJIYYIIUMU IapaMmerpaMmu spjsgiores 'C': 100,
'gamma': 0.001. /g gyyimen OneHKH obobIIamIeil cCItocOOHOCTH BMECTO
OMIHOTO pa30MeHus JaHHBIX Ha OOYYalOIUil U IIPOBEPOYHBIN HAOOPHI MBI
MOKE€M BOCIIOJIb30BaThCsl IE€PEKPECTHOM IPOBEPKOW. Ternepb KadyecTBO
MOJIEJIM  OILICHUBACTCS I KaKAOM KOMOWHAIIMU mapaMeTpoB 10 BCEM
paB6I/IeHI/IHM IepeKpecTHOl MPOBEPKU. ITOT METOJ MOXKHO Peajn30BaTh C
IIOMOII[IO CJEAYIOIIETO IIPOrPaMMHOTO KO/Ia:
In[21]:
for gamma in [0.001, 0.01, 0.1, 1, 10, 100]:
for C in [0.001, 0.01, 0.1, 1, 10, 100]:

# 419 Kaxgovi KoMbumHayuu rnapameTpos,

# oby4yaem SVC

svm = SVC(gamma=gamma, C=C)

# BbI[IOJIHAEM [MEPEKPECTHYH MPOBEPKY

scores = cross_val_score(svm, X_trainval, y_trainval, cv=5)

# BbIYNCIAEM CPEAHINW P3BUIbHOCTL MEPEKPECTHON [1POBEPKM

score = np.mean(scores)

# ecimn rnojsydaem Jydwee 3Ha4YeHmne [1paBuibHOCTU, COXPAHAEM 3H3YeHue U napameTpbl

if score > best_score:

best_score = score
best_parameters = {'C': C, 'gamma': gamma}

# 33HOBO CTPOuM MOJEIb H3 HAboOpe, MOJYYEeHHOM B pPE3Y/IbTATE
# OEBEAI/IH&’HMH 05yqam//4x n 1IPOBEPOYHbIX A3HHbIX

svm = SVC(**best_parameters)
svm.fit(X_trainval, y_trainval)

YT0OBI € TOMOIIBIO TATHOJOYHON IEPEKPECTHON IPOBEPKU OIEHUTD
npaBuabHOCT SVM 111l KOHKPETHOI KoMOMHaIuy 3HadeHnii C U gamma, HaM
HeoOxoanuMo o0yunth 36*5=180 mozeneir. Kak BbI moHHMMaeTe, OCHOBHBIM
HEJIOCTAaTKOM MCIIOJIb30BAHUS IePEKPEeCTHON IPOBEPKU SBJISETCS BpeMs,
KOTOpoe Tpebdyercst st 00yUeHHsT BCeX 9TUX MOJIEJIEN.

Cuoenytontast Busyanusarust (puc. 5.6) MOKa3bIBaeT, Kak B MPEABIAYIIEM
IPOTPAMMHOM KOJI€ OCYIIECTBJISIETCST BLIOOP ONTUMABHBIX [TAPAMETPOB:

In[22]:
mglearn.plots.plot_cross_val_selection()
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gamma: 0.01, & 1}
gamma: 0.1, C: 1

Parameter settings

Puc. 5.6 Pe3ynbTaTtbl peluetyaTtoro novcka ¢ nepekpecTtHom npoBepKomn

Jlasg kaxpoil KoMOMHAIMK 3HadeHnil C U gamma (37ech IOKa3aHa JIVIIb
4acTh KOMOMHAIUI ) BBIYMCJISIIOTCS [ITh 3HAYEHUI IIPABUJIBHOCTH, 110 OJHOMY
IUIS KaKIOro Pa3OMeHMsl B IIEPEKPECTHON IPOBepKe. 3areM s KaKIoi
KOMOMHAIUK TIapaMeTPOB BBIYKCJSETCS CpelHee 3HauyeHue TPaBUIbHOCTU
IePEeKPeCTHON MpoBepKu. B mrore BhIOMpaercss KOMOMHAIIAS ¢ HanOOJIbIIEl
CpeIHell MPaBUIBHOCTBIO IIEPEKPECTHON ITPOBEPKU M OTMEYAETCS KPYKKOM.

Kak MBI ysKe TOBOPHWJIM paHee, IepPeKPecTHast MPOBEPKa — 9TO CIIOCO0
OIIEHUTDh Ka4eCTBO PabOTHI KOHKPETHOTO aJITOPUTMa Ha ONpeIeIeHHOM
Habope maHHBIX. OHAKO OHA YacTO WCIIOJb3YETCS B COYETAaHUU C
METO/IaMM TIOMCKA MTapaMeTpoB THUIIA peleTdyaTHoro noucka. Ilo atoi
NpUYMHE MHOTHE JIIOJW B Pa3rOBOPHON pedyu 1107 TEPMUHOM
nepekpectaas — npopepka  (cross-validation) 110/IpPa3yMeBatoOT
peleTyaTbiii TOUCK C IepeKPeCcTHON MTPOBEPKO.

OO6muuii mporecc pa3dOMEHKsT AAHHBIX, 3allyCKa PEIIeT4aToro IMOMCKa, a
TaKyKe OIIeHKM MTOrOBBIX ITapaMeTPOB IOKa3aH Ha puc. 5.7:

In[23]:

mglearn.plots.plot_grid_search_overview()
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Cetka Habop }

napamMmeTpoB AaHHbIX
MepekpecTHas Ob6yuarouwne TecToBbIe
npoBepkKa AaHHble HAaHHble
Haunyuwwne 5 3aHOBO 00Oy4eHHas 5 WtoroBas
napameTpbl mopaenb oLeHKa

Puc. 5.7 lNpouecc otbopa napaMmeTpoB 1 OLEHKM MOAEeNN
¢ nomoubto GridSearchCV

[TockombKy pelieTyaTbiii MOUCK C TEPEKPECTHOU HPOBEPKON SBJISIETCS
BeChMa PaCIPOCTPAHEHHBIM METOIOM HACTPOMKHU IapaMeTpoB, OMOJIMOTEKa
scikit-learn mnpezanaraetr kmaacc GridSearchCV, B KOTOpOM penieT4aTblid
MOWCK Peajn30BaH B BHAe MoAeIH. UTOObI BOCIOJb30BATHCS KJIACCOM
GridSearchCV, chayama HeoOXOAUMO yKa3aTh WMCKOMbIE [apaMeTphl C
MOMOIIbIO coBapst. GridSearchCV mocTpour Bce HEOOXOIMMBIE MOJIETIH.
Kitouamu cioBapst SBASIOTCS MMeHA HaCTpanuBaeMbIX ITapaMeTpoB (B JJaHHOM
caydae C 1 gamma), a 3HAUEHUSIMU — TeCTUPYyeMble HACTPOWKHU IapaMeTpOB.
[Tepebop 3Hauenuii 0.001, 0.01, 0.1, 1, 10 u 100 a1 C U gamma Tpedyer
cJ0Bapsl CJeyIollero BUa:

In[24]:
param_grid = {'C': [0.001, 0.01, 0.1, 1, 10, 100],
'gamma’': [0.001, 0.01, 0.1, 1, 10, 100]}

print("Cetka napametpoB:\n{}".format(param_grid))

Oout[24]:
CeTKa napameTpoB:
{'C': [0.001, 0.01, 0.1, 1, 10, 100], 'gamma': [0.001, 0.01, 0.1, 1, 10, 100]}

Termepbp MBI MOKEM €O3/1aTh 9K3eMILIAp KJacca GridSearchCV, mepenas
Moziesb (SVC), ceTKy MCKOMBIX TTapaMeTpoB (param_grid), a Takike cTpaTernio
MEePEKPECTHON TPOBEPKH, KOTOPYIO MBI XOTUM HWCIIOJb30BaTh (JOIYCTUM,
IATHOJIOYHYIO CTPaTU(UIMPOBAHHYIO TIEPEKPECTHYIO TPOBEPKY ):

In[25]:

from import GridSearchCV
from import SVC

grid_search = GridSearchCV(SVC(), param_grid, cv=5)

284



BMmecro  pasOuwenmsi Ha  OOydYaloIMii ¥ IIPOBEPOYHBIE  HAbOD,
MCITOJIb30BAHHOTO HaMu paHee, GridSearchCV 3amycTUT TEPEKPECTHYIO
npoBepky. OpHaKO HaM I[O-TIPEKHEMY HYKHO pPas3lenTh [TaHHbIE Ha
OOyJamIuii ¥ TEeCTOBbIi HAOOPBI, YTOOBI M30eXKaTh IEPeOOyUEHNs
apaMeTPOB:

In[26]:
X_train, X_test, y_train, y_test = train_test_split(
iris.data, iris.target, random_state=0)

Cosmannbiii HaMmu 00beKT grid_search anajormyen kiaccu@uKaTopy, Mol
MO’KEM BBI3BaTh CTaHAApTHBIE MeTobl fit, predict u score or ero mmenn.”!
Opnnako, korna Mbl BbidbiBaeM fit, oH 3amyckaer mepekpecTHYIO IMPOBEPKY
JUTST KasKI01 KOMOMHAIINY TTapaMeTPOB, YKa3aHHBIX B param_grid:

In[27]:
grid_search.fit(X_train, y_train)

ITporecc moaronkn obbekTa GridSearchCV Bkiroyaer B cebst HE TOJBKO
MOMCK JIYUYIIIUX TTapaMeTPOB, HO U aBTOMAaTHUYeCKOe ITOCTPOEHKE HOBOW MOJIen
Ha BceM oOyuaioiieM Habope AaHHBIX. [/t ee TOCTPOEHUST MCIOJIb3YIOTCS
napaMeTpbl, KOTOpble  [al0T  Hawujyulllee 3HAuYeHWe  IPABUIbHOCTU
nepekpecTHol mpoBepku. [loaTomy mporiece, 3amyckaeMblii BBI30BOM MeETO/Ia
fit, oKBHMBaJeHTEeH IporpaMMmHOMY Koay In[21], KoTopsIii MbI Bujenn B
Hauayse aToro pasgena. Kimacc GridSearchCV mpemsiaraer odeHb yAOOHBIN
unrtepdeiic 11 paboThl ¢ MOIENbIO, HCIOIb3ysT MeToabl predict u score.
Yto6bI OIEHUTH O060OIIAMIYI0 CIIOCOOHOCTh HAMIEHHBIX HAWIYYIINX
1apaMeTpoB, Mbl MOKE€M BbI3BaTh METOJ SCOTe:

In[28]:
print('"MpaBunbHoCcTb Ha TecToBoMm Habope: {:.2f}".format(grid_search.score(X_test, y_test)))

Out[28]:
MpaBMILHOCTb Ha TecToBoM Habope: 0.97

BoiOpaB mapaMeTrpnl € I[IOMOINBIO  IIEPEKPECTHON  IIPOBEPKU, MBI
(daKTUYeCKr HalId MOJEIb, KOTOpasd HOCTHraeT NpaBuabHOCTH 97% Ha
TecToBOM Habope. [JIaBHBIII MOMEHT 3716Ch B TOM, YTO MbI HE HCIIOJIb30BAJIH
TeCTOBbIF Habop st orbopa mapamerpoB. Haiiennasg koMmOuHAIMSA
IapaMeTpoB COXpaHsercs B arpubyTe best_params_, a Hauydlee 3HaYeHUE
[PAaBUJBHOCTH  I[I€PEKPECTHOI  HPOBepKU  (3HAYeHUE  IIPABUJIHHOCTH,
YCPEAHEHHOE 110 BCeM PasOMeHusIM I JaHHOH KOMOMHAIMY [apaMeTPOB) —
B arpubyTe best_score_.

3! Monenb scikit-learn, KoTopas co3maeTcsi ¢ MOMOIIBIO APYTOii MOJe/IM Ha3blBAeTCsl MeTamogebio (meta-
estimator). GridSearchCV sBistercs Hanbojiee YacTO HUCIOJNb3YyEeMOIl MeTaMOJIeIblo, HO 00 3TOM MbI
IIOTOBOPUM TIO3KE.
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In[29]:

print("Haunyyuwve 3Hayenua napameTpoB: {}".format(grid_search.best_params_))
print("Haunyywee 3HayeHne KpocCcC-Bannpal. NPaBUIbHOCTK:
{:.2f}".format(grid_search.best_score_))

Out[29]:
Hannydywne 3HayeHus napametpoB: {'C': 100, 'gamma': 0.01}
Hannyywee 3Ha4veHue KpoccC-Banuaay. npaswuabHocTu: 0.97

Onsath ke, 6yabTe OCTOPOKHBL, YTOOBI He IepenyTaTh best_score_ co
3HaueHHeM  00oOmamIeil  CIoCOOHOCTH — MOJAENH,  KOTOPOe
BBIUMCJISIETCS Ha TECTOBOM HabOpe ¢ IMOMOIIbI0 MeToja score. Mero
score (OIIEHUBAIONIMII KAuyecTBO Ppe3yJbTaToOB, IOJYYEHHBIX C
noMolIbio MeTozfa predict) ucrosb3yer MOJeJb, [TOCTPOCHHYIO HA
BceM  oOywaomeM Habope gadHpIx. B arpumbyre best_score_
3aIlMChIBAETCSI CPENHSs IPAaBUIBHOCTD IEPEKPECTHOM MpoBepKu. s
ee BBIUMCJIEHUS] UCIOJIb3YETCs MOJIE/Ib, IOCTPOEHHAS Ha 00yYaloleM
HAbope IIePeKpPecTHON IIPOBEPKH.

B psazge ciaydaeB BaM HeoOXOAUMO OyIeT O3HAKOMHUTHCS C IOJYYEHHOIL
MOJIEJIbIO, HAIPUMEp, B3MJASHYTh Ha KOI(MAUIMEHTH WAX BaXKHOCTU
npusHakoB. IlocMOTpers HaMIydIIyio MOJENb, IOCTPOEHHYI0 Ha BCEM
obyuatorieM Habope, BBI MOJKETE C TIOMOIIbIO aTprbyTa best_estimator_:

In[30]:
print("Hannyuywasa mogenb:\n{}".format(grid_search.best_estimator_))

Out[30]:

Hanny4dwasa mogenn:

SVC(C=100, cache_size=200, class_weight=None, coef0=0.0,
decision_function_shape=None, degree=3, gamma=0.01, kernel='rbf',
max_1iter=-1, probability=False, random_state=None, shrinking=True,
tol=0.001, verbose=False)

ITockoabKy grid_search yske cam 1mo cebe BKJOuaeT MeTozabl predict u
score, WCIIOJb30BaHWe best_estimator_ /g mosydyeHWs IPOTHO30B U
OIEHKN KauyecTBa MO He TPeOyeTcsl.

AHaAN3 pe3yALTaTOB NepekpecTHOW NPOBepKu
Yacro ObIBaeT IOJIE3HO BU3YAJU3UPOBATh PE3YJIbTAThl  IIEPEKPECTHOIN
MPOBEPKHU, 4TOOBI TIOHATH, Kak oboOIamn@as CIocoOHOCTh 3aBUCUT OT
HUCKOMBIX I1apaMeTpoB. IIOCKOJIBKY BBIIOJHEHME PENIeTYaToro IOKMCKa
JIOBOJIBHO 3aTPaTHO C BBIYMCJUTEIbHON TOUKM 3DPEHUs, IeJ1eco0OpasHo
HAauMHATh TIOMCK C IIPOCTOI M HEeOOJBIION CETKU IapaMeTpoB. 3aTeM Mbl
MOKEM  IIPOBEPUTHh  Pe3yJbTaThl PEIIeTYATOr0 IIOMCKA, WCIIOJIb30BAB
[EPEKPECTHYIO TPOBEPKY, U, BO3MOKHO, PACIIUPUTH HAIIl TIOUCK. Pe3yIbTaThl
PeIIeTYaToOr0 IOMCKAa MOKHO HailTh B aTpubyre cv_results, KOTOPBIii
SBJISETCS CJIOBapeM, XPaHAIN[UM BCe HaCTPOMKM Moncka. Kak Bbl MoxKere
VBUJETh B BbBIBOJIE, IPUBEIEHHOM HIKE, CJIOBaph COIEPKUT MHOKECTBO
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JeTtajiedl U MpUuHUMaeT bosee IPUBJIEKATEJIbHBIN BUJI TTOCJIE Hp606paSOBaHI/IH
B naH/1acoBcKUu DataFrame.

In[31]:

import as

# npeobpa3yem B DataFrame

results = pd.DataFrame(grid_search.cv_results_)
# rokassiBaemM repsBse 5 CTpok
display(results.head())

Out[31]:
param_C param_gamma params mean_test_score
0 0.001 0.001 {'C': 0.001, 'gamma': 0.001} 0.366
1 0.001 0.01 {'C': 0.001, 'gamma': 0.01} 0.366
2 0.001 0.1 {'C': 0.001, 'gamma': 0.1} 0.366
3 0.001 1 {'C': 0.001, 'gamma': 1} 0.366
4 0.001 10 {'C': 0.001, 'gamma': 10} 0.366
rank_test_score splitO_test_score splitl_test_score split2_test_score
0 22 0.375 0.347 0.363
1 22 0.375 0.347 0.363
2 22 0.375 0.347 0.363
3 22 0.375 0.347 0.363
4 22 0.375 0.347 0.363
split3_test_score splitd_test_score std_test_score
0 0.363 0.380 0.011
1 0.363 0.380 0.011
2 0.363 0.380 0.011
3 0.363 0.380 0.011
4 0.363 0.380 0.011

Kaxnmas crpoka B results COOTBETCTBYET OJHOW  KOHKPETHOM
KOMOMHAIMKA mapaMeTpoB. /JlIs Kakaoil KOMOWHAIIMM — 3aIHCHIBAIOTCS
pe3yJbTaThl BCeX PpasOMeHUil MepeKPecTHON IIPOBEPKHU, a TaKyKe CpeHee
3HaueHNe U CTaHAApTHOE OTKJIOHEHHE 10 BceM pas3bmeHusM. I10CKOIbKY MbI
OCYIIIECTBJISLIM TTIOMCK Ha OCHOBE JIBYMEPHOU ceTKM napaMmeTpoB (C 1 gamma),
HAMJIYYIIUI CII0COO BU3YaIN3UPOBATh 9TOT IIPOIIECC, IIPEACTABUTD €r0 B BHUJIE
TeroBoil Kapthl (puc. 5.8). CHauaja Mbl W3BJIeYeM CpeJHUE 3HAUYEHUS
MIPaBUILHOCTH TTePEKPECTHON MPOBEPKH, 3aTeM M3MeHUM (hOpMYy MacchBa CO
3HAYEHMSIMU TaK, 4TOOBI OCH COOTBETCTBOBaIM C M gamma:

In[32]:
scores = np.array(results.mean_test_score).reshape(6, 6)

# CTpouM TernioKapry CpegHux 3HAYEeHM rnpaBujibHoCTH nepe/(pecr/-loﬁ TpoBepKu

mglearn.tools.heatmap(scores, xlabel='gamma', xticklabels=param_grid['gamma'],
ylabel="C', yticklabels=param_grid['C'], cmap="viridis")
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Puc. 5.8 Tennoas kapTa aonga ycpegHeHHOW nNpaBuibHOCTU NepekpecTHON NPOBEPKU,
BblpaXkeHHOM B BUAE byHKUMn AByx napameTpos C n gamma

Kaxmoe  3HaueHwe  TENJOBOW  KapThl  COOTBETCTBYET  cpelHel
MPaBUJIBHOCTH TIEPEKPECTHON IIPOBEPKHU JII KOHKPETHOW KOMOMHAIMN
napameTpoB. lIBeT 1epemaeT TPaBUJIBHOCTH IEPEKPECTHON ITPOBEPKU,
CBETJIble TOHA COOTBETCTBYIOT BBICOKOW TPAaBUIBHOCTH, TEeMHbIE TOHA —
HU3KOW TIPpaBUJIBHOCTU. BuaHo, uto SVC 04eHb YyBCTBUTEJIECH K HACTPOUKE
napaMeTpoB. /Jlyisg  GOJBIIMHCTBA HACTPOEK IapaMeTPOB  IPaBUJIBLHOCTH
cocrapJisieT 0KoJio 40%, 4TO JOBOJIBHO ILJIOXO; JIJISI OCTAJbHBIX MapaMeTPOB
MPaBUJIBHOCTh COCTaBJIsIeT OKOJO 96%. M3 atoro rpadumka Mbl MOXKEM
BbIHECTU HECKOJIbKO MOMEHTOB. Bo-1epBbIX, IapameTpbl, KOTOPbIE€ MbI
KOPPEKTUPOBAIN, OYE€Hb BAXHBI JIJIS TIOJy4eHUsl XOpolieil 00oOmamoIneit
criocobrnoctu. Ob6a mapamerpa (C u gamma) uMelOT OOJIBIIOE 3HAUYEHHE,
MIOCKOJIBKY X KOPPEKTUPOBKA IMTO3BOJISIET ITOBBICUTH MPAaBUIBHOCTH ¢ 40% 110
96%. Kpome Ttoro, mHTepBajbl 3HAYEHUI, KOTOPbI€ MbI BbIOpAIN JIst
apaMeTpoB, IIPEACTAB/ISIOT COOOW [Malla3oHbl, B KOTOPBIX MBI BUIUM
CyllleCTBEHHble M3MEHEeHUs pe3yabTaToB. KpoMme TOro, Ba’)kHO OTMETUTb, YTO
JIMaTIa30Hbl TTAPAMETPOB JIOCTAaTOYHO BEJUKU: ONTUMAJIbHbIe 3HAYEHUS [JIs
KaKJI0TO MapaMeTpa paciioJioKeHbl He 110 KpasiM, a 1o 1eHTpy rpaduka.

Ternepp naBaiiTe TOCMOTPUM ellle Ha HECKOJbKO TpaduKoB (TI0OKa3aHbl HA
puc. 35.9), rme pe3yabTar TMOJYYUJCS MeHee WIeAJbHBIM, ITOCKOJIbKY
JMAITa30HbI MOMCKA He ObLIM M000paHbl TPaBUIBHO:
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Anana3oHOoB noucka

In[33]:
fig, axes = plt.subplots(1, 3, figsize=(13, 5))

param_grid_linear = {'C': np.linspace(1l, 2, 6),
'gamma': np.linspace(1, 2, 6)}

param_grid_one_log = {'C': np.linspace(l, 2, 6),
'gamma': np.logspace(-3, 2, 6)}

param_grid_range = {'C': np.logspace(-3, 2, 6),
'gamma': np.logspace(-7, -2, 6)}

for param_grid, ax in zip([param_grid_linear, param_grid_one_log,
param_grid_range], axes):
grid_search = GridSearchCV(SvVC(), param_grid, cv=5)
grid_search.fit(X_train, y_train)
scores = grid_search.cv_results_['mean_test_score'].reshape(6, 6)

# CTpOUM TEnNoKapTy CPEAHUX 3HAYEHWV MPABUIIbHOCTH EPEKPECTHON MPOBEPKU
scores_image = mglearn.tools.heatmap(
scores, xlabel='gamma', ylabel='C', xticklabels=param_grid['gamma'],
yticklabels=param_grid['C'], cmap="viridis", ax=ax)

plt.colorbar(scores_image, ax=axes.tolist())

[lepBbiii TpadmK MOKa3bIBAET, YUTO HE3ABMCHMO OT BHIOPAHHBIX ITAPAMETPOB
HUKAKOTO W3MEHEHUs IPaBUJIbHOCTA He IPOUCXOJUT, BCE 3HAYCHUS
MPAaBUJIbLHOCTYU BbIJIEJIEHBI OJJHUM U TeM Ke 1BeTOM. B JJaHHOM cJiyyae 3TO
BBI3BAHO HEINPABUJIBHBIM MACIITAOMPOBAHMEM ¥ IMANa30HOM 3HAYEHUI
napameTpoB C 1 gamma. OHAKO, eciu pa3juyHble HACTPONMKU IMapaMeTPOB He
NPUBOJAT K BUAMMOMY W3MEHEHUIO TMPABUJIBHOCTH, 3TO €Ile MOXKeT
yKa3blBaThb Ha TO, YTO JAHHBII IapamMeTp MPOCTO He BaxkeH. Kak mpasuio,
CHavaJIa JIydiie 3a/aTh KpailHue 3HaYeHUsI, YTOObI IIOCMOTPETh, MEHSIETCST JIH
MIPABUJILHOCTD B Pe3yJibTaTe KOPPEKTUPOBKHU MapaMeTpa.

Bropoii rpaduk mokaspiBaeT 3HaUeHUST MTPABUJIBHOCTH, CTPYIIIIMPOBAHHbBIE
B BUJIe BepTUKAJIbHBIX ToJioc. /laHHblil (hakT ykasbiBaeT Ha TO, 4TO JIUIIb
M3MeHeHMe IapaMeTpa gamma BJUSEeT Ha ITPaBUJIBHOCTb. ITO MOKET 03HAYaTh,
qTO JJISI TTapaMeTpa gamma 3ajaHbl OoJiee MHTEPECHbIe 3HAYEHUs], YeM [IJIst

ITapaMeTpa G, aubo 310 O3HadaeT, 4TO I1apaMeTp C He BaKeH.
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Tperbsa mNaHeab IOKAa3bIBAeT W3MEHEHWS IPAaBUJIBHOCTU g 00enX
nmapamerpoB. OHAKO MBI BUIMM, YTO B JIEBOI HMKHEH YacTy rpadmKa HUYEro
UHTEPECHOTO He IMPOUCXOAUT. BeposaTHo, B OyayLieM Mbl MOKEM UCKIIOYUTDH
13 MONUCKA OYEeHb MaJible 3HadeHnd. OnruMaibHasg KOMOMHAIAA [TapaMeTPOB
HAXOJUTCS B IPABOM BepxHeM yriy. IIOCKOIbKY ONTHMAaIbHOE 3HAaYeHUe
HaXOJUTCA Ha rpanule rpaduka, MOKHO OXKHUAaTh, 4TO, BEPOSATHO, 3a
npeeaMyi 9TOU IPaHUIbl CYLMIECTBYIOT JYYIINEe 3HAYEHUS, ¥ Mbl MOIJIU ObI
W3MEHUTh Halll JMAala30H IOUCKA, YTOOBI BKJIOYUTH OOJIbIIee KOJIUYECTBO
3HAYCHUU B 3TOU 00JIaCTH.

Hactpoiika ceTKn napaMeTpoB ¢ TIOMOIIBIO IIEPEKPECTHON TPOBEPKHU — ITO
XOPOLINI CIoco0 UCCaeN0BaTh BAaKHOCTh Pa3/IM4YHbIX Iapamerpos. OpHako,
KaK Mbl yKe 00CY KIaIn paHee, 3HaYCHKS Pa3IMYHbIX IIAPAMETPOB HE JOJIAKHbI
IIPOBEPSATHCS HAa UTOTOBOM TECTOBOM HabOpe, KaueCTBO MOJEIU Ha TECTOBOM
Habope JTOKHO OLEHUBATLCA JIMIIb OJUH Pa3, KOrJa Mbl TOYHO 3HAEM, KaKYIO
MOJIeJTb XOTUM HUCIIOJIb30BATh.

SJKOHOMWYHBLIA pelleTHaThll NONCK
B HexkoTophIX ciayuasx 1mepebop BceX BO3MOMKHBIX KOMOMHAIIMI II0 BCEM
mapaMeTpaM, KOTOPBIII 0ObIYHO BbIMOIHSET GridSearchCV, He sBiseTcs
xopotei uaeeii. Hanpumep, SVC umeer napametrp kernel, U B 3aBUCUMOCTHU
OT TOTO, KaKoe SiIPO BBIOPAHO, BCE OCTAJbHBIEC ITapaMeTpbl OyAyT HMETh
COOTBETCTBYIOIIHE 3TOMY BbIOODY 3HaueHus. Eciu kernel="'1linear', Mozeb
SBJIIETCSI TUHEWHOW M UCI0JIb3yeTcs ToJIbKO napameTp C. Eciu ucnosibayercs
kernel="rbf', wucnosb3dytorcs mapamerpbl C u gamma (OAHAKO Jpyrue
rnapaMeTpbl Tuna degree He UCIOJIb3YIOTCA). B 3TOM cilyyae TOUCK 110 BCeM
BO3MOJKHBIM KoMOuHaimsaM C, gamma u kernel He uMMeeT CMBICHIA: €CIU
kernel='linear', TO gamma He WCIOJb3yeTcsI M Tepebop PasTUIHBIX
3HAYEeHMI gamma — 2TO IycTas Tpata BpeMeHn. IToObr 00paboTaTh MOJ00HBIE
«yCJIOBHBIe» mapaMeTpsbl, GridSearchCV mo3BoJisieT npeBpaTUTh param_grid B
crniacok  caoBaper.  Kaxuaplii  cloBapb B CIIMCKE  BBIAENSIETCS B
CaMOCTOSTENbHYIO CeTKYy TapaMeTpoB. BO3MOXHBIN pelieTdyaTbiii  MOUCK,
BKJIIOYAION[MI HACTPOMKM sIpa M IapaMeTpoB, MOI Obl BBITJISIIETH
CJIEYIOIIIM 00pPa3oM:
In[34]:
param_grid = [{'kernel': ['rbf'],

'c': [0.001, 0.01, 0.1, 1, 10, 100],

'gamma': [0.001, 0.01, 0.1, 1, 10, 100]},

{'kernel': ['linear'],

'C': [0.001, 0.01, 0.1, 1, 10, 100]}]
print("List of grids:\n{}".format(param_grid))

Out[34]:
List of grids:
[{'kernel': ['rbf'], 'C': [0.001, 0.01, 0.1, 1, 10, 100],
'gamma': [0.001, 0.01, 0.1, 1, 10, 100]},
{'kernel': ['linear'], 'C': [0.001, 0.01, 0.1, 1, 10, 100]}]
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B mnepBoii cerke mapamerp kernel Bcerma npuHumaer 3HayeHue 'rbf'
(oOparure BHUMaHHUe, sjeMeHT mapamerpa kernel mpescraBisier coboi
CIIMCOK eIMHUYHOU JIJINHBI), U3MEHSIOTCS 3HaUeHud Kak nmapamerpa C, Tak u
mapamerpa gamma. Bo BTtopou cerke mapamerp kernel Bcerma nmpuHMMaeT
3HaueHue linear U MoaToMy U3MeHseTcd ToabKo napameTp C. Ternepb naBaiite
IPUMEHUM 9TOT GoJiee CAOKHBIN TMONCK MapaMeTPOB:

In[35]:

grid_search = GridSearchCv(SvC(), param_grid, cv=5)
grid_search.fit(X_train, y_train)

print("Haunyyuwve 3HaveHus napameTtpoB: {}".format(grid_search.best_params_))
print("Hannyywee 3HayeHue KpoccC-BasMAal. MPaBUILHOCTH:
{:.2f}".format(grid_search.best_score_))

Out[35]:
Hannyuywee 3HayeHne napametpos: {'C': 100, 'kernel': 'rbf', 'gamma': 0.01}
Haunyywee 3HauyeHne KpoccC-Bannfal. npaBuabHOCTU: 0.97

[laBaiiTe cHOBa mocMoTpuM Ha cv_results_. Kak u ciemoBajio 0KuIaTh,
ecan kernel nmeer 3Hauenue 'linear', To MeHsieTcd TOJIBKO mapameTp C:

In[36]:

results = pd.DataFrame(grid_search.cv_results_)

# Mbl BbIBOAVM TPAHCIIOHUPOBAHHYH ra6/7m/y A4/14 J1y4dwero oroﬁpa)/(e/-////,q Ha CTpaHuye:’
display(results.T)

Out[36]:
0 1 2 3 ... 38 39 40 41
param_( 0.001 0.001 0.001 0.001 o 01 1 10 100
param_gamma  0.001 0.01 0.1 1 ... NaN NaN NaN NaN
param_kernel thf rbf thf rbf ... linear linear linear linear
params {¢:0.001, {¢0.001, {C0.001, {C0.001, ... {CO1, {C1, {10, {C: 100,
kernel- rbf,  kernel. rbf,  kernel: rbf,  kernel: rbf, kernel.  kernel.  kernel.  kemel:
gamma: gamma: gamma: gamma: 1} lineary  lineart  linear}  linear}
0.001} 0.01} 0.1}
mean_test_score 0.37 0.37 0.37 0.37 o 095 0.97 0.96 0.96
rank_test score 27 27 27 27 oo N 1 3 3
split0_test_score (.38 0.38 0.38 0.38 ... 096 1 0.96 0.96
split]_test_score 0.35 0.35 0.35 0.35 o 091 0.96 1 1
split2_test_score  0.36 0.36 0.36 0.36 ver 1 1 1 1
split3_test_score (.36 0.36 0.36 0.36 .. 091 0.95 091 0.91
split4_test_score (.38 0.38 0.38 0.38 .. 095 0.95 0.95 0.95
std_test_score  0.011 0.01 0.0M 0.0Mm ... 0033 0.022 0.034 0.034

12 rows x 42 columns
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[IpMeHeHne pas3AnNYHLIX CTpaTernn nepekpecTHoW NPoBepKn

C NOMOLLLIO peweT4aToro NoONcKa

Kak u cross_val_score, GridSearchCV wucrmoib3yer IO YMOJTYaHWUIO K-
OJIOYHYIO TIEPEKPECTHYIO IIPOBEPKY s KaaccuduKaiuu #u  Ak-OJOUHYIO
MepeKpecTHyI0 TIPOBepKYy s perpeccuu. OpHAKO TIPU  MCIOJb30BAHUN
GridSearchCV BB MoOsKeTe JONOJHUTEJIBHO Iepeaarh Jioboil reHepaTop
pasbmenus (Kak OBLIO OMKMCAaHO B paszgene <«Dbojblle KOHTPOIST HaL
IePEKPECTHON MTPOBEPKOIi») B KadyecTBe IMapaMeTpa cvV. B dacTHOCTH, YTOObI
MOJIYYUTh TOJBKO OJHO pa3bueHne Ha O0yJaIinii 1 MPOBEPOYHBI HAOOPDI, BbI
MokeTe BocnoJib3oBaTbcst ShuffleSplit mimm StratifiedShuffleSplit c
n_iter=1. /laHHag HacTpoiika MOKeT OKa3aTbCSd IIOJIE3HOW /JII O4YEeHb
6opIINX HAOOPOB JAAHHBIX WM OYEHb MEIJICHHBIX MOJEJIEH.

BAOXeHHas1 nepekpecTHas NpoBepka

B npenpiayniux mpumepax Mbl MPOILIM IIYTh OT MCIOJb30BAaHUS OJHOTO
pa3bueHnst JaHHBIX Ha OOYYarOU[Uil, IPOBEPOUYHBIN M TECTOBBIH HaOOPHI
(pasmen «OmacHOCTh TepeoOyYEeHHsT MapaMeTPOB U IIPOBEPOYHBINA HaOOP
JTaHHBIX») 70 Pa30MeHMsT AaHHBIX Ha OOYYaroNm[Uil W TECTOBBI HAOOPBI C
IIPOBeIeHEM TIEPEKPECTHON TpoBepku Ha obyuaiomeMm Habope (paszmen
«PemeryaTHplii  TIOMCK € TMEpeKpecTHOW  MpoBepkoli»). Ho  mpum
ucnosb3oBannn GridSearchCV panee ommcaHHBIM CIIOCOOOM MBI BCE €Il
BBITIOJTHSIEM BCETO JIMIID OJHO pa3dreHue Ha 00yJaloliiii 1 TeCTOBBIN HabOPHI,
YTO MOJKET MPUBECTH K MOJTYYEHUIO HECTAOMIbHBIX PE3yIbTaTOB M CTABUT HAC
B 3aBHCHMOCTH OT 3TOrO €IMHCTBEHHOIO pa30OMeHMsT JaHHBIX. MBI MOKeM
MOWTH Jajibllle U BMECTO OJHOKPATHOTO Pa3OMeHUsl MCXOMHBIX JaHHBIX Ha
0Oy4YarIMii ¥ TeCTOBbIii HAOOPhI WCIIOJH30BaTh HECKOJBKO pas3sOMeHMil
IepekpecTHOl TpoBepkU. B  pe3yibTate Mbl IOJYYUM  BJIOXKEHHYIO
nepekpectayro  npopepioii  (nested  cross-validation). Bo  BloKeHHOI
MEPEKPECTHON TIPOBEPKE HCIIOJIb3YeTCsT BHENIHWI UK 10 Pa3OMeHMsIM
JaHHBIX Ha OOydYaomuii ¥ TecTOBBIA HabOpbl I Kakaoro w3 HHUX
BBITIOJIHSIETCSL  pelieTdyaTblii MOuMcK (B pe3ysabTare 4Yero JJs KasKI0ro
pasOueHrsT BHEIIHEro IMKJAa MOKHO IOJYYUTh pPasHble HAWIYyYIlne
mapaMeTpbl). 3aTeM s KasK[JOTO BHEIIHEro pa30MeHsT BBIBOIUTCS
PaBUJBHOCTh Ha TECTOBOM HabOpe ¢ HWCIIOJb30BaHUEM HAWIYUIIIX
MapaMeTpoB.

PesysbTaTromM 3TOI TpoleAyphbl SBJSETCS HE MOJeJb WU He HaCTPOUKHU
MapaMeTpoB, a CIMCOK 3HAYEHWU MPaBUIbHOCTU. 3HAUEHUS TTPaBUIbHOCTU
YKa3bIBAIOT HaM Ha 0OOOIIAION[YI0 CIIOCOOHOCTh MOJENN C UCIIOJIb30BaHUEM
JIyUIIUX TapaMeTpoB, HAUJEHHBIX B XOjle pelreTdyaToro moucka. [Tockombky
BJIOJKEHHAs TlepeKkpecTHas IIpoBepKa He JaeT Mojiesib, KOTOPYI0 MOKHO
MCII0JIb30BaTh Ha HOBBIX JIAHHBIX, €€ PEeIKO WUCIOJb3YIOT IPU IOUCKE
MIPOTHO3HOW MOJIeNTN /IJisl IPUMEHEHNsT K HOBBIM JlaHHBIM. TeM He MeHee, OHA
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MOKeT OBITh ITOJIe3Ha JIJIsi OIeHKH PabOThl MOJAETM Ha KOHKPETHOM Habope
JTAHHBIX.

Peammn3oBarh BJOXKEHHYIO TEPEKPECTHYIO TIPOBepKY B scikit-learn
JIOBOJIbHO TIpocTo. MBI  BBI3bIBaeM cross_val_score u TIiepeflaeM eu
ak3eMIigap GridSearchCV B kauecTBe Mozenu.

In[34]:

scores = cross_val_score(GridSearchCv(SvC(), param_grid, cv=5),
iris.data, iris.target, cv=5)

print("3HayeHns NpaBMILHOCTN NepekpecTHOM npoBepku: ", scores)

print("CpeaHeee 3HayeHWe NpaBWILHOCTM MEpPEKpPeCcTHOM npoBepku: ", scores.mean())

Out[34]:
3Ha4yeHMA NPaBWIbHOCTW NepekpecTHoW npoBepku: [ 0.967 1. 0.967 0.967 1. ]
CpepHee 3HayeHve NpPaBWILHOCTU MepekpecTHow nposepkun: 0.98

Pesysbrar Hamel  BJIOKEHHOW TIEPEKPECTHOU  IIPOBEPKU  MOKHO
PE3IOMUPOBATh TaK: «Ha Habope MaHHBIX iris Momenb SVC MOKET JOCTUTHYTh
cpelHeil MpaBWILHOCTH IEPEKPecTHON mpoBepku 98%» — Hu OoJiblie, HU
MEHbIIIE.

B  manHoM  ciayyae MBI  HCHOJB30BAIM  CTPATU(PUIMPOBAHHYIO
IATHOJOYHYIO TEPEKPECTHYI0 TIPOBEPKY KakK BO BHYTPEHHEM, TaK U BO
BHelmHeM 1ukJjgax. [lockombky Hama cerka param_grid cozepxut 36
KOMOMHAINI TapaMeTpoB, OyIeT MOCTPoeHo Tiesbix 36 * 5 * 5 = 900 mozereii,
YTO JieJIaeT TMPOLeyPY BIOKEHHOU ITepeKPEeCTHON IMTPOBEPKU OYEeHb 3aTPAaTHON
C BBIUMCJMUTENIbHOU TOYKW 3peHusi. B JaHHOM cJyiyyae BO BHYTPEHHEM W
BHEIIIHEM I[MKJIaX MbI HMCIOJb30BAJN OAWH U TOT K€ TeHepaTop Pa3OMeHuii,
OMHAKO BTO He SBISIETCST HEOOXOAMMBIM YCIOBHEM U TI09TOMY JIJIsI
BHYTPEHHETO U BHEIIHEro I[MKJIOB BBl MOJKETE WHCII0JIb30BaTh JIIOOYIO
KOMOMHAIIMIO CTpaTeruili IepeKpecTHOi mpoBepku. IloHMMaHUe Ipolecca,
KOTOPBI TTPOMCXOJUT BHYTPU OJHON CTPOKH, IPUBEIEHHOU BbIIlE, MOKET
NPE/ICTABJATh  OIpe/leJIEHHYIO  CJOXKHOCTh. JlaHHBIM  mporlecc MOKHO
BU3YyaJIU3UPOBATL C TIOMONIBIO IIUKJOB for, Kak 3TO C/eJaHO B CJenyollen
VIIPOIIEHHOHN peann3aliuy MPorpaMMHOTO KOo/Ia:
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In[35]:
def nested_cv(X, y, inner_cv, outer_cv, Classifier, parameter_grid):
outer_scores = []
# [N9 Kaxgoro pa3bmeHns [aHHbIX BO BHEWHENH NEPEKPECTHON IIPOBEPKE
# (metog split Bo3Bpawaer UHAEKChI)
for training_samples, test_samples in outer_cv.split(X, y):
# HAxXo04UM Hanayquwne napameTpsl C OMOLbK BHYTDEHHEN NEPEeKPEeCTHON MPpOBEPKH
best_parms = {}
best_score = -np.inf
# urepupyem rno napameTpam
for parameters in parameter_grid:
# CcobMpaemM 3HIYEHUA MPABUILHOCTU 10 BCEM BHYTPEHHUM Pa3ONEHNAM
cv_scores = []
# urepupyem rno pazbmeHnam BHYTPEHHEN MEPEKPECTHON MPOBEPKHI
for inner_train, inner_test in inner_cv.split(
X[training_samples], y[training_samples]):
# CTPOUM KA3CCUPUKATOP C [AHHbIMU [1aPAMETPAMU HE3 BHYTPEHHEM 00yYamwuem Habope
clf = Classifier(**parameters)
clf.fit(X[inner_train], y[inner_train])
# oyeHnBaem KayecTBO HA BHYTPEHHEM TeCTOBOM HAabope
score = clf.score(X[inner_test], y[inner_test])
cv_scores.append(score)
# BbIYNC/IAEM CPEJHEE 3HAYEHME PABUIBLHOCTU 110 BHYTPEHHUM OJIOKaM
mean_score = np.mean(cv_scores)
if mean_score > best_score:
# ecam yywe, Yem npegsiayuyne, 33noMHUHAEM 3apameTpPsl
best_score = mean_score
best_params = parameters
# CTPpOUM KAACCUPUKATOP C JYHuMMU MaPAMETPAMU HA3 BHEWHEM 06yYawyem Habope
clf = Classifier(**best_params)
clf.fit(X[training_samples], y[training_samples])
# oyeHnBaeM K3aYeCTBO HA BHEWHEM TECTOBOM Habope
outer_scores.append(clf.score(X[test_samples], y[test_samples]))
return np.array(outer_scores)

Teneps gaBaiitTe IpUMEHUM 9Ty (DYHKIMIO K HAOOPY AaHHBIX iris:

In[36]:

from sklearn.model_selection import ParameterGrid, StratifiedKFold

scores = nested_cv(iris.data, iris.target, StratifiedKFold(5),
StratifiedKFold(5), SVC, ParameterGrid(param_grid))

print("3HayeHns npaBunbHOCTM nepekpecTHoin nposepku: {}".format(scores))

Out[36]:
3Ha4YeHMA NpaBWIbHOCTKU NepekpecTHow npoBepkun: [ 0.967 1. 0.967 0.967 1. ]

PacnapanneAmBaHme nepekpecTHOM NpoBepKn 1 peleT4aToro Noncka
HecMoTpst Ha TO, 4YTO BBIOJHEHWE PENIETYATOro IOMCKA C  OOJIBIINM
KOJUYECTBOM IIapaMeTpOB Ha OTPOMHBIX HabopaxX JaHHBIX  MOJKET
MIPEICTaBIATh CJIOKHOCTh C BBIYMCIAMTEIbHON TOYKM 3PeHMs, 9Ta 3ajada
SIBJISIETCST  Upe3Bbrdaiino mapaaaeabror (embarrassingly parallel). 9to
O3HA4YaeT, 4YTO IIOCTPOEHHE MOJAEIN C HCIOJb30BAaHUEM KOHKDPETHOU
HACTPONKH ITapaMeTpa JJIsT KOHKPETHOrO pa3OneHns IepeKPeCTHON TPOBEPKN
MOKET OCYHIECTBISATHCS HE3aBUCHUMO OT JAPYTUX HACTPOEK IapaMeTpPoB U
Mozeneidr. Jlanublii (pakT JenaeT pelreTyaTblii TIOUCK UM EPEKPEeCTHYIO
MPOBEPKY  WeaNbHBIMU  KaHAWJATaMU JJid  pacnapajjejuBaHus 10
HECKOJIbKMM ITPOIIECCOPHBIM SIIpaM WJIM pacTlapaljieTMBaHus Ha KaacTepe. B
GridSearchCV m cross_val _score BbI MOXeTe WCIIOJb30BaTh HECKOJHKO
MIPOIECCOPHBIX f/IeP, 3a/laB 3HaUeHue TapaMerpa n_jobs paBHBIM HYKHOMY
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KOJIMYECTBY sifiep. Bbl MoskeTe ycTaHOBUTH N_jobs=-1, 4TOOBI MCIIOIH30BATH
BCe JIOCTYIIHbIE SA/pa.

Nmeinite B Bumpy, uro scikit-learn we nozzepknBaer BJIOKEHHOCTD
napaJiirepHbIX onepanmi (nesting of parallel operations). IloaTtoMy, eci BbI
HCIIOJIb3yeTe OMIUIo n_jobs g Batieid Mojiesi (HarpuMep, AJs CJIy4aliHOTO
Jieca), Bbl HEe MOXKeTe UCI0JIb30BaTh ee B GridSearchCV s ocyiiecTBieHUs
oMCKa 1o 9Toi Momenau. IIpu pabore ¢ OonpmuMy HabOpaMy JaHHBIX U
CJIOKHBIMU MOJIC/ISIMU  HCIIOJIb30BaHKe OOJIBIIOr0 Yuciaa S7ep, BO3MOKHO,
moTpeOyeT CAWIIKOM MHOTO IaMSITH W BBl JOJUKHBI KOHTPOJIHPOBATH €€
HCIIOIb30BaHNE MTaMSTH IIPY Hapa/iieIbHOM MOCTPOECHUN OOJIBIINX MOJIETIEH.

Kpome Toro, MOKHO paciiapaijieJIuTh PelieTyaTblii MOUCK U MePeKPeCcTHYIO
MIPOBEPKY 110 HECKOJIbKUM MalllMHaM B KJlacTepe, XOTS Ha MOMEHT HallMCaHUs
KHUTH 3Ta BO3MOXKHOCTH B scikit-learn mHe mnoamep;xxkmBanach. OmHako
MOKHO  BOCIOJIb30BaTbhCH IPython parallel I BBINOJIHEHUI
MapasieJIbHOTO PelIeT4yaToro MmoucKa, €CJau Bbl COTJIACHBI MUCATh IUKJIbL for
JUISL TIapaMeTpoB, KaK MblI 3TO JesiaJu B pasjese <«IIpoctoil penterdaTsiit
MTOUCK».

Jlnst mosb3oBaresieil Spark cyimecTByerT HeZaBHO pa3paOOTaHHBIN ITaKeT
spark-sklearn, KOTOpbII MO3BOJISIET 3allyCKaTh pellleTyaThlil TMOUCK Ha yiKe
rOTOBOM KJiacTepe Spark.

/o cux moOp MBI OIlEHMBAJINW KauyecTBO KJacCU(UKAIUU, WCIOJIb3Ys
MPaBUJIBHOCTh (JIOJI0 TPABUJIBHO KJACCU(MDUIIMPOBAHHBIX IPUMEPOB), U
KauecTBO PEerpeccuu, NCIoabaysa R°. OpHAKO 5TO JWINb JBa MOKa3aTels W3
OOJIBIIIOTO KOJMYECTBA BO3MOKHBIX METPHK, MCIIOJb3YEMbBIX [IJIsT OIEHKH
KayecTBa KOHTPOJIUPYEMOI MOJIE/IM Ha JaHHOM Habope JaHHBIX. Ha mpakTrke
3TU METPUKU KayecTBAa MOTYT He COOTBETCTBOBATDH BAllIUM 3a/layaM U MTO3TOMY
OYeHb BaJKHO IPU 0TOOPE MOJEIeH U KOPPEKTUPOBKE IMapaMeTPoB M0L00paTh
MPaBUJIbHYIO METPUKY.

BeiOupast MeTpuKy, Bbl BCETa JOJKHBI IOMHUTh O KOHEYHON I[eJIM TTPOEKTa
MamHHOrO oOyueHust. Ha mpakTuke MbI, KaK MTPaBUJIO, 3aMHTEPECOBAHbI HE
TOJIKO B CO3IaHUK TOYHBIX IIPOTHO30B, HO M B TOM, YTOOBI UCIOJb30BaTh WX
B paMKax Oosiee MacmITaGHOTO Tpollecca MPUHATUsS pemienuil. [Ipexae dem
BBIOpATh TMOKa3aTe/b KaueCcTBa MAIIMHHOTO OOYYeHMsI, BaM CTOUT ITOLyMaTh O
BBICOKOYPOBHEBOM I€JTN BaIllero TPOEKTa, KOTOPYIO YaCTO HA3BIBAIOT OH3HEC-
merpukori (business metric). IlocmenctBusi, 00ycCaOBIEHHBIE BBIOOPOM
KOHKPETHOTO aJrOPUTMA /Ul TOrO WJIM WHOTO TIPOEKTa, Ha3bIBAIOTCS
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pamganem Ha oOmsmec (business impact).* Bo3M0OKHO, BBICOKOYPOBHEBOI
1[eJIbIO ABJISIETCA TPeoTBPalleHre JTOPOKHO-TPAHCIIOPTHBIX MPOUCIIECTBUMA
WM yMEHBIIIEHWEe YWUCJIa CJAy4aeB TOCHUTAIM3ANNU. TaKoW IeJbl0 TaKke
MOXKeT YBeJUYeHHe TOCellaeMOCTH Balllero cailTa UM CYMMBbI TOKYIIOK B
BallleM MarasuHe. Bbl JOUKHBI BBIOPATh TaKy0 MOJETb WU TaKue 3HAaYeHUsT
IapaMeTPOB, KOTOPbhIe OKA3bIBAIOT HAMOOJIbIIIEE TIOI0KUTEIbHOE BINSHIE Ha
OusHec-MeTpuKy. YacTo arta 3ajada SIBJISIETCST TPYAHOH, MOCKOJbKY OIleHKa
BJIUSTHUSI KOHKPETHOW MOJe/In Ha OGU3HEC MOKET TOTpPebOBaTh ee BHEIPEHMUS
B peaJIbHOE MTPOU3BOJICTBO.

Kak mpaBmio, Ha paHHMX 3Tammax pa3pabOTKH, a TakyKe MPH HACTPOIKe
mapamMeTpoB BHEJPUTH MOJIEJIb B IPOU3BO/ICTBO TOJIBKO /I TECTUPOBAHUS He
Npe/CTaBsIeTCsI BO3MOXKHBIM 110 I[PUYMHE BO3HUKHOBEHUS BBICOKUX
KOMMEPYECKHUX U YeJToBeYeCKrX PrcKoB. [IpeacraBpTe cebe, 4TO BBI, OIIEHNBAST
cUCTeMy IIpeloTBpallleHusl CTOJKHOBEHUS C  IlellieXojlaMu, KOTOPOu
00OpyZIOBaH  CAMOIMUJIOTHPYEMBI  aBTOMOOWJIb,  TIPOCTO  TIO3BOJIUTE
aBTOMOOMJIIO exaTh, He MPoBepuB ero. Ecim Baima Moeab MMeeT HH3KO0e
Ka4yecTBO, TeHexo0B KayT HenpusTHocTu! IlosToMy Ham OOBIYHO HYKHO
HalTU Kakylo-TO 3aMellaiollylo Ipollelypy OIIeHKU, KOTopasi MCIIOJb3yeT
JIETKO BBIUKCJISIEMbIe METPUKM KadecTBa. Hampumep, Mbl Moriud  Obl
orpoOoBaTh KaaccrUIPoBaTh N300paskeHUs MEIIeX010B U He-TeIIeX010B
1 U3MEPUTD NPaBUIbHOCTD. [[oMHUTE O TOM, UTO JJaHHAs Npolleypa SABJIeTCs
3aMelaoIeii W OHa oOIpaBAbiBaeT cebsi, MO3BOJsII HAWTH METPHKY,
MaKCHMaJIbHO OJM3KYI0 K MCXOAHON OM3HEC-I[eIN W MOIIAONIYIOCs OIlEHKE.
[laHHasg MeTpuKa JOJLKHA UCIIOJIb30BATHCS 110 BO3MOKHOCTU JIJISI OLIEHKU U
or6opa Momea. BO3MOKHO, 4TO B pe3yjbTare 9TOH IPOIEAypbl BBl He
MOJIyuYnTe KaKOW-TO KOHKPETHOU Iupbl, HAIpUMep, BbIBOJ, HAWIEHHBIN C
IIOMOII[bIO JITOPUTMA, MOKET 3BydYar Tak: y Bac Ha 10% 6oJiblie KJINEHTOB, HO
KK KJAWeHT OymeT TpaTuTh Ha 15% MeHbIle — OJHAKO 3Ta IIPOIleaypa
JOJKHA OIIEHWTh BJIMSHUE Ha OM3HEC, 3aBHCINee OT BHIOOPA TOM WM WHOI
MOJIEJIN.

B aroM pasjgene Mbl CHayaja PacCMOTPUM METPUKH JJIss OWHAPHOI
KJIaccuUKaIm, 3aTeM 00paTuMCsT K MyJIbTUKIACCOBOM KIacC(UKAIUN U B
3aKJII0YeHne 00CYIM PErPecCuIo.

bunapnas Kaaccuduranms ABJIAETCH, MOKaJIyH, Hanboee
pacrpoCcTpaHEeHHBIM U KOHIIENITYaJbHO TMPOCTHIM TTPUMEPOM IPAKTUYECKOTO
IpUMEHEHUs] MAIIMHHOrO oOydyenus. OpHAKO Jajke IIPU PEIIeHUN ITOIl

32 Ml mpocuM M3BMHEHMs] Y HayYHO OPMEHTHPOBAHHbBIX UMTaTesleil 32 KOMMePUYeCKHii A3bIK B 9TOM pasJeJie.
KoHIeHTpaIusi Ha KOHEYHOU I[eJI B PABHO CTEEHN BaKHA U JIJIST HAYKH, [TPaB/la aBTOPAM HE 3HAKOM aHAJIOT
(pasbl «Bo3zeiicTBIE HA GU3HEC», KOTOPBII MOT Obl YIOTPEOISITHCS B 9TON 00JIACTH.
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IIPOCTOM 3a/lauyi  CYIIeCTBYeT Iesblil Psii HioaHCOB. [Ipexkne dyeM Mbl
YIJIyOMMCSl B aJibTepHATUBHbBIE METPUKH, JaBaiiTe PacCMOTPUM CHUTYaIluH, B
KOTOPBIX TIPAaBUJIBHOCTh H3MEPEHUs] MOKET BBECTH B 3a0JIy:KIeHME.
BcomuuM, uto B ciaydae OuMHapHOW KaacCH(UKAIMA MbI TOBOPHM O
noJioxkureJpHOM (positive) Kjaacce U orpunareqbHoM (negative) Kjacce,
mojipasyMeBas IO/l TIOJIOKUTETbHBIM KJIaCCOM WHTEPECYIONTNI Hac Kacc.

Twvnbl ownbok

Kak mpaBuio, TpaBUJIbHOCTh He SBJSETCS aJleKBaTHBIM ITOKa3aTeaeM
MIPOTHOCTUYECKON  CITOCOOHOCTH, TOCKOJIbKY KOJHWYECTBO COBEPIITAEMBIX
ommrbOK He COMAEPKUT Bech 00BbEM WHTepecyommieil Hac WHMOPMAIINL.
[IpencraBpre cebe CKPMHUHTOBOE 00CIEIOBaHUE JJIsT paHHErO OOHAPY KEHU
paka, ITOCTPOEHHOe Ha OCHOBE aBTOMATU3WPOBAHHOTO TecTa. Ecau TecT
OTpHIIATEeH, TaleHT OyAeT CYUTAThCS 3A0POBBIM, TOT/a KaK €CJad TeCT
MOJIO’KUTEJIEH, MarneHT Oymer MOIBEPTHYT TOTIOJTHUTETBHOMY
oOcieloBaHnIo. 37eCh Mbl HAa3bIBA€M ITOJIOKUTETbHBIM TeCTOM (HaIN4He
paka) TIOJIOKUTENbHBI KJAcC, a OTPUIlATEIbHBIM TECT COOTBETCTBYET
OTPHIATELHOMY KJaccy. MBI He MOKeM ObITh YBEPEHBI B OTJIMYHON paboTe
MOJIe/IN, OHAa HeM30e:KHO OyZeT COBelaTh OIMMOKN. BBIMOMHIS TOT NI WHOI
IIPOEKT, MBI JOJKHBI CIIPOCUTH ce0Osl, KAKUMU MOTYT OBIThH ITOCJIEACTBUS TUX
oIIMOOK B PeaJbHOM MHUPE.

OHa 13 BO3MOKHBIX OIMMOOK 3aKII0YAETCS B TOM, UYTO 3[[0POBBII MMAI[HEHT
Oyzer kimaccuUIMpPoOBaH KaK OOJBHON (IIOJOKHUTENbHBINA KJacc), 4TO JacT
IOBOJ JIJIsI IOTTOJTHUTEILHOTO TeCTUPOBaHMsL. [JomoTHITEIbHOE 00CIeI0BaHIe
npuBeIeT K HEKOTOPBIM 3arpaTaM U HeyzobcTBaM it marueHTa  (u,
BO3MOJKHO, K OIpe/leJIeHHOMY Ticuxudeckomy auckomgopty). I[Ipumep,
HEeIPaBUJIbHO CITPOTHO3MPOBAHHBIN KaK MOJIOKUTEIbHBIN, Ha3bIBACTCS JIOXKHO
noJoxareabHbIM (false positive). JIpyrast Bo3MOKHast OIMIMOKa COCTOUT B TOM,
yro  OOJBHON  TamweHT OyaeT  KaacCUMUIIMPOBAH KaK  37I0POBBIN
(oTpuIaTETBHBINA KJIAcC), He MPON/IEeT AOTOJHUTENbHBIE TECTHI U HE TMOJYIUT
Jedenns. HemuarHOoCTUPOBaHHBIN BOBpPeMsI paK MOYKET TIPUBECTH K
Cepbe3HbIM IpobJeMaM CO  3I0POBbEM U MOXKET Jake 3aKOHUYMTHCS
CMePTENbHBIM HMCX00M. lIpuMep, HenmpaBUJIBHO CIIPOrHO3MPOBAHHBIM Kak
OTPHUIIATEIbHBIN, Ha3bIBAECTCS JOXHO oTpunareapHbiM (false negative). B
CTaTUCTUKE JIOKHO TTOJIOKUTENbHBIN TIPUMEP TaKKe M3BECTeH Kak omrroOka I
poza (type I error), a TOXKHO OTpULIATEIBHBIN IpUMep — Kak omrrnoOka I pora
(type II error). Mpl OyneM TPUAEPKUBATHCS OIPENETEHUN  «JIOKHO
OTPUIATEJIBHBIN TTPUMEP» U «JIOKHO TOJOKUTENbHBIN TTPUMED», TTOCKOJIbKY
OHU SIBJISIOTCST 0Oojiee SIBHBIMU W WX JieTde 3allOMHUTh. B Tpumepe c
UArHOCTUKOW paKa OYeBUIHO, YTO Mbl XOTUM MUHUMU3UPOBATH JIOJTIO JIOKHO
OTPUTIATEIHHBIX MPUMEPOB, TOTJAa KaK JIO)KHO TOJIOKUTEIbHBIE TTPUMEPBI
MOKHO CUUTATh TOPA3/l0 MeHee 3HAUUTETbHON HENPUSTHOCTBIO.
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XOTS BBIIENPUBEJEHHBI TTPUMeED SBJLIETCA JOBOJBHO SIPDKUM, KasK/blil
JIOKHO TIOJIOKUTETbHBIA U JIOXKHO OTPUIIATEIbHBIN IPOrHO3 PEIKO MPUBOJIUAT
K OJIHUM ¥ TEM JKe TIOCJIeICTBUSIM. B KoMMepuecKux mpoekTax 000uM BHIaM
OMMMOOK MOKHO MPUCBOUTH OIPeeIEHHbIE CTOUMOCTH, KOTOPBIE TTO3BOJISAIOT
M3MEpPUTD TOTPENTHOCTh KOHKPETHOTO TPOTHO3a B JIEHEKHOM BBIPAXKEHUH, a
He C TOYKM 3peHus mpaBuibHOCTH. [ljisi Tportecca TpuHSTHS Ou3HeC-
pellieHunil, UCIOIb3YIONEr0 MOJIeJb, JAHHBINA IAr MMeeT ropaszno OoJibliee
3HaYeHue.

HecbanaHcmpoBaHHbIe Habopbl AGHHBLIX
Tumnel ommbOOK WUrpaloT Ba)kKHYI0 pOJb, KOTJA OAWH W3 JBYX KJacCOB
BCTPEYaeTcss TOpasao dYallle, 4eM JPYyroil. ITO OdYeHb paclpocTpaHeHHast
CUTyallisl Ha IPaKTUKe. XOPOIIUM IPUMEPOM SIBJISIETCSI MPOTHO3 PEHTHHTA
KJIMKOB, T/l KayKIash TOUKa JaHHBIX MPEICTABISIET COOOM <«IOKa3» — 9JIEMEHT,
IIPEIbSABICHHBIN MOJIb30BATEII0. ITUM DJIEMEHTOM MOKET OBITh OObSIBJICHHE,
pacckas, IOJIb30BaTeIb conuMaibHO cern. Ilesb cocTtouTr B TOM, 4YTOOBI
IpecKa3arh, Oy/IeT JI [0JIb30BaTe/Ib IIPU ITOKa3e JAHHOTO 9JIEMEHTA KJIMKATh
1o HeMy (4YTO YKasbIBaeT Ha ero MHTepec). BoJbIIMHCTBO U3 TOTO, YTO BUIUT
moJsib3oBareb B IHTepHeTe (B YaCTHOCTH, pPeKJIaMHbIe OOBSIBICHUS), He
BBI3BIBAET Yy Hero ocoboro wuHTepeca. Bam morpebyercs Iokasarth
nosib3oBaresio 100 oObsiBJIEHUIT MK CTaTel, MPeK/ie YeM OH HaleT YTO-TO
JIOCTaTOYHO WHTEPecHOe st cebst, 4TOObl KJIMKHYTh. JTO IT03BOJISIET
[OJy4UTh HAOOpP JAaHHBIX, B KOTOPOM 99 TOYeK JaHHBIX COOTBETCTBYIOT
CUTYAI[UU «He KJIUKHYJI» 1 1 TOUKa JaHHBIX — «KJIUKHY/I». [[pyruMu cIoBaMu,
99% mpUMeEpPOB OTHOCATCS K KJIACCY «OTCYTCTBHUE KJanKay. Habopbl aHHBIX, B
KOTOPBIX OJMH KJACcC BCTPeYaeTcs TOpas3fo duallle, YeM OCTajbHbIE, YaCTO
Ha3BIBAIOT HECOATAHCHPOBAHHBIMH Habopamu gaHHbix (imbalanced datasets)
WU HAOOpaMH JaHHBIX ¢ HecOaJIaHCHPOBaHHBIMH KJaccamu (datasets with
imbalanced classes). B peanbHOCTH HecOasmaHCHPOBAHHbIE TAHHBIE SIBJISTIOTCSI
HOPMOII U PEAKO OBIBAET, YTO MHTEPECYION[NI KJIACC BCTPEUYAJICS B JAHHBIX C
OZIMHAKOBO WJIM TOYTH TaKOH K€ YaCTOTOM, YTO U OCTaIbHbIE KJIACCHI.
Temeppb MPEANONOKIM, YTO BbI CTPOUTE KJIACCH(PUKATOP, KOTOPBIA IIPH
pelIeHny 32241 TPOrHO3UPOBAHMS KJIUKOB UMeeT PaBUabHOCTh 99%. O uem
10 rooput? IlpaBuiabHOoCcTh 99% 3ByuMT BIEYAT/IAIONE, HO OHa He
IMpPUHUMaeT BO BHUMaHKe auchaiaHc KiaaccoB. Ber Moxere goctuub 99%-Hoii
IPaBUJIBHOCTH U 0e3 IMOCTPOEHUs MOJEeNA MAIIUHHOTO OOydYeHHs, BCerja
IPOTHO3UPYST  «OTCyTCTBUE Kiauka» C Apyroil CTOPOHBI, [aske st
HecOaJTaHCUPOBAHHBIX JaHHBIX MOJENb ¢ 99%-HOil IIpaBUIBHOCTHIO MOTJIA ObI
ObITH BIIOJIHE NPUroAHOi. OpHAKO B JaHHOM CJIy4ae IIPaBUJIbHOCTb He
[IO3BOJISIET HaM OTJIUYKUTHh MOJIEJIb <IIOCTOSIHHO IIPOTHO3UPYEM OTCYTCTBHE
KJIMKa» OT MOTEHI[HAIbHO XOPOIIEei MOJIEJIN.
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YT00b! IPOMJLIIOCTPUPOBATH 9TO, MbI Ha OCHOBe Habopa maHHBIX digits
co3auM HecOaIaHCHPOBAHHBIN HAOOP JaHHBIX ¢ mpomopuusaMu 9:1, cosgas
JIBa KJIacCa «He-IeBATKAa» U <«JIEBATKAY:

In[37]:
from import load_digits

digits = load_digits()
y = digits.target == 9

X_train, X_test, y_train, y_test = train_test_split(
digits.data, y, random_state=0)

Mpl  Mokem BocmoJib3oBaThcsd DummyClassifier, koTopbli Bcerma
Npe/icKka3biBaeT MaKOPUTApHBIN KJjacc (B JaHHOM cJiydyae KJacc <«He-
JEBSITKa» ), 4TOOBI IMPOUJLIIOCTPHUPOBATH, HACKOJIBKO MaJTOMH(POPMATUBHON
MOJKET OBITh ITPaBUJIBHOCTD:

In[38]:

from import DummyClassifier

dummy_majority = DummyClassifier(strategy='most_frequent').fit(X_train, y_train)
pred_most_frequent = dummy_majority.predict(X_test)

print("YHukanbHbie crnporHo3mpoBaHHbie meTku: {}".format(np.unique(pred_most_frequent)))
print("MpaBunbHocTb Ha TecToBoM Habope: {:.2f}".format(dummy_majority.score(X_test, y_ test)))

Out[38]:
YHUKasIbHble CMPOrHO3MpoBaHHble MeTKu: [False]
MpaBUAbLHOCTb Ha TecToBOoM Habope: 0.90

RABIHOﬂyQHﬂI[90%}HyK)HpaBHHbHOCTbK)6€3KaKOFOﬂHﬂﬁ)O6yq€HHH:9TO
MOJKET IIOKa3aTbCA IMOpa3uTeENIbHBIM, HO SaﬂyMaﬁIECb 006 9TOM Ha MHUHYTY.
IIpeﬂCTaBbTe C€6& KTO-TO TOBOPUT BaM, 4TO €Iro MOJE€/Jb MMEET QO%QHyK)
HpaBMHbHOCTb.RAOHGK)CHGHaTb BbIBO/l, YTO OH IIPpO/i€Jia/l OYE€Hb XOPOIIYIO
pa60Ty.I{0 9TO BIIOJIHE BO3MOJKHO, JUIIb IIPABUJJIBHO IIPOTHO3UPYA OJAMH
KHaCCI,HaBaﬁTe CpaBHUM O9TOT pPeE3yJbTaT C Pe3yJbTaTOM, IIOJYYEHHbIM C
HONKHHBK)peaHbHOﬁﬁMOHGHM:

In[39]:
from import DecisionTreeClassifier
tree = DecisionTreeClassifier(max_depth=2).fit(X_train, y_train)

pred_tree = tree.predict(X_test)
print("MpaBunbHOCTL Ha TecToBoM Habope: {:.2f}".format(tree.score(X_test, y_test)))

Out[39]:
MpaBUIBLHOCTb Ha TecToBOM Habope: 0.92

C Touku 3penusa npaBuibHocTH DecisionTreeClassifier okasasncs 4yTb
JIydiite, yeMm DummyClassifier, IIOCTOAHHO IIPECKA3bIBAIOIIETO
MasKOPUTAPHBIM KJacc. DTO MOKET O3HayaTh, YTO JUOO MbI HEIPABUIHHO
ucnoJsb3oBaiu DecisionTreeClassifier, 6o MpaBUILHOCTD Ha CAMOM JIeJIe
He SBJISIETCSI B JJAHHOM CJiydae aJleKBaTHOU MEeTPUKON.
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[l cpaBHeHUS JaBaiiTe OIlEHMM KadyecTBO ellle /IByX KJacCUu(pUKaTOPOB,
LogisticRegression u oObubbii DummyClassifier, KOTOpBII BbIZaET
CJIy4allHbIe ITPOTHO3BI:

In[40]:

from import LogisticRegression

dummy = DummyClassifier().fit(X_train, y_train)

pred_dummy = dummy.predict(X_test)

print("npaBunbHocTb dummy: {:.2f}".format(dummy.score(X_test, y_test)))
logreg = LogisticRegression(C=0.1).fit(X_train, y_train)

pred_logreg = logreg.predict(X_test)

print("npaBunbHocTb logreg: {:.2f}".format(logreg.score(X_test, y_test)))

Out[40]:
npaBuabHoCTb dummy: 0.80
npaBuabHOCTb logreg: 0.98

[lammu-knaccudukarop, KOTOPbIA TeHepupyeT cJaydyaliHble ITPOTHO3BI,
nMeeT HAMHOTO Xyjllee KadyecTBO (C TOYKU 3PEHUS IPaBUJIBHOCTH), B TO
BpeMsd KaK JIOTMCTUYeCcKas perpeccusi JlaeT O4YeHb XOpOIhe Pe3yJbTaThbl.
Opmnako gaxke ciaydaiHbiil Kiaaccudurarop naetr 80%-HYIO PaBUIBHOCTD.
[ToaToMy oOuYeHb TPYAHO CYAWUTH, KAaKOW M3 3TUX Pe3yJbTaTOB SBJISIETCS
JEMCTBUTEIHHO TOJEe3HBIM. [IpobiieMa 37ech 3aKI0YaeTcss B TOM, YTO JIJIST
HecOAJTaHCUPOBAHHBIX ~ HAOOPOB  JAHHBIX MPABUJIBHOCTH HE  SIBJISIETCS
aJleKBaTHOM  METPUKOW,  MO3BOJIAIONE  KOJUYECTBEHHO  OIIEHUTH
IIPOTHOCTHYECKYTO CIIOCOOHOCTh Mozien. B ocTaBIielicss 4acTi 9TOM TJIaBbl MbI
pPacCMOTPUM  aJbTEePHATUBHBIE METPUKM, KOTOpPble AaloT 0ojiee YeTKHe
OpPUEHTHUPBI IIPU BbIOOPE MoeIn. B yacTHOCTH, HAM HY)KHBI TaKe METPUKH,
KOTOpPBIE MTO3BOJISIOT CPABHUTH MTPABUIBHOCTh MOJEIN MAIIMHHOTO 0OYYeHMs
C MPaBIJIHbHOCTHIO KJIaccu(UKaTOpa, BCETa MPEeACKas3bIBAONIEr0 «Hanboiee
4acTo BCTpevaroniuiicd Kjaacey, Uin caydaiiHoro kiaaccudukaropa (B JaHHOM
cly4ae Takde —KAACCM(MDUKATOPHI  ObLIM  BBIYKCJIEHBI €  ITOMOIIBIO
pred_most_frequent u pred_dummy). Eciau Mbl uCIOJB3yeM KaKyiO-TO
METPUKY VI OILIEeHKU MOJleJii, OHa JOJUKHAa yMeTb OTcCeKaTb 39THu
OecCMbICTIEHHBIE TIPOTHO3BIL.

MaTtpuua owmnbok

OpavM n3 Hambojiee Pa3BEPHYTHIX CIIOCOOOB, ITO3BOJISIONIUX OIIEHUTH
KauecTBO OWHAPHON KJacCU(UKAINU, SBJSETCS KCIIOJIb30BAHNE MaTPUI[BI
ommmbok. JlaBaiiTe wucciemyeM IpPorHossl Mozpenn LogisticRegression,
MOCTPOEHHOW B TIPeABIAYIEM  pasjene, ¢  IOMOIbI0  (YHKIUU
confusion_matrix. IIporHossr st TectoBoro Habopa JaHHBIX MBI YiKe
coxpanuau B pred_Llogreg:

In[41]:

from import confusion_matrix
confusion = confusion_matrix(y_test, pred_logreg)
print("Confusion matrix:\n{}".format(confusion))
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Out[41]:
Confusion matrix:
[[401 2]

[ 8 39]]

BriBox confusion_matrix mpexacrasiisier coOO0 MacCHB pasMepoOM 2X2, T7e
CTPOKH COOTBETCTBYIOT (haKTHMUECKUM KJAcCaM, a CTOJIOIBI COOTBETCTBYIOT
CIIPOTHO3MPOBAHHBIM KJiaccaMm. B laHHOM ciiydae peub UJeT O KJaccaxX <He-
NEBATKAa» U «JIeBITKa». YMCI0 B KaKAOW sSUeifike MOKa3bIBAeT KOJUYECTBO
IIPUMEPOB, KOT/Ia CIIPOTHO3WUPOBAHHBIN KJIAacC, TPEACTABJEHHBI CTOJIOIIOM,
COBIIQJIaeT WU He COBIaJaeT ¢ (haKTMUYECKUM KJAcCOM, IPeICTaBJIeHHBIM
CTPOKOI.

Caenyrommuii rpadpuk (puc. 5.10) UaaOCTpUPyeT cKa3aHHOE:

In[42]:
mglearn.plots.plot_confusion_matrix_illustration()

c¢hakTMUeckum knacc
«He-AeBATKa»

chakTUyeckum knacc
«AeBAATKa»

i

CMpPOrHO3MpoOBaHHbIN Kracc CMNpPOrHo3MpoBaHHbIN Knacc
«He-AeBATb» «AeBATb»

Puc. 5.10 MaTtpuua owmbok anga KnaccuukaumoHHOM 3aaaum
«OeBsAiTKa NPOTUB OCTasbHbIX»
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JJIEMEHTHI TJIaBHOU ,Z[I/Ial“OH.EUII/I33 MaTpHUIIbI omnboK COOTBETCTBYIOT

IIPaBUJIbHBIM ~ TIPOTHO3aM  (pe3yJibTaTaM  Kjaaccudukaiuu), Toraa Kak
OCTaJIbHbIE 3JIEMEHTBI ITOKa3bIBAIOT, CKOJIbKO TPUMEPOB, OTHOCSIIUXCSA K
OHOMY KJIACCY, ObLIN OIMIMO0YHO KIAacCU(PUIIMPOBAHbI KaK APYroi Kjacc.
OOBIABUB «J[EBATKY» IOJOKUTEIbHBIM KJIACCOM, MBI MOJKEM PacCMOTPETh
9JIEMEHTBI MATPHUI[bI ONIMOOK B TEPMUHAX JOXHO HOJONKHTEAbHBIX (false
positive) u JgoxHO oTpunareabHbix (false negative) mpuMepoB, KOTOPHIE MBI
BBes paHee. [l MOMHOTBI KapTUHBI Mbl Ha30BEM MPaBUJIBLHO
KJ1accu(pUIMpoBaHHbBIE MTOJIOKUTEIbHBIE IIPUMEPDI HCTHHHO
moJtokuTeAbHbIMH (true positive), a TPaBUJIbHO KJaccu(pUIIMPOBAHHbIE
OTpHUIlaTeIbHBbIE TIPUMEPBl — HCTHHHO OTPHIATEIbHBIMH (true negative). ITn
TEePMUHbBI, KaK ITPaBUJIO, 3alIMChIBAIOT B coKpalleHHOM Buzae kak FP, FN, TP
u TN u npuBOgAT K CIeAyOmell WHTEPIpeTalny MaTPHUIbI OIIHOOK (pIuC.

5.11):

In[43]:
mglearn.plots.plot_binary_confusion_matrix()

chakTUyeckum I
oTpuuaTesibHbIN Knacc

chakTUeckumn
NonoXuTenbHbIA KNacc |

CNPOrHo3MpoBaHHbLIN CNPOrHO3MpoOBaHHbIN
oTpuuaTenbHbIi Knacc NONOXUTeNbHbIN Knacc

L
U

-

Puc. 5.11 Matpuua owmnbok onsa bGuHapHom knaccmdbmkaumm

Termepp maBaiiTe BOCIOJb3YEeMCSI MATPHUILEH OIMIMOOK JJIsT CPABHEHUST paHee
MIOCTPOEHHBIX Mojiesieid (JBe JaMMU-MOJIeJIN, JIEPeBO pelleHni, a Takxke
JIOTUCTUYECKAsT PETPECCHs):

In[44]:

print("Hanbonee yacTo BCTpeyawwuics knacc:")
print(confusion_matrix(y_test, pred_most_frequent))
print("\nldamMmm-mogensb:")
print(confusion_matrix(y_test, pred_dummy))
print("\nlepeBo pewennii:")
print(confusion_matrix(y_test, pred_tree))

33 TraBHAST TMATOHAJD JIBYMEPHOTO MacCHBa WM MaTpuIlel A umeeT Bum A[1, i].
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print("\nJlornctuyeckas perpeccua")
print(confusion_matrix(y_test, pred_logreg))

Out[44]:
Hanbonee 4acTo BCTpeYawuWuica Knacc:
[[403 0]

[ 47 0]]

Lammn -mopens:
[[361 42]
[ 43 4]]

llepeBo peweHun:
[[390 13]
[ 24 23]]

Jlornctnyeckasa perpeccusa
[[401 2]
[ 8 39]]

BsrsistHyB Ha MaTpuily OIMHOOK, CTAHOBUTCS COBEPIIEHHO SICHO, YTO C
Mozienblo pred_most_frequent uTo-TO He Tak, NMOTOMY 4YTO OHa BCerzaa
MpejicKa3biBaeT OJIUH U TOT ke Kiacc. C Apyroli cTopoHbl, Moziesib pred_dummy
XapaKTepu3yeTcsl O4eHb MaJeHbKUM KOJUYEeCTBOM MUCTUHHO IMOJIOKUTEIbHbIX
npuMepoB (4) 1O CPaBHEHUIO C OCTAJbHBIMU IpPUMEpPaMU, IPU ITOM
KOJIMYECTBO JIOXKHO TTOJIOKUTETIHbHBIX TIPUMEPOB  CYIIECTBEHHO OOJIbINe
KOJIMYECTBA UCTUHHO TOJIOKUTETbHBIX TTpuMepoB! IIporuossl, mnosydyeHHble ¢
TIOMOIIIBIO JiepeBa PeIIeHnil, HeCyT ropas3fo OOJIbIe CMbIC/A, YeM TTPOTHO3bI
JNaMMU-MOJIeJTN, XOTS MPAaBUJIBHOCTD Y 3TUX MOJIesIel MouTh ofumHakoBad. U,
HaKOHeIl, Mbl BU/JMM, YTO IIPOTHO3BI JIOTUCTUYECKOU perpeccuu Jiyylie
IIPOTHO30B pred_tree BO BceX acIeKTaX: OHAa MMeeT OOJIbIllee KOJUYECTBO
HUCTUHHO IOJIOKUTEIbHBIX U UCTUHHO OTPUIATEJbHBIX ITPUMEPOB, B TO BpeMs
KOJIMYECTBO JIOKHO TIOJOKUTENIbHBIX U JIOKHO OTPUIATETbHBIX ITPUMEPOB
cTaso MeHble. VI3 aToro cpaBHeHUs1 SCHO, YTO JIMIIb JePEBO pelleHUui u
JIOTUCTUYECKAd perpeccuss JaloT padyMHble pe3yJabTaTbl, IIPU 3TOM
JIOTHUCTUYECKast perpeccusi paboTaer Jydilie JepeBa BO BCEX OTHOIIEHUSIX.
OpHako WHTepIpeTays MaTPUIIB OIMMOOK HEMHOTO IPOMO3JKA U XOTSI MBI
MOJIyYUJIN Maccy WH(OpPMaIuu, aHAIU3UPYs BCe acleKThl MaTPUILbI, IIPOIleCC
paboThI ¢ MaTpuIlell OMKIOOK OBLIT TPYJOEMKUM U CJIOKHBIM. ECTh HECKOIBKO
c1oco060B 0000IUTh UH(POPMALNIO, CoAepKaIlyiocss B MaTpuile ommbok. O
HUX MBI IIOTOBOPUM B CJIEJIYIOIIEM pasjieJie.

CBs13b C NPaBUALHOCTLIO

MbI y:Ke 3HAKOMBI C OJJHUM U3 CIIOCOOOB 000OIIUTH Pe3y/IbTaThl MATPUITHI —
BBIYUCJIEHUEM TTPABUIBHOCTH, KOTOPYIO MOKHO BBIPA3UTh B BUJIE CJIEMYIOIIEN
bopmybr:

Ilpasunvnocmov = TP+ TN

TP+TN +FP+FN
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Jlpyrumu  cioBamMu, TPaBUJIBHOCTH — 39TO  KOJUYECTBO  BEPHO
kiaccudunupoBanubix nupumepos (TP u TN), momenennoe Ha obiiee
KOJIMYECTBO IIPUMEPOB (CYMMUPYEM BCE DJIEMEHTHI MAaTPUIIBI OITHOOK ).

To4HOCTBL, NOAHOTa 1 F-mepa

Ectp eme HECKOJBKO CIMOCOOOB MOABITOXUTH WHMOPMAIMIO MATPUIIDI
OIMOOK, HamboJIee 4acTO MCIOJb3YEMBIMU U3 HUX SIBJISIOTCS TOYHOCTb W
nosHota. Joynocts (precision) TOKa3bIBaeT, CKOJbKO U3 IIpeAcKa3aHHbIX
MTOJIOKUTETBHBIX TPUMEPOB OKAa3aIMCh JAeHCTBUTENHHO ITOJOXKUTETbHBIMIA.
Takum 06pa3oM, TOUHOCTh — ITO JOJIST UCTUHHO IOJIOKUTEIHHBIX IIPUMEPOB
OT OOIIEro KOJUYEeCTBa MPeICKa3aHHbIX MOJOKUTEIbHBIX TPUMEPOB.

Tow—tocmb:L
TP + FP

ToYHOCTD MCIOIB3YETCS B KAUeCTBE IMOKa3aTess KauecTBa MOJIE/IN, KOTaa
1[eJIb COCTOMT B TOM, YTOOBI CHM3UTh KOJUYECTBO JIOKHO IOJIOKUTENIbHBIX
npuMepoB. B KadecTBe mprmMepa IIpeACTaBbTe MOJEIb, KOTOpas [0KHA
CIIPOTHO3UPOBATh, Oyzer i 3(hGEKTUBEH HOBBINA JIEKAPCTBEHHBII Iperapar
npu JiedeHnu 6osiesHu. KinHUYecKne MCIBITaHUs, KaK M3BECTHO, JOPOTH, U
(hapMmarieBTHUECKask KOMIIAHKWS X04eT [IPOBECTU UX JIMIIL B TOM CJIydae, Korja
MOJIHOCTBIO yYOeauTCst, YTO Mperapar AeiicTBUTeNbHO paboTaer. IlosTomy
BaKHO MUHUMU3UPOBATh KOJUYECTBO JIOMKHO IIOJIOKUTEIbHBIX IIPUMEPOB,
APYTUMHU CJIOBaMU, HEOOXOAUMO YBEJIWYUTh TOYHOCTh. TOYHOCTH TakKe
U3BECTHA KaK IIPOTHOCTHYECKAd I[EHHOCTh ITOJIOKHTEJIBHOIO DPE3YIbTATa
(positive predictive value, PPYV).

C mpyroii croponsl, moaHora (recall) mokaspiBaeT, CKOJbKO OT OOIIEro
yycya (PAKTUYECKUX IOJOKUTENbHBIX IIPUMEPOB OBLIO IPEACKAa3aHO Kak
MOJIOKUATEIbHBINA Kacc. IlogHOTa — 9TO [OJIST MCTHHHO ITOJIOKUTETbHBIX
[IPUMEPOB OT OOIIEro KoandecTBa (hakKTUYECKUX MOJ0KUTENbHBIX ITPUMEPOB.

Tonnoma = ™
TP + FN

[TosHOTA MCHONIB3yeTCsl B KayecTBe MOKa3aTesd KauyecTBa MOJeJd, KOoTrja
HaM HeOOXOAMMO OIPENE/IUTh BCE TOJOKUTENbHBIE TPUMEPBI, TO €CTh, KOT/Ia
BAKHO CHU3UTb KOJUYECTBO JIOKHO OTpHUIlATeJbHBIX INpuMepoB. [Ipumep
JIMAarHOCTUKU PaKa, MPUBEIEHHbIN paHee B 3TOW TJaBe, SABJSETCS XOpOollen
WJLTIOCTpalyeil mogo6HOI 3a1a4i: BasKHO BBISIBUTDH BCEX OOJIBHBIX MAIlEHTOB,
IIPU 3TOM, BO3MOKHO, BKJIIOYMB B UX YKUCJO 30POBBIX IAIMeHTOB. /lpyrue
Ha3BaHUd  TOJHOTBl  —  YVBCTBHTEJIbHOCTH  (Sensitivity),  [pPOIEHT
PE3VAbTATHBHBIH OTBeTOB Wi xur-perir (hit rate) m 10 WCTUHHO
MOJIOKUTENbHBIX TPpUMepoB (true positive rate, TPR).
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Bcerna HeoOX0AMMO HAWTH KOMIIPOMKCC MEXK/IY ONTUMU3AIINEN TTOJTHOTHI
M ONTUMHU3AIMEN TOYHOCTH. BBl JIETKO MOKeTe IMOJYyYUTh HUIAeaTbHYIO
TIOJTHOTY, CIIPOTHO3WPOBAB BCE TPUMEPHI KaK TOJOKUTENbHbIE — He Oyaer
HUKAKUX JIO)KHO OTPHIATEJNbHBIX M HWCTUHHO OTPHUIATEJbHBIX TPUMEPOB.
OzHako MPOrHO3UPOBAHUE BCEX TTPUMEPOB KaK TOJOXKUTENbHBIX TPUBEIET K
OOJIBIIIOMY ~ KOJIMYECTBY  JIOKHO  TIOJOKHUTEJIbHBIX  MPUMEPOB, W,
CJIeZIOBATEIbHO, TOYHOCTH OyzeT odeHb Hu3koil. C ApPyroif CTOPOHHDI,
JIOIYCTHM, y Bac ecTh Habop aaHHbIX u3 201 mpumepa 1 BbI CTPOUTE MOJIEJD,
KOTOpasi MPOrHO3UPYET OAUH MPUMEP KaK MOJOKUTENbHbIN (1 ATOT MpUMep
JENCTBUTENBHO OTHOCUTCS K MOJIOKUTENLHOMY KJIaccy), a BCe OCTaJbHbIE
IPUMEPbl OTHOCUT K OTpUIlATeNbHOMY KJaccy. llpexamosiosxkum, MaTpuiia
OIMIMMOOK BBITJISIIAT CIEAYIOMINM 00pa3oM.

TN FP

100 npumepoB 0 npumepos
FN TP

100 npumepoB 1 npumep

BbruncisieM TOYHOCTD U MOJIHOTY. ToYHOCTD OyeT uaeanbHOM, a MOJTHOTA
— OYEHb HU3KOIM.

TP 1
Tpeyusuonrocms = = =1
TP+FP 1+0
Ionnoma = L 0.0099
TP+FN 1+100
ToyHocTh M TOMHOTA — 3TO JIAIIL JIBE METPUKU U3 MHOXKECTBa

nokasatesel kaaccudukaiuu, moaydaeMbix ¢ nmomotibio TP, FP, TN
u FN. Bbr MoskeTe HaiiTi mopoOHOe orrcaHue MeTPUK B Bukumeann.
Cpevt CIIenuaaIiucToB 110 MAIMHHOMY OOy4YeHUI0 TOYHOCTD U TIOJTHOTA
SIBJISIFOTCST, BO3MOJKHO, HanboJiee 4acTo MCIIOJIb3yeMbIMI METPUKAMHU
O6uHAPHOI KacCU(MUKAINN, OJHAKO OCTAJbHBIE CIEIUATHCTBI MOTYT
WCII0JIb30BaTh JIPyTHe CBsI3aHHbIe C HUMU MTOKa3aTeJu.

XOTSI TOYHOCTD M TIOJTHOTA SIBJISTIOTCSI OYeHb Ba)KHBIMU MeTPUKAMU, CaMU
mo cebe OHUM He HaAyT BaM MOJHON KaptuHbl. OmHUM #3 CIOCOOOB
HOJIBITOKUTD UX sBjsiercst F-mepa (F-measure), Kotopas IpeicTaB/seT coOoi
rapMOHUYECKOE CPe/lHee TOYHOCTH U TIOJTHOTHI:

=) TOYHOCTB - ITIOJIHOTA

TOYHOCTbD + IIOJIHOTa
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ITOT BapHaHT BbIYMCJJICHUA F-Mepr €II€ N3BECTEH KaK f{-Mé’pc’Z. HOCKO]Ibe
ﬂ-MEpa,yQHTbHﬁKH‘TOQHOCTB " IOJHOTY, TO JAJ4 6HHapHOﬁIKHaCCHdm1K&HHM
HecOaTaHCMPOBAHHBIX JaHHBIX OHAa MOJKET OBITh OoJjiee JIydileil MeTPHUKOM,
YEeM IIPaBUJIbHOCTD. l[aBafITe IIpUMEHUM €€ K IIPOTrHo3aM Jid HaIllE€To Ha60pa
AAaHHbIX «/JI€BATKa IIPOTHUB OCTAJIbHBIX», IIOJIY4€HHbIM HaMM paHEeE. B JaHHOM
CJIy4ae MbI 6yﬂ€NICqMTaTb KJjIaCcC <«IeBATKa» HOHOXﬂfﬁﬂHﬁHﬂMﬁKHaCCOMZ(OH
IIOJIY4a€T METKY True, TOr/1a KakK KJjacc «He-/IeBATKa» IIOJIy4a€T METKY False),
THKMN[O6paSOM,HOHOX@HBHBHBﬁiKH&UZHBHH@H}IMHHDPHTaprmdKHaCCOMZ
In[45]:
from import f1_score
print("f1l-mepa Hambonbwaa vactota: {:.2f}".format(

f1_score(y_test, pred_most_frequent)))
print("f1-mepa gammm: {:.2f}".format(f1_score(y_test, pred_dummy)))
print("f1-mepa gepeso: {:.2f}".format(f1_score(y_test, pred_tree)))

print("f1-mepa noructnyeckana perpeccusa: {:.2f}".format(
f1_score(y_test, pred_logreg)))

Out[45]:

f1-mepa Hanbonbwas 4yacTtoTa: 0.00
f1-mepa gammu: 0.10

f1-mepa pgepeBo: 0.55

f1-mepa norucrtnyeckas perpeccua: 0.89

371ech Mbl MOXKEM OTMETUTh J[Ba MOMeHTa. Bo-TepBbIX, MbI MOJIydyaem
coobirerne 06 omubKe /It TPOTrHO30B Moen most_frequent, OCKOIBKY He
OBLIO TIOJYy4eHO HHM OJHOTO IIPOTHO3a IMOJIOKUTEIBHOTO Kjacca (TaKuM
oOpa3oM, 3HaMeHaTe b B hopMyJie pacuera /Mepbl paBeH HyJI0). Kpome Toro,
MBI MOKEM YBUJIETH JOBOJBHO CUJIBHOE Pa3jimdne MeK1y ITPOTHO3aMH JaMMU-
MOJIEJTM ¥ IIPOrHO3aMH JlepeBa, KOTOPOe He Tak SIBHO OpocaeTcs B IJia3a, Korja
MBI aHAJMU3NUPYEM TOJIBKO MPaBUJIBHOCTD. VICIIOb30BaB £Mepy JJIsT OLlEHKU
KauecTBa, MbI CHOBA IOABITOKMBAEM ITPOTHOCTHYECKYIO CIIOCOOHOCTDH C
MIOMOIIIBIO OHOTO uncaa. OQHAKO, TIOX0Ke, YTO FMepa JefCTBUTENBHO JaeT
Oosiee Jydlliee IpeACTaBAEHHE O KayecTBe MOJEIN, YeM IIPaBUJIbHOCTb.
BMmecTe ¢ TeM HemocTaTOK FMephl 3aKJIOUAeTCSI B TOM, YTO B OTJIAUYKE OT
IPABUJIBHOCTH €€ TPyAHee WHTEPIPETUPOBATh U OObICHUT.

Eci MBI XOTMM MOJy4YuTh OOJiee PasBEPHYTBIA OTYET O TOYHOCTH,
[OJIHOTE U fi-Mepe, MOKHO BOCIIOJb30BaThCs  YAOOHONH  (QyHKI[MENH
classification_report, uToOBI BBIYMCAUTH BCE TPU METPUKH Cpasy W
pacriedyaTaTh UX B IPUBJIEKATEIbHOM BU/IE:

In[46]:
from import classification_report
print(classification_report(y_test, pred_most_frequent,
target_names=["not nine", "nine"]))
Out[46]:
precision recall f1-score support
not nine 0.90 1.00 0.94 403
nine 0.00 0.00 0.00 47
avg / total 0.80 0.90 0.85 450
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ODOynkmus classification_report nmevaraer oT4yer, B KOTOPOM BBIBOISTCS
MOKa3aTeJ TOYHOCTH, IIOJHOTBI W FMepbl s OTPHUIATEIHHOTO U
MOJIOKUTEBHOTO KJACCOB. MUHOPUTAPHBIN KJace <«IEBATKAa» CUUTAETCS
MOJIOKUTENBHBIM KJaccoM. 3HaueHue Fmepbl st Hero pasHo 0. s
MaKOPUTAPHOTO KJIacca <«He-IeBITKa» 3HadeHme Fmepsl paBHOo 0.94. Kpome
TOTO, TIOJTHOTA JJIsT KJjacca <«He-leBATKa» paBHa 1, TIOCKOJBKY MbI
KJaccupuIMpoBaId Bce TPUMeEPbl KaK <«He-/eBATKW». KpaillHuii mpaBbIii
cronberr — 310 mozzepxkka (support), KoTtopas paBHa (DaKTHIECKOMY
KOJIMYECTBY TIPUMEPOB JAaHHOTO KJacca.

B mocnemneli cTpoke oTdeTa MPUBOASTCS CpelHUE 3HAUEHWS METPUK,
B3BellleHHbIE TI0 KOJWYECTBY (PaKTUUECKNX MPUMEPOB B KaKIOM KJacce.
[Tosgcuum Tmpoliecc BBIUUCTEHUS B3BEIIEHHOTO CPEIHETr0 3HAueHWs [JIs
npumepe fFmerpuku. CHavyama BBIYHCISIEM Beca OTPHUIATENBHOTO U
MOJIOXKUTEIBHOTO KJaccoB. Bec orpumnarenpHoro kinacca pasen 403,/450=0.90.
Bec MOJIOKUTETHHOTO KJacca paBeH 47 /450=0.10. Temnepn
CIIPOTHO3MPOBAHHOE 3HAYEHNE F-MePhI JJIsT KayK0ro Kjacca yMHOKaeM Ha Bec
COOTBETCTBYIONIETO  KJIacCa, CKJAAbIBAaeM  Pe3yJbTaThl U  TIOJydaeM
B3BelleHHoe cpenHee 3HaueHne ~mepbr: 0.90 x 0.94 + 0.10 x 0.00 = 0.85. Huke

daHbl €IIIe aBa oOoTdyeTa — IJad I[aMMI/I-KJIaCCI/I(I)I/IKaTOpa U JIOTCTUYECKOU
perpeccum:
In[47]:
print(classification_report(y_test, pred_dummy,
target_names=["not nine", "nine"]))
out[47]:
precision recall f1-score support
not nine 0.90 0.92 0.91 403
nine 0.11 0.09 0.10 47
avg / total 0.81 0.83 0.82 450
In[48]:
print(classification_report(y_test, pred_logreg,
target_names=["not nine", "nine"]))
Out[48]:
precision recall f1-score support
not nine 0.98 1.00 0.99 403
nine 0.95 0.83 0.89 47
avg / total 0.98 0.98 0.98 450

BarngHyB Ha OTYeThl, MOKHO 3aMETUTb, UTO Pa3IUuMd MEXIY JAaMMU-
MOJIETBI0O I MOJIENIbI0 JIOTUCTUYECKOW PErpeccuu yKe He CTOJIb OYEBUIHBI.
Perienrie 0 TOM, KaKOH KJacC OOBSBUTDH IOJOKUTEIHHBIM, UMeET OOJIbIIOE
BJIMSHIE Ha MeTpuku. HecMoTpst Ha TO, 4TO B Tammu-KiaccuduraTope f-mepa
g Kyacca «jaeBsatkay paBHa 0.13 (B cpaBHenuu c¢ 0.89 st morucTuyeckom
perpeccun), a JiJisl Kjacca «He-zieBsaATKka» oHa paBHa 0.90 (B cpaBHenuu ¢ 0.99
JUISL JIOTUCTUYECKOI pPerpeccuu), moxXoskKe, uTo obe MOAEIN JAI0T pa3yMHbIe
pe3yJsibTaThl. OMHAKO TPOAHAJU3UPOBAB BCe ITIOKa3aTeau BMeCTe, MOKHO
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COCTaBUTb [AOBOJIBHO TOYHYKO KapPTWMHY W Y€TKO YBUIAETHb IIPEBOCXOACTBO
MOEGHH.HOTHCTMHGCKOﬁZpGFPGCCMH.

[pyHMaemM BO BHAMaHMEe HeonpeAeAeHHOCTb

Martpuria ommbOK M OT4eT O Ppe3yabTaTaX KAACCH(DUKAINU TIO3BOJISIOT
MIPOBECTU OYEHb JIeTAJIbHbI aHAJINU3 TMOJYYEeHHBIX MPOrHo30B. OnHAKO camu
mo cebe TIPOTHO3BI JIUIIEHBI OOJBIIOr0 ObbeMa WHGOPMAINH, KOTOPAst
cobpana Mozenbio. Kak Mbl yke TroBopwiIn B TjaBe 2, OOJBIIMHCTBO
KJaccu(pUKaTOPOB  JIJIS  OIEHKM CTeleHW JIOCTOBEPHOCTH  IPOTHO30B
IMO3BOJISIIOT UCIIOJb30BaTh MeToabl decision_function mau predict_proba.
[TosyuynTth nPOrHO3BI MOXKHO, ycTaHOBUB nysi decision_function wim
predict_proba moporoBoe 3HaueHre B HEKOTOPOU (PUKCUPOBAHHON TOUKE — B
ciaydae OMHapHOW KjaccuuKauyi MbI ucmoabdyeM ( s perraromnieit
dyuknmu u 0.5 a1 metona predict_proba.

Huxe IpUBeEICH puMep HecHaTaHCHPOBAHHOMI OMHApPHOI
knaccudukaiuu: 400 Touek AAaHHBIX B OTpUIlaTeJbHOM Kiaacce m 50 Touek
JAHHBIX B IOJOKHUTEIbHOM Kjacce. OOyualomne JaHHbIE TOKa3aHbI Ha PUC.
5.12 cimeBa. Mbl obydaem Mozenb siaepHoro SVM Ha 9THUX JaHHBIX, a TaKKe
BBIBOAMM cITpaBa rpaduKy 0oOydyalolnX IAaHHBIX, [TOKA3bIBAIOIINE 3HAYCHIMS
pemaorieil GyHKIINY B BUjle TETJIOKapThl. B caMoMm 1eHTpe rpaduka MOKHO
YBUJIETb YEPHYI0 OKPY/KHOCTb, KOTOPBIA COOTBETCTBYET IIOPOTOBOMY
3Hauenuto decision_function, paBHoMy Hym0. Touku BHYTpU 3TON
OKPY/KHOCTH OYyIyT KIacCH(MUIIMPOBATHCS KaK IMOJOKUTEIbHBIA KJacc, a
TOYKM BHE OKPY’KHOCTH OYAYT OTHECEHBI K OTPUIATEIHHOMY KJIACCY:

In[49]:

from import make_blobs

X, y = make_blobs(n_samples=(400, 50), centers=2, cluster_std=[7.0, 2],
random_state=22)

X_train, X_test, y_train, y_test = train_test_split(X, y, random_state=0)
svc = SVC(gamma=.05).fit(X_train, y_train)

In[50]:
mglearn.plots.plot_decision_threshold()

308



training data decision with threchold 0 decision with threshald -0.8

Cross-section with thresheld 0 Cross-section with thresheld -0.8

Desion value
Deosian value

Puc. 5.12 Tennosags kapTa pewaroLien QyHKLUUN N BRUSHNE
N3MEeHEeHNA NOPOroBOro 3Ha4YeHNs Ha pesynbTaT

Bocmonbsyemcst  dyuxkimeii classification_report, 4Tto6BI OIEHUTH
TOYHOCTb M TIOJTHOTY JJist 000UX KJIACCOB:

In[51]:
print(classification_report(y_test, svc.predict(X_test)))
Out[51]:
precision recall f1-score support
0 0.97 0.89 0.93 104
1 0.35 0.67 0.46 9
avg / total 0.92 0.88 0.89 113

Jlnst kmacca 1 MBI 1TOJTy4aeM JOBOJIBHO HEOOJIBIIOE 3HAYEHHE TTOJTHOTHI U
erie Gosiee HU3Koe 3HaYeHWe TOUHOCTH. [Tockoibky Kiacce 0 mpeacraBiieH
ropsi3fio  OOJIBIIUM  KOJIMYECTBOM — IIPUMEPOB, KJIACCUDUKATOP TOYHEE
nporuo3upyet kjaacc 0 u ropazzao MeHee TOUHO Kjacc 1.

JlaBaiiTe TpenonoK1M, 4TO B HAIIEM TIPUMepe TOPas3io BaskHee MOJTYUUTh
BBICOKOE 3HAYeHNe TOJTHOTHI /IS KJIacca, Kak B cJiydyae cO CKpUHUHTOM paka,
[IPUBEJIEHHOM paHee. JTO O3HAYAET, YTO MBI TOTOBBI JOMYCTUTH OOJIbIIEe
KOJIMYECTBO  JIOKHBIX  cpabarbiBanmii  (cjaydaeB, KOrZla  HEBEPHO
CIIPOTHO3UPOBaH Kjacc 1), 4To gacT Ham OOJblllee KOJIMYECTBO HMCTUHHO
MOJIOKUTETBHBIX TIPUMEPOB  (TO €CTh YBEIWYUT 3HAYEHWE TIOJHOTHI).
[TporHO3BI, TONMyYeHHBIE C TOMOIIBIO Ssvc.predict, He OTBeYAIOT ITOMY
TpeOOBAHMIO, HO MBI MOXKEM CKOPPEKTHPOBATh MX, YTOOBI MOIYy4UTh OoJee
BBICOKO€ 3Ha4YeHNe TOTHOTHI AJist Kiaacca 1. [1J1st 5Toro HeoOX0MMO NU3MEHUTh
MOPOTOBOE 3HAUEHNUE JIJIs TPUHATHSA perieHnii. [lo ymomuanuio TOUKy TaHHBIX
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CO 3HaYEHUSIMU peraorieil pyHknnn 60sbiie 0 OyayT KaaccuuImpoBaThCs
kKak kjacc 1. Mpr xotum YBEIIMYUTb KOJHUYECTBO TOYEK [1dHHDIX,
HpOFHOSprCNHﬂXIﬁHCKHaCC1,H03TONQ7HyXﬂﬂ)CHH3HTbDDpOFOBO€3HaquH€I
In[52]:
y_pred_lower_threshold = svc.decision_function(X_test) > -.8

[laBaiiTe B3TJITHEM Ha OTUeT O pPe3yJibTaTax KaacCu(pUKaINU, MOTyYeHHBI
AJIA 9TOIO IIPOrHo3a:

In[53]:
print(classification_report(y_test, y_pred_lower_threshold))
Out[53]:
precision recall f1-score support
0 1.00 0.82 0.90 104
1 0.32 1.00 0.49 9
avg / total 0.95 0.83 0.87 113

Kak u ciemoBano oxuuaatb, 3HayeHHe IIOJHOTBHI s Kjaacca 1 crajo
BBICOKKMM, a TouHOCTh ynaja. Ceituac aisg OoJiblineil 00J1acTU IPOCTPAHCTBA
MBI IIPOTHO3UPYeM KJacc 1, Kak 9TO MOKa3aHO B BEPXHEH MPaBOil YacTH PHLC.
5.12. Eciin BaM HY’KHO YBEJIMYUTH TOYHOCTD I10 CPABHEHUIO C ITOJTHOTONW WJIN
Ha000pOT, MO0 BalllK JaHHBIE B 3HAYNTEIHLHON CTelleHN He cOaaHCHPOBAHbI,
U3MeHeHUEe ITOPOrOBOr0 3HAYEHUs SIBJSIETCS CaMbIM IIPOCTBIM CIIOCOOOM
YIIYYIIUTh pe3ysbTar. IlockoabKy perramomnias QYHKIMS MOKET IIPUHUMATH
pasjMYHble MAlla30Hbl 3HAYEHUil, TPYAHO CHOPMYIUPOBATL IIPABUIIO,
Kacaloleecst BbIoopa IMOpOroBOro 3HAYEHMUSI.

YcranaBiuBasi MOPOTOBOe 3HAYeHWE, YOeIUTeCh B TOM, YTO He
UCTIOJIb3YeTe [JIsl 3TOTO TeCTOBbIA Habop. Kak m B ciydae ¢ 0ObIM
JAPYTMM IapaMeTpPoM, MOPOroBoe 3HayeHHe, BHIOPAHHOE C TTOMOIIBIO
TECTOBOTO ~ HabOpa, BEPOSITHO, JACT  OYeHb  ONTHUMHUCTHYHbBIE
pesysbTarhl. [list  BBIGOpA TOPOTOBOTO 3HAYEHUs WCIOJIb3YHTE
MIPOBEPOYHBI HAOOP MJIN MEPEKPECTHYIO TIPOBEPKY.

BeibpaTh mMOpoOroBoe 3HaueHMeE ST MOJENeH, MOAAEPKUBAIOIINX METO/I
predict_proba, mpomie, mOCKOJIbKY BbIBOJIOM predict_proba gaBisiorcs
yuciaa, Haxopsdmumecs B (¢uKcupoBaHHOM amanazone or 0 mgo 1 m
npezcrasisione coboit BepositHocTr. 1o ymomauanuio mopor 0.5 o3Hauaer,
4TO ecm Mojiesb Oosee yeM Ha 50% «yBepeHa», 4TO JaHHAs TOYKA SIBJISIETCS
[OJIOKUATEIbHBIM ~ KJIACCOM, TOYKa OygerT  KiaacCupUIMpPOBaHA  Kak
MOJIOKUTENbHBIN KJyacc. [loBbIlieHre MoporoBoro 3HayeHus Io/[pa3yMeBaeT,
yTO MOmenu Tpedyercs Oo.pIiad CTeleHb YBEPEHHOCTH, uTOOBI HPUHSTH
pelieHre B II0JIb3y IOJIOKUTEJNbHOTO Kjaacca (WU MeHbIIASd CTelleHb
YBEPEHHOCTH, 4TOOBI IIPUHATH PElIeHNe B M0JIb3y OTPHUIATENbHOTO KJIacca).
HecmoTpst Ha TO, 4TO paboTaTh C BEPOSTHOCTSMU IIPOINE, yeM paboTaTh C
IIPOM3BOJIbHBIMM IIOPOTOBBIMM 3HAUYEHUSIMH, He BCE MOJEJH II03BOJISIOT
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MOJIYYUTh PEAJMCTUYHBIE OIIEHKU HEOTPEIeJIEHHOCTH (HApuMep, IepeBo
peleHnii  MakcuMasbHO# ryomHbl Bcerma Ha 100% yBepeHO B CBOMX
IIPOTHO3aX, XOTSI 9TO YacTO He TakK). ITO CBSI3aHO C IMOHATUEM KaJTHOPOBKH
(calibration): xamubpoBaHHast MOZIEIb TIPEACTABISIET COO0I MOZETb, KOTOpPast
MO3BOJISIET TOYHO M3MEPHUTh HEOIPEeAeIeHHOCTh OleHoK. IlogpobHoe
paccMOTpeHHre BOITPOCOB KaJMOPOBKY BBIXOAUT 32 PAMKHU TON KHUTH, HO BbI
MosKeTe HaiiTu 6osiee moapobuyio uHbopMmalmio B crarbe Niculescu-Mizil,
Caruana «Predicting Good Probabilities with Supervised Learning».

KpuBble TOHHOCTU-NOAHOTHI 1 ROC-KpuBbIe

Kak MBI yXe cKazaad, W3MeHEHWe TI0pora, MCIOJb3yeMOTro I
KIaccuUKAIUA PEIIeHNI MOJEIM — 3ITO CIIOCO0, IMO3BOJSIONINI HaWTH
KOMITIPOMMCC M€Ky TOYHOCTBIO M TIOJTHOTOM /i1 JaHHOTO KJaaccuduraropa.
BosmozkHO, BBl X0THTE TIPOITycTUTh MeHee 109 TOMOKUTETbHBIX TPUMEPOB,
TakM 00pa3oM, sKeJaeMoe 3HaueHue IMOJMHOTHI coctaBuT 90%. Perrenne
3aBUCHUT OT KOHKPETHOTO IIpUMepa W OHO JOJIKHO OIPENesThbCs OusHec-
nessiMu. Kak TOJIBKO TIOCTaBjieHAa KOHKpeTHasl Iiesib, CKa)keM, 3alaHO
KOHKpeTHOe 3HaueHuWe TIOJHOThl WJKW TOYHOCTH [IJIS KJAcca, MOXKHO
YCTAaHOBUTH COOTBETCTBYIONIUI TIopor. Bcerma MokHO 3anarhb TO UKW MHOE
MOpPOroBOe 3HAuUeHue g peau3allui KOHKPEeTHOU 1enu  (Hampumep,
HOCTHKeHUsT 3HadeHust mMoTHOTHI 90%). TpyaHocTh cocTouT B paspaboTke
TaKOI MOJIe/Id, KOTOpask IIPU 9TOM IIOPOre ele U OyAeT MMETh IIPUEMIIEMOe
3HaUeHWe TOYHOCTH, Belb KjaccudUIMpoBaB Bce TIPUMEpPbl  Kak
MOJIOKUTEJIbHBIE, BBl TOJy4YNTe 3HAaueHue MoJHOTHI, paBHoe 100%, HO mpwm
HTOM Ballia Mojiesib OyeT OecIioIe3HOM.

TpeboBanue, BbIABUTaeMO€ K KadecTBY Mojenn (Hampumep, 3HadyeHue
MOJIHOTHI OJKHO OBITh 90%), YacTo Ha3bIBAlOT padoyeri Toukor (operating
point). DukcupoBanue pabodeil TOYKK 4acTO OBIBAET IOJIE3HO B KOHTEKCTE
6usHeca, YTOOBI TAPAHTHPOBATH OIPEIETEHHBI YPOBEHb KaueCTBa KJINEHTaM
WJIW IPYTUM TPYIIIaM JIUI] BHYTPU OpraHU3alluu.

Kak mpaBuJio, mpu pa3paboTKe HOBOI MO HET YETKOTO TIPEACTABIECHUSI
0 TOoM, uTo Oyaer pabodeii Toukoii. Ilo aToil mpuymMHe, a TakKe JIs TOTO,
4TOOBI TIOJIYYUTh OOJIee MOJTHOE TIPEACTAaBIEHNE O PEIaeMOil 3aj1a4e, MOJIe3HO
Cpady B3IVIIHYTb Ha BCe BO3MOXKHbIe IIOPOTOBble 3HAUYeHUs WJIU Bce
BO3MOJKHBIE COOTHOIIIEHUS TOYHOCTHU U TIOJTHOTBI JIJISI 3TUX TOPOTOBBIX
3HaueHul. JlaHHylO Tpolenypy MOXKHO OCYHIECTBUTh C  ITOMOIIBIO
MHCTPYMEHTa, Ha3bIBAEMOTO KPHBOH TOYHOCTH-ITOJTHOTEI (precision-recall
curve). DYHKIWIO 7 BBIYUCIEHUS KPUBOW TOYHOCTU-TIOTHOTHI MOKHO
Haiitu B MoxayJse sklearn.metrics. Eii HeoOxomumo mepenath aKkTUUeCKue
METKU KJACCOB U CIPOTHO3UMPOBAHHbIE BEPOSITHOCTU, BBIYUCJIEHHBIE C
nmomoIbio decision_function uam predict_proba:
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In[54]:

from import precision_recall_curve

precision, recall, thresholds = precision_recall_curve(
y_test, svc.decision_function(X_test))

Oynukiusa  precision_recall_curve Bo3BpamaeT CIUCOK 3HAYEHU
TOYHOCTU W TIOJTHOTHI JIJISI BCEX BO3MOKHBIX TIOPOTOBBIX 3HAUYEeHWH (Bcex
3HAUeHWI permramoniell (PyHKINM) B OTCOPTUPOBAHHOM BHUIE, MOITOMY MBI
MOJKeM TTOCTPOUTh KPUBYIO, KaK TIOKa3aHo Ha puc. 5.13:

In[55]:
# ncnosb3yem 60/buyi 06bEM [AHHbIX, YTOObI MOJYYUTH 60/1€€ I1a4KyH KPHUBYK
X, y = make_blobs(n_samples=(4000, 500), centers=2, cluster_std=[7.0, 2],
random_state=22)
X_train, X_test, y_train, y_test = train_test_split(X, y, random_state=0)
svc = SVC(gamma=.05).fit(X_train, y_train)
precision, recall, thresholds = precision_recall_curve(
y_test, svc.decision_function(X_test))
# Haxogum OJmxaviumii K HYJIK 10por
close_zero = np.argmin(np.abs(thresholds))
plt.plot(precision[close_zero], recall[close_zero], 'o', markersize=10,
label="nopor 0", fillstyle="none", c='k', mew=2)

plt.plot(precision, recall, label="kpuBaa TOYHOCTM-MOAHOTH")
plt.xlabel("TouyHocTb")
plt.ylabel("MonHoTa")
plt.legend(loc="best")
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Puc. 5.13 Kpuas TouyHocTn-nonHoTbl gns SVC (gamma=0.05)

Kaxmass Touka Ha KpuBoil (puc. 5.13) COOTBETCTBYET BO3MOKHOMY
MMOPOTOBOMY 3HaueHWIo permnaonieil GyHkiuu. Hampumep, BUIHO, YTO MBI
MOKeM ocTudb 1moJHOTHl 0.4 1ipu TouHocTu OKOJo 0.75. UepHblil KPYsKOK
OTMeYaeT TOYKY, COOTBETCTBYIOIIYIO0 mopory (), mMOporoBoMy 3HAYeHUIO IO
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YyMOJYaHUIO [ pemawoonied  ¢gyHkiuu. JlaHHasgs Touka  gBJsSeTCS
KOMITPOMICCOM, KOTOPBII BBIOMPAETCst IIPU BBI30BE MeToja predict.

Yem Oimske KpuBas TOAXOAUT K BEPXHEMY IIPABOM YTy, TE€M JIydIile
kJjgaccudukaTop. Touka B BepXHeM IIPaBOM yTJIy O3HAUYaeT BHICOKOE 3HAUeHue
TOYHOCTU X BBICOKO€ 3HayeHHe TOJIHOTBI JJIsI COOTBETCTBYIOIIETO IOPOTa.
KpuBag HaumHaeTcsi B BepXHEM JIEBOM VIJy, YTO COOTBETCTBYET OY€Hb
HU3KOMY IIOPOTY, BCe TPUMEPHI KIACCUDUIMPYIOTCS KaK IMOJOXKUATETbHBIN
kyacc. [loBbieHne mopora mepeMeriaer KpUByio B CTOPOHY 6oJiee BBICOKHMX
3HAYEHWI TOYHOCTH U B TO JKe BpeMsi O0Jiee HU3KUX 3HaYeHMH TOJHOTEL. [Ipn
JaJIbHENIIIeM TIOBBIIIEHUW IIOpora MbI IOJiydaeM CHUTYyalluio, B KOTOPOW
OOJIBIIMHCTBO TOYEK, KAACCU(DUITMPOBAHHBIX KAK ITOJIOKUTEIbHBIE, SIBIISIOTCS
WCTUHHO IJIOKUTEIbHBIMM, UYTO HPUBOAUT K OUYE€Hb BBICOKOW TOYHOCTH, HO
60JIee HU3KOMY 3HAUYE€HUIO TTOJTHOTBL. YeM O0JIbIlie MOJIeIh COXPAHSIET BHICOKOE
3HAYeHUe TIOJTHOTHI ITPU OJTHOBPEMEHHOM YBeJINYEeHUUW TOYHOCTU, TeM JIy4llle.

B3risiHyB Ha 9Ty KpUBYIO 4yTh 0OOJIee MIPUCTATBHO, MOKHO YBHUJETH, UTO C
IIOMOIIIBIO TOCTPOEHHOM MOJEIN MOKHO JOOUTHCS TOYHOCTH B paiione 0.5 mpu
OYeHb BBICOKOM 3HAYE€HUM TOJHOTBI. EcCaM MBI XOTUM MOJYy4YUTH TOPa3o
6oJiee BBICOKOE 3HAYEHME TOYHOCTH, MBI JOJKHBL B 3HAUUTEJIbHOM CTEIIeHU
MOKEPTBOBATh MOJHOTOU. /[pyruMu cjioBaMu, cjaeBa Hallla KpUBas BBITJISIIUT
OTHOCUTEJIbHO IIJIOCKOM, 3TO O3HAuaeT, UYTO IPU YyBEJIUYEHUU TOYHOCTHU
[OJIHOTA TajiaeT HesHaunTenbHo. OpHako, 4YTOOBI IOJIYYUTh 3HAYEHUE
touHoct Oosee (0.5, HaM TIpUIETCS IOKEPTBOBATH 3HAUMTEJIbHBIM
CHIKEHMEM ITOJTHOTHI.

Paznmuunable KjgaccuUKaTOPbl MOTYT JaBaThb XOpoIllee KauyecTBO Ha
Pa3IMYHBIX y4acTKaX KPUBOIL, TO €CTh B PasHbIX paboumx Toukax. [laBaiiTe
cpaBHUM Mojiesib SVM ¢ MoziesTbio cIydyaifHOTO Jieca, TIOCTPOEHHOM Ha TOM Ke
Habope JaHHbIX. RandomForestClassifier Bmecto decision_function
ucrosb3yer weton predict_proba. @ynkius precision_recall_curve
OKUJIAeT, 9YTO B KaUeCTBE BTOPOTO apryMeHTa eii Oyzer epeaHa BEPOSTHOCTb
MOJIOKUTETBHOTO Kaacca (kmacca 1), To ecth rf.predict_proba(X_test)[:,
1]. B 6unapHOil Kiaccu(UKAIMU TOPOrOBOE 3HAYEHME M0 YMOJUAHUIO IS

predict_proba paBHo 0.5, 103TOMY MBI OTMETHJIM 3Ty TOYKY Ha KPUBOM (CM.
puc. 5.14):

In[56]:
from import RandomForestClassifier

rf = RandomForestClassifier(n_estimators=100, random_state=0, max_features=2)
rf.fit(X_train, y_train)

# B RandomForestClassifier ecrp predict_proba, Ho HeT decision_function

precision_rf, recall_rf, thresholds_rf = precision_recall_curve(
y_test, rf.predict_proba(X_test)[:, 1])

plt.plot(precision, recall, label="svc")

plt.plot(precision[close_zero], recall[close_zero], 'o', markersize=10,
label="nopor 0 svc", fillstyle="none", c="k', mew=2)
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plt.plot(precision_rf, recall_rf, label="rf")

close_default_rf = np.argmin(np.abs(thresholds_rf - 0.5))

plt.plot(precision_rf[close_default_rf], recall_rf[close_default_rf], '~', c='k',
markersize=10, label="nopor 0.5 rf", fillstyle="none", mew=2)

plt.xlabel("ToyHocTb")

plt.ylabel("MonHoTa")

plt.legend(loc="best")
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Puc. 5.14 CpaBHeHMe KpUBbIX TOYHOCTU-MOMHOTHI
ansa SVM mn cnyyanHoro neca

N3 cpaBHUTENbHOTO TpaduKa BUIHO, YTO CJAYYAWHBIN Jiec JaeT Jiydliee
KayecTBO, 4yeM B SVM, /s KpallHUX IOPOTOBBIX 3HAYEHWUM, IT03BOJISIS
MOJIYYUTh OYeHb BBICOKOE 3HAUeHUe TOUHOCTU WUJIM OYeHb BbICOKOE 3HAYeHUe
MONMHOTEI. YUTO KacaeTcss IEHTPAJbHON 4YacTh KPUBOU (COOTBETCTBYET
npumepHoit TouHoct=0.7), To SVM paboraer jayuime. Eciau ObI MbI ISt
cpaBHeHHUsT 0000ImaoIIell CIIOCOOHOCTH B IIEJIOM aHAJTU3UPOBAIM JIUIIb fi-
Mepy, MbI YVIIYCTUIU Obl M3 BUIY 9TH TOHKOCTH. fi-Mepa YYUTHIBAET TOJHKO
OJIHY TOYKY Ha KPUBOU TOYHOCTHU-TIOJHOTHI, TOUKY, ONpPENeIIeMyI0 ITOPOTOM
0 YMOJTYAHUIO.

In[57]:
print("f1-mepa random forest: {:.3f}".format(

f1_score(y_test, rf.predict(X_test))))
print("f1l-mepa svc: {:.3f}".format(fl_score(y_test, svc.predict(X_test))))

Out[57]:

f1-mepa random forest: 0.610
f1-mepa svc: 0.656
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CpaBHeHMe [BYyX KPHUBBIX TOYHOCTU-TIOJTHOTHI Jla€T MHOTO JleTaJbHOM
nHOOPMAIINK, HO MPEACTaBIsieT cOOOW JIOBOJBHO TPYAOEMKHII ITPOIECC.
YT00ObI BBIIOJHUTH ABTOMATHYECKOE CpPaBHEHUE MOZeIeil Mbl MOTJIU ObI
00001TuTh WH(GOPMAINIO, COAEP/KAINIYIOCS B KPHUBOH, HE OrpaHUYUBAasICh
KOHKPETHBIM IIOPOTOBBIM 3HaueHHeM WJan paboueil Toukoil. OmauH U3
CII0COOOB MOABITOKUTH MH(MOPMAINIO KPUBON 3aKJII0YACTCS B BBIUNCICHUN
WHTerpaJjia WK oAU M0/l KPpUBOU TOYHOCTU-TIOJTHOTBI, OH TaK)Ke N3BEeCTEH
Kak MeTon cpegueri tognocrn (average precision).>' Jlna BbIMECIEHUS
cpenHen TOYHOCTHU BbI MOXKeTe€  BOCIIOJIb30BATbCS dbynkiueit
average_precision_score. Ilockoimbky Ham HyXHO BbuncauTb ROC-
KPUBYI0O U PacCMOTPeTh HECKOJbKO TOPOTOBbIX 3HaueHUl, QGYyHKIUU
average_precision_score BMecTO pe3dyJibTaTa predict HY)KHO IiepelaTh
pesyabtaT decision_function nim predict_proba:

In[58]:
from import average_precision_score
ap_rf = average_precision_score(y_test, rf.predict_proba(X_test)[:, 1])

ap_svc = average_precision_score(y_test, svc.decision_function(X_test))
print("CpegHaa TouyHocTb random forest: {:.3f}".format(ap_rf))
print("CpeaHasa ToyHocTb svc: {:.3f}".format(ap_svc))

Out[58]:
CpegHsaa TouyHocTb random forest: 0.666
CpeaHAaa ToyHocTb of svc: 0.663

[Tpu ycpeaHennu 1o BceM BO3MOKHBIM TIOPOTOBBIM 3HAY€HUEM Mbl BUJIAM,
yTo caydaitubiii jec 1 SVC 1aioT TpuMepHO OJIMHAKOBOE KaueCTBO MOJIEJIH,
IpU 3TOM CJYYalHbBIA Jake 4YyTb-4yTb BbIpbIBaeTCs Blepel. IJTO B
3HAUYUTEJIBHOM Mepe OTJUYAIOTCA OT pe3yJbTaTa, MOJYYeHHOTO HaMUu paHee C
nomotipio f1_score. IIocKONbKY cpemHAd TOYHOCTH PaBHA ILIOMIA[AUA TIOJ
KPUBOW, KoTOpas npuHuMaeT 3HadyeHusd ot 0 70 1, cpe/iHssg TOUHOCTH Beerna
Bo3Bpaiaer 3HadeHue ot () (xyzauiee 3HadeHue) no 1 (Jsydiiee 3HayeHue).
CpenHsass  TOYHOCTh  CJOydailHOTO  KJjaccudukaTtopa  paBHa  J10JI€
MOJIOKUTENBHBIX TIPUMEPOB B HAOOPE JTaHHbBIX.

Pabo4yas xapakTepnctuka npnemMHmka (ROC) n AUC

Eite ogvH WHCTPYMEHT, KOTOPBIH OOBIYHO WCIIOJIb3YETCS JJIsI aHaIn3a
MoBeIeHNsT KIacCu(UKATOPOB IIPU Pa3JINUHBIX MOPOTOBHIX 3HAUYEHUSIX — ITO
KpHBas  paOoyeri — XapakTepucTHKH — 1npHemMHHKa (receiver — operating
characteristics curve) wim kparko ROC-kpusag (ROC curve). Kak u kpuBas
TOYHOCTU-TIONMHOTH, ROC-KpuBas MO3BOJSIET PacCMOTPETh BCE ITOPOTOBBIE
3HAUeHUd JJId JAaHHOTO KJjaccudukaTopa, HO BMECTO TOYHOCTU U TTOJHOTBI
OHa TIOKA3bIBAET JO.TH0 JIOKHO ITOJTOKHTEIbHBIX IpHMepoB (false positive rate,
FPR) B cpaBHeHUUM C /J0JI€H HCTHHHO ITOJIOKHTEJIbHBIX HPHMEPOB (true

3 C TeXHUYECKOU TOYKU 3PEHUsI CYNIECTBYET HEKOTOPbIE HE3HAUNTEIbHDIE PA3JIHUUS MEK/LY TLIOMIABIO TT0]]
KPUBOH TOYHOCTU-TIONHOTHI U CpefHell TouHOCThI0. OIHAKO TPUBENEHHOE OOBSICHEHNE TMEPENAET OBIIYIO
nzero.
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positive rate). BCnoOMHUM, 4TO JIOJ9 UCTUHHO IOJIOKUTEJNbHBIX IPUMEPOB —
3TO TIPOCTO ellle OJHO Ha3BaHWE TIOJHOTHI, TOr/la KakK [J0Jsd JIOKHO
MTOJIOKUTETBHBIX IIPUMEPOB — 9TO JI0JIST JIOZKHO TTOJIOKUTENBHBIX TTIPUMEPOB OT
00II[ET0 KOJIMYECTBA OTPUIATEIbHBIX IPUMEPOB:

FP

FPR=—
FP+TN

ROC-xkpuBy10 MOKHO BBIYUCIUTH C IMOMOIIBIO (DYHKIIUU roc_curve (CMm.
puc. 5.15):

In[59]:
from import roc_curve
fpr, tpr, thresholds = roc_curve(y_test, svc.decision_function(X_test))

plt.plot(fpr, tpr, label="ROC-kpuBas")

plt.xlabel("FPR")

plt.ylabel("TPR (nonHota)")

# HaxXo[uM [10pOroBO€ 3HAYEHUe, b/mxanuee K HyJiw

close_zero = np.argmin(np.abs(thresholds))

plt.plot(fpr[close_zero], tpr[close_zero], 'o', markersize=10,
label="nopor 0", fillstyle="none", c='k', mew=2)

plt.legend(loc=4)
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Puc. 5.15 ROC-kpuaga gna SVM

Nneanbnag ROC-kpuBasi mNpoxoauT depe3 JIeBbIA BepXHUU  yTOJI,
COOTBETCTBYS KJaCCU(PUKATOPY, KOTOPBII JAeT BAICOKOE 3HAYCHUE MOJIHOTHI
NIpU HH3KOH J0JIe JIOKHO HOJIOXKHTEJbHBIX Hpumepos. lIpoaHannsnpoBas
3HaueHus 1oyHoTel 1 FPR nuis mopora no ymomuanuto 0, Mbl BUIUM, 4YTO
MOJKEM JIOCTHYb Topas3so 6ojiee BHICOKOTO 3HaueHHs1 mMoJHOTHI (0Kos0 0.9)
JUIIb TpW  He3HauuTesbHOM yBesmdyenun FPR. Touka, Ommske Bcero
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pacroJioKeHHast K BEPXHEMY JIEBOMY YTy, BO3MOKHO, Oy/IeT Jrydliieil paboueit
TOYKOW, 4eM Ta, YTO BbiOpaHa 1mo ymosdanuio. OTsiTh JKe, UMelTe B BUJLY, YTO
1JisT BbIOOpa TIOPOTOBOTO 3HAYEHWUs CJIEA0BATh HCIOJb30BATh OTAETbHBIN

IIPOBEPOYHBIN HAOOP, a He TeCTOBbIE JaHHBIE.
Ha puc. 5.16 Bbl MoOKeTe CpaBHUTDH CaydaiiHbiil jec 1 SVM ¢ IOMOIIbIO

ROC-kpuBsbix:

In[60]:
from import roc_curve
fpr_rf, tpr_rf, thresholds_rf = roc_curve(y_test, rf.predict_proba(X_test)[:, 1])

plt.plot(fpr, tpr, label="ROC-kpuasa SVC")
plt.plot(fpr_rf, tpr_rf, label="ROC-kpuaa RF")

plt.xlabel("FPR")
plt.ylabel("TPR (nosnHoTa)")
plt.plot(fpr[close_zero], tpr[close_zero], 'o', markersize=10,
label="nopor 0 SvC", fillstyle="none", c='k', mew=2)
close_default_rf = np.argmin(np.abs(thresholds_rf - 0.5))
plt.plot(fpr_rf[close_default_rf], tpr[close_default_rf], '~', markersize=10,
label="nopor 0.5 RF", fillstyle="none", c='k', mew=2)
plt.legend(loc=4)
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Puc. 5.16 CpasHeHne ROC-kpuBbix ans SVM n cnyyanHoro neca

Kak u B ciiyyae ¢ KpUBOU TOYHOCTU-TIOTHOTBI, MBI XOTUM IOJBITOKUTD
nadopmaiio ROC-KpuBoii ¢ TOMOIILIO OJHOTO YMCJIA, TIIOMIAIN O KPHUBOM
(06bruHO ee mpocto HaspiBatoT AUC, 1Ipu 5TOM UMETe B BUAY, YTO PEYb HIET
o ROC-xpuBoii). Mbl MoxkeM BbUMCANUTH Ttomniazp 1moa ROC-kpuBoil ¢
MOMOIIbIO0 (DYHKITUU FOC_3uc_score:
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In[61]:

from import roc_auc_score

rf_auc = roc_auc_score(y_test, rf.predict_proba(X_test)[:, 1])
svc_auc = roc_auc_score(y_test, svc.decision_function(X_test))
print("AUC gna cayyariHoro neca: {:.3f}".format(rf_auc))
print("AUC ana SVC: {:.3f}".format(svc_auc))

Out[61]:
AUC gnsa cnyyamHoro neca: 0.937
AUC pna SVC: 0.916

CpasauB cayvaiiabiii jec 1 SVM ¢ omorpio AUC, MBI MOXKeM cfieaTh
BBIBO/I, UTO CJYYalHBIN Jiec JaeT 4yTh Ooiee JIydliee KaueCTBO MOJIENH, YeM
SVM. HarmomMHuMm, MMOCKOJIBKY CPEHSIS TOUHOCTH — 9TO TIJIOMIAb O] KPUBO,
KoTopas TpuHMMaeT 3HaueHus ot 0 10 1, cpenHsii TOYHOCTH BceT/a
Bo3Bpariaer 3Hadenue ot 0 (xyamiee 3Havenme) 0 1 (sydiiee 3HaueHwue).
Cayuaitnbiii knaccudukaTop coorBercrByer 3HadeHnio AUC 0.5, He3aBUCHMO
OT TOro, Kak cOaJaHCHPOBaHbI KJIacChl B Habope maHHbIX. [ToaToMy mMeTprka
AUC sBasteTcst 60Jiee ONTUMATIBHON, YeM TIPABUIBHOCTD TIPH PEIIEHNN 3a1a4
HecOamancupoBarHoil kaaccuduramu. AUC MOKHO HHTEPIPETHPOBATHh KaK
Mepy KauecTBa pPAHXHPOBAHHA TOJOKUTEIbHBIX IPUMEPOB. J3HaueHUe
IJIOMIAAN IOl KPUBOM SKBUBAJIEHTHO BEPOSTHOCTH TOTO, YTO COTJIACHO
MOCTPOEHHOW MOJENN CJIy4ailHO BBIOPAHHBIM TMPUMEDP MOJOKUTETHHOTO
KJj1acca OyzieT mMeTh 60Jiee BBICOKUI OaJL/I, 4eM CIydaiiHO BHIOPAHHBIN TPHIMED
OTpHIATEIHLHOTO KiIacca. Takum obpasoM, uaeabHoe 3Hadenre AUC, paBHOe
1, o3Hauaer, 4TO BCe MOJIOKUTETbHbIE TIPUMEPBI B OTJINUNE OT OTPUIATETbHBIX
umeor  6Gosee  Bbicokmii  Oamn. B 3amavax  HecOasmaHCHPOBAHHOI
kiaccudukarun npumenenne AUC st oT6opa MOJeIN 3a4acTyio SIBJISIETCS
bostee 11e7ecO000pasHbIM, YeM HCII0JIb30BaHKE TTPAaBUIbHOCTH.

JlaBaiiTe BepHeMcs K 3ajiaue, KOTOPYIO MBI pelliajiv paHee, KaacCuuIupyst
B Habope digits meBsiTkum ¥ ocrajabHbie IUGPHL. Mbl Kaaccubunupyem
HabJTIoeHNs, UCIOIb3yst SVM ¢ TpeMst pasiiMYHbIMKA HACTPOUKAMU LT PIHBI
saapa 1 gamma (cMm. puc. 5.17):

In[62]:
y = digits.target ==

X_train, X_test, y_train, y_test = train_test_split(
digits.data, y, random_state=0)

plt.figure()

for gamma in [1, 0.05, 0.01]:
svc = SVC(gamma=gamma).fit(X_train, y_train)
accuracy = svc.score(X_test, y_test)
auc = roc_auc_score(y_test, svc.decision_function(X_test))
fpr, tpr, _ = roc_curve(y_test , svc.decision_function(X_test))
print("gamma = {:.2f} npasunbHocTb = {:.2f} AUC = {:.2f}".format(
gamma, accuracy, auc))
plt.plot(fpr, tpr, label="gamma={:.3f}".format(gamma))
plt.xlabel("FPR")
plt.ylabel("TPR")
plt.x1lim(-0.01, 1)
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plt.ylim(0, 1.02)
plt.legend(loc="best")

out[62]:
gamma = 1.00 npaBuabHOCTL = 0.90 AUC = 0.50
gamma = 0.05 npaBuabHOCTL = 0.90 AUC = 0.90
gamma = 0.01 npaBuabHOCTL = 0.90 AUC = 1.00
1D T I T I T
i
0.8 H
0.6 H
ce
oo
P_
0.4 H
gamma=1.000
0.2 H E
— gamma=0.050
— gamma=0.010
D.D 1 1 1 1
0.0 0.2 0.4 0.6 0.8

FPR

Puc. 5.17 CpaBHeHune ROC-kpusbIx ana SVM
C pasnuyHbIMU HAacTponKamMn gamma

[TpaBuIbHOCTH TIPU UCIIOJIH30BAHUM PA3JTUYHBIX 3HAUEHHWII gamma OCTaeTCs
onnHakoBoil u cocraniser 90%. OaquHaKoBoe 3HaU€eHNe TPABUJIbHOCTU MOKET
OBITH CJIy4aillHOCTBIO, a MOsKeT ObITh HeT. OmHako B3rassHyB Ha AUC u
COOTBETCTBYIONIYIO KPUBYIO, Mbl BHJUM 4Ye€TKOE Pasjndue MeXIy ISTUMHU
TpeMsi  Mopensgmu. Ilpum  gamma=1.0 3uHavenme AUC ¢dakTtuueckn
COOTBETCTBYeT cJydalilHOMY KjaccudukaTopy (caydailHOMYy pe3yJbTary
decision_function). IIpu gamma=0.05 KauecTBO MOJIE/IN PE3KO ITOBBIIIAETCSI.
W, nakoner, npu gamma=0.01, mbl moayduMm wujeasbHoe 3HaueHne AUC,
paBHoe 1.0. IToO 03HayYaeT, YTO B COOTBETCTBUU C pelatonieid GyHKINel Bce
[IOJIOKUATEIbHBIE TIPUMEPBI ITOJIy4aloT OoJjiee BBICOKMI 0ajll, dYeM BCe
OTpuUIlaTebHbIe TPUMePHl. /[pyruMu cjioBaMH, € TIOMOIIBIO TPaBUIBHOTO
MIOPOTOBOTO 3HAYEHUS 3Ta MOJENb MOKET WAeaTbHO KJacCHDUIIMPOBATDH
nannblie!® 3Hasg 9TO, MBI MOKEM CKOPPEKTHPOBATh IOPOroBoe 3HaueHue /I

%5 BaraisinyB Ha KpUBYIO ¢ gamma=0.01 GoJiee BHUMATE/ILHO, BbI MOKETe YBU/IETh HeGOIbIION n3/ioM GJmKe K
BEPXHEMY JIEBOMY YIJIy. JTO O3Hayaer, 4yTo 10 KpaliHeil Mepe OJHAa TOYKa JaHHBIX ObLla PaHKMPOBaHA
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9TOI MOZIE/IN ¥ MTOJIYYUTh MPABUJIbHBIE TPOTHO3bI. Ecii OB MbI MCIIOIH30BATIH
TOJIKO OJHY TOYHOCTH, Y Hac He ObLI0 ObI 9TOM MH(pOPMAIIHH.

[To aToli mpuuMHe MBI HACTOSITEIBHO peKoMeHayeM wucmosb3oBaTh AUC
JUIS OIEHKM KadyecTBa Mojesiell Ha HecOaTaHCHPOBaHHBIX JaHHBIX. OmHAKO
nmeiite B Buay, yTo B AUC He MCIIONb3yeTcss TOPOT TI0 YMOJTYaHUIO, TAKUM
0Opa3oM, uTOOBI Ha OCHOBE Mojean ¢ BbicOKMM 3HadeHrneM AUC TOIyduTh
MOJIE3HBIN  KjaccuUKATOP, BO3MOXKHO, MOTpedyercss KOPPEKTHPOBKA
MTOPOTOBOTO 3HAUYEHUS.

Teneppb, Korga MbI TOAPOOHO PACCMOTPENN BOIIPOCHI, CBSI3aHHBIE C OIIEHKOI
KauecTBa OMHAPHON KjaaccH(pMKAINM, JaBaiiTe IepeieM K MeTpPUKaM s
OIleHKM KayecTBa MYJIbTUKJIACCOBOW Kjaccuduraiuu. B OCHOBHOM, Bce
METPUKHU JAJSI MYJbTUKJIACCOBON KIaCCU(MUKAITUN SBJISIOTCS TTPOU3BOAHBIMHU
OT METPUK KJacCu(pPUKAINU, HO IIPU 3TOM YCPEIHSIOTCI 110 BCeM KJjaccaM. B
MYJIBTUKJIACCOBON KJIacCU(PUKAIINN TTPaBUJIBHOCTh BHOBB OIIPE/IENISIETCS Kak
JIOJIST TIPABUJIBHO KJIacCU(PUITMPOBAHHBIX IIpUMepoB. 1 omsATh XKe, Korga
KJIacChl He cOaJaHCHPOBAHBI, MPAaBUJIBHOCTH IepecTaeT OBbITh aJeKBAaTHOI
METPUKOI OIIeHKM KadecTBa. lIpercraBbTe cebe 3amadyy TPEXKIACCOBOI
Kaaccudukaimu, koraa 85% Touek JaHHbIX IpUHAIeKAT K Kiaacey A, 10% —
K kmaccy B m 5% — k xwmaccy C. UTo o3Hauaer cpeaHee 3HAYEHHE
MPaBUJIBHOCTH 85% IIPUMEHUTENBHO K 9TOMY HaboOpy [daHHBIX? B 1emom
pe3yJabTaThl MYJbTUKJIACCOBOU KaaccuUKAIIUU TPY/IHEE UHTEPITPETUPOBATD,
yeM pe3yJsIbTaThl OMHApPHON Kiaaccuuraiun. [IoMrUMO MpaBUIBHOCTH YacTo
HCIIOJb3YEMBIMA WHCTPYMEHTAMU SIBJISIIOTCS MaTpHIla OMIMOOK U OTYET O
pesyibTaTax KJaacCH(HUKAIMU, KOTOPble MBI paccMaTpUBajiu, pas30upast
caydail OMHaApHOI KjaccuUKalid B IpeabiayineM paszgene. lasaiite
NPUMEHUM 3THU JIBa MeToAa OIeHKM i Kiaaccupukaimm 10 pa3anuHbIX
PYKOIUCHBIX 1 p B Habope mJaHHBIX digits:
In[63]:
from import accuracy_score
X_train, X_test, y_train, y_test = train_test_split(

digits.data, digits.target, random_state=0)
1r = LogisticRegression().fit(X_train, y_train)
pred = lr.predict(X_test)

print("Accuracy: {:.3f}".format(accuracy_score(y_test, pred)))
print("Confusion matrix:\n{}".format(confusion_matrix(y_test, pred)))

HenpasuibHo. 3Hauenne AUC, paBhoe 1.0, siBisercs pe3yJbTaToOB OKPYTJIEHUS O BTOPOTO 3HAKA ITOCTE
IEeCATUYHON TOYKH.
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Out[63]:
Accuracy: 0.953
Confusion matrix:
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Mogesnb nMeeT TOYHOCTD 95.3%, UTO ysKe TOBOPUT HaM 00 0YeHb XOPOIIeM
KadecTBe Mojean. Marpuiia onmOOK AaeT HaM HECKOJbKO OoJiee MOIPOOHYIO
uHdopmarmio. Kak 1 B ciydae GuHapHO# KiaccruKamum, Kaskaas CTPOKa
COOTBETCTBYET (DAKTUYECKOI METKE KJIacca, a KasKIbIi CTOIOEI] COOTBETCTBYET
CIIPOTHO3MPOBAHHON MeTKe KJjacca. Bl MojkeTe mocTpouTh 060JIee HaT/IsSIHbII
rpad UK, IpUBeeHHbI Ha puc. 5.18:

In[64]:

scores_image = mglearn.tools.heatmap(
confusion_matrix(y_test, pred), xlabel='CnporHosupoBaHHaa MeTKa knacca',
ylabel="0akTnyeckas meTka knacca', xticklabels=digits.target_names,
yticklabels=digits.target_names, cmap=plt.cm.gray_r, fmt="%d")

plt.title("MaTpuuya ownbok")

plt.gca().invert_yaxis()

MaTpuua oWwnboK

0 0O 0 0 0 0O 0 0 0 O0f
1 0 2 0 2 0-
2 0O 0 0 0 O0-
3 o 0 0 0 1-
4 0O 0 0 0 O0-

DaKkTHYeCcKana MeTKa Knacca
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T
o
=
=
=

S50 0 ©0O 1 D0

o 1 2 3 4 5 6 7 8
CnporHo3svMpoBaHHasa MeTKa Knacca

Puc. 5.18 MaTtpuua owmnbok ans AecATUKIacCoBOW 3adadn pacno3HaBaHus
PYKOMUCHBIX Lndop
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DakTUYeCKOe KOJMYECTBO TTPUMEPOB, OTHOCSIIUXCS K TIEPBOMY KJaccy
(upe 0), paBHo 37 ¥ Bce T TPUMEPHI OBLIN KIACCUMDUITMPOBAHBI KaK
knacc 0 (To ecThb JIOKHO oOTpuUIlaTeIbHBbIE TMpUMepbl s Kiaacca 0
orcyTcTByIOT). O6 3TOM TOBOPUT TOT (haKT, YTO BCE OCTANbHbLIE DJIEMEHTBHI
IIEePBOI CTPOKM MaTPHUIIBI OMIMOOK MMEIOT HyJieBbie 3HaueHust. Kpome Toro, Hu
OIHa M3 OCTAJbHBIX IMGpP He ObLIa OmMO0YHO KiaaccudunmpoBaHa kak 0,
IIOCKOJIBKY BCE OCTaJbHBIE HJIEMEHTHI IEPBOrO CTOJOIAa MMEIOT HYJIEBbIE
3HaYeHus1 (TO €eCTh JIO)KHO TIOJIOKUTEJNbHbIe TpuMepbl s kiaacca 0
orcyTcTBYIOT). OHaKO HeKoTopbie HuGpPhl OBLIN CIYTaHBI C OCTAJbHBIMU,
Harpumep, 1udpa 2 (TpeThs CTPOKA), TPU IIpUMepa, aBisdionirecs nudpoi 2,
ObLIN KaccuduimpoBabl Kak 1udpa 3 (yerBeprhiii cTober). Kpome toro,
y Hac ecTh ofHa mudpa 3, KaaccruUIMpoBaHHAsS Kak 2 (TpeTuil croberr,
yeTBepTas CTpoKa), U ojaHa Iudpa 8, kiaaccudunimpoBanHas Kak 2 (TpeTuit
CTOJIOEIL, IEBSITAast CTPOKA).

C nomombio ¢pynknun classification_report mMbl MOXeM BBIYUCTUTD
TOYHOCTb, TIOJTHOTY M £Mepy /sl KayKIOr0o KJacca:

In[65]:
print(classification_report(y_test, pred))
Out[65]:
precision recall f1-score support
0 1.00 1.00 1.00 37
1 0.89 0.91 0.90 43
2 0.95 0.93 0.94 44
3 0.90 0.96 0.92 45
4 0.97 1.00 0.99 38
5 0.98 0.98 0.98 48
6 0.96 1.00 0.98 52
7 1.00 0.94 0.97 48
8 0.93 0.90 0.91 48
9 0.96 0.94 0.95 47
avg / total 0.95 0.95 0.95 450

HeynuButenbHo, uyto s kmacca () 1oJsiydyeHbl ujieajibHble 3HAYEHUS
TOYHOCTA U TIOJIHOTBI, PpaBHBIe 1, TIOCKOJBKY  Bce  IpUMepHI
KJaccupuIpoBanbl MpaBuabHO. [l Kjacca 7 1ioJiydeHa ujeasibHas
TOYHOCTb, TTOCKOJbKY OTCYTCTBYIOT JIOXKHO ITOJIOJKUTEJNbHbIE TIpUMephl (HU
OJIMH M3 OCTAJIBHBIX KJIaCCOB He OBLIT OIMNO0YHO KIacCH(pUIMPOBaH KaK KJIace
7), Torma Kak JAJisi KJyacca 6 ToJiydeHa ujeanbHas IOJHOTA, TOCKOJIBKY
OTCYTCTBYIOT JIO)KHO OTpHUIlaTeJbHble TpUMepbl. Kpome TOro, BUIHO, YTO
MOJIeJTb UCTIIBITBIBAET Psi/l TPYAHOCTEN Tipu Kaaccudukaiu nudp 8 u 3.

Hawnbojiee 4Yacro UCIHOAb3YEeMOH METPUKOI JJIT OIEHKH KadecTBa
MyJIbTHKJIACCOBON KJIaccMUKaMy s  HecOaTaHCHPOBAaHHBIX HaOOPOB
JTAHHBIX SIBJISIETCSI MYJIbTHKJIACCOBBIM BapuaHT FMmepbl. Mues, jexamias B
OCHOBE MYJIbTUKJIACCOBOW £AMepbl, 3aKJIIOUAeTCsl B BBIYUCJIEHUU OJHOM
OMHApHOW FMepbl IS KaskK[OTO KJIacca, MHTEPECYIONIMI KJIACC CTAaHOBUTCS
MOJIOKUTEIHBIM, a BCe OCTAIbHbIE — OTPUIlATENbHBIMU KJlaccaMU. 3aTeM 9Th
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FMephl 1T KakKIOTO Kjacca YCPEIHSIIOTCS € HCIOJb30BaHMEM OIHOM U3
CJIEIYIOIINX CTPATErniA:

* "macro" ycpeaHeHre BEIYMCISET F~-MephI It KaKIO0ro KJIacca U HaXOIUT

X HeB3BellleHHOe cpejiHee. BceM Kjaccam, He3aBUCMMO OT MX pa3Mepa,

IIpUCBaUBAETCS OJIMHAKOBBIN Bec.

* "weilghted" ycpemnenue BbIUMCISAET FMepbl IS KaskIoro KJacca U

HAXOJUT WX CpeJaHee, B3BelIeHHOe TI0 TOoAepKKe (KOJUYECTBY

(pakTHUeCKMX TIPUMEPOB IS  KaXKJOro Kjacca). JTa CTpaTerus

MCTIOTb3yeTCs B KIacCU(PUKAITMOHHOM OTYeTe 10 YMOJYAHHUIO.

* "micro" ycpennenue BbIUUCIACT o0IIIee  KOJIMYECTBO  JIOKHO

ITOJIOKUTETbHBIX IIPUMEPOB, JIOKHO OTPUIIATEBHBIX IIPUMEPOB U UCTUHHO

ITOJIOKUTEbHBIX MPUMEPOB II0 BCEM KJjaccaMm, a 3aTeM BBbIYUCJISIeT

TOYHOCTD, ITOJTHOTY U £Mepy C ITOMOIIBIO 3TUX MTOKa3aTeIeH.

Eciu BaM He0OXOIUMO IIPUCBOUTH OAMHAKOBBIN BEC KaKIOMY IIPHMEDY,
PEKOMEHYeTCsT  MCIIOJb30BaTh MHUKPO-YCpPeIHEHUE fi-Mephl, €CAu BaM
HEOOXOIMMO TIPUCBOUTH OJUHAKOBBII BeC KaKIOMY KJIACCY, PEKOMEHIYETCS
HCITOJIb30BaTh MAaKPO-yCPEAHEHNE fi-MEepHI:

In[66]:
print("Mukpo-ycpeaHeHHas fl-mepa: {:.3f}".format
(f1_score(y_test, pred, average="micro")))
print("Makpo-ycpegHeHnHasa fl-mepa: {:.3f}".format
(f1_score(y_test, pred, average="macro")))

Out[66]:
Mnkpo-ycpefHeHHaa fl-mepa: 0.953
Makpo-ycpeaHeHHaa f1l-mepa: 0.954

OIleHUTh KavyeCTBO PErpeccuy MOKHO TaKUM JKe CII0COOOM, KOTOPOH MBI
HCTIONb30BAMN I KiaaccuuKauy, HaIpuMep, CPaBHUB KOJUYECTBO
3aBbIIIEHHBIX U 3aHUKEHHBIX PAaCUYETHBIX 3HAUEHUI 3aBUCHUMOM IlePEMEHHOM.
OpxHako B OOJBIIMHCTBE PACCMOTPEHHBIX IPUMEPOB OyaeT J0CTaTOYHO
npuMeHeHus R, KOTOPBII B METO/Ie SCOre UCIOIb3yeTCs M0 YMOJYAHWIO /IS
BCex Mojesieil perpeccuu. VHorma On3Hec-pelreHnst IPUHUMAIOTCS Ha OCHOBE
CPEIHEKBAPATUYECKO OIMMOKN WM cpejHell abCOJIOTHON ONIMOKU, 4TO
SIBJISIETCST CTUMYJIOM [IJI WMCIOJb30BAaHUS 3TUX METPUK ITIPU HACTPONKe
Mozeseir. OHaKO B 11€JIOM MBI NPUIIJINA K BBIBOJY, UTO C TOYKU 3PEHUS
OIIEHKM KayecTBa PErpecCMOHHBIX Mojeneil R asigercsa Gojiee TOHATHOMR
METPUKOM.

MbI OAPOOHO PACCMOTPEIU MHOKECTBO METOLOB OLEHKH U OOCYIUIN UX
MpUMeHeHne ¢ y4eToM (aKTUUeCKUX U CIPOTHO3UPOBAHHBIX PE3YJIbTATOB.
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OnHako 4acTo HaM HY)KHO BOCHOJIb30BaTbcsl MeTpukamu tuna AUC and
orbopa MO, BBINOJIHSIEMOro Ha  oOcHOBe GridSearchCV  wmm
cross_val_score. K cuacteio, scikit-learn mpeanaraeT odeHb IMTPOCTOM
CIIOCOO pellleHus JTOH 3aJauil ¢ MOMOIINbI0 apryMeHTa SCoring, KOTOPBIil
MOKHO HCIIOJIb30BaTh Kak B GridSearchCV, tak m B cross_val_score. Bnr
MOJKET€e TIPOCTO 3aaTh CTPOKY C OIMCAHKEM HEOOXOAMMON METPUKH OIEHKH.
lonycTuM, MbI XOTHUM OIIEHUTH KadecTBO KJaccudurkaropa SVM mpu
pelleHnN 3alauil «JEeBSATh IIPOTUB OCTAJbHBIX» I Habopa mAaHHbIX digits,
ncrnonb3yst  3HadeHne AUC. UYroObI MOMEHSTH METPUKY OIEHKH C
MPaBUJIbHOCTH, YCTaHOBJAEHHOUW 10 ymosuanuio, Ha AUC, mgoctaTouHo
yKa3aThb "roc_auc" B KauecTBe ImapaMeTpa SCoring:

In[67]:
# METPUK3 KAYeCTBAa KAACCUPUKILUMOHHON MO[ESN 110 YMONYIHNKW — [1PIBUJIbLHOCTb
print("MeTprka kayecTtBa no ymondanumw: {}".format(

cross_val_score(SVC(), digits.data, digits.target == 9)))
# 3HaYeHne napametTpa scoring="accuracy” He MeHAET pe3y/ibTaToB
explicit_accuracy = cross_val_score(SVC(), digits.data, digits.target == 9,

scoring="accuracy")
print("MeTpuka kayecTBa fABHO 3ajaHHas npaBuabHocTb: {}".format(explicit_accuracy))
roc_auc = cross_val_score(SVC(), digits.data, digits.target == 9,
scoring="roc_auc"

print("MeTpuka kavectBa AUC: {}".format(roc_auc))

out[67]:

MeTpuka kKayecTBa no ymosyaHuw: [ 0.9 0.9 0.9]

MeTpuka KayecTBa fIBHO 3ajaHHaA npaBwibHoCTb: [ 0.9 0.9 0.9]
MeTpuka kadectBa AUC: [ 0.994 0.99 0.996]

TouHO Tak JkKe MBI MOKEM M3MEHUTb METPUKY, UCIIOJIb3yeMYTo /ISt 0TOOpa
HAWJIY4IIIUX TapameTpoB B Grid-SearchCV:

In[68]:
X_train, X_test, y_train, y_test = train_test_split(
digits.data, digits.target == 9, random_state=0)

# 3343em He Camyw YAIYHYH CETKY NapameTpoB AJIA WIJINCTPAYNN :
param_grid = {'gamma': [0.0001, 0.01, 0.1, 1, 10]}
# UCMOJNIb3YEM METPUKY 110 YMOJNYAHWUKW, TO €CThb [IPaBUIbHOCTb ;
grid = GridSearchCV(SvC(), param_grid=param_grid)
grid.fit(X_train, y_train)
print("PeweTyaThii MOMCK C MCMO/b30BAHWEM MPABMILHOCTKN")
print("Haunyuywne napametpbi:", grid.best_params_)
print("Haunydywee 3HayeHue nepekp npoBepku (npaBunbHocTb)): {:.3f}".format(grid.best_score_))
print("AUC Ha TecToBoMm Habope: {:.3f}".format(
roc_auc_score(y_test, grid.decision_function(X_test))))
print("MpaBunbHocTb Ha TecToBoM Habope: {:.3f}".format(grid.score(X_test, y_test)))

Out[68]:

PeweT4aTblii MONCK C MCMNOJNb30BaHWEM MPaBUAbLHOCTH

Haunyyume napametpbli: {'gamma': 0.0001}

Hannyduwee 3HayeHue nepekp npoBepkn (MpaBUAbHOCTL)): 0.970
AUC Ha TecToBOM Habope: 0.992

MpaBWABHOCTbL H3 TeCcTOBOM Habope: 0.973

In[69]:

# NCrnosib3yem meTpuky kadyecrsa AUC:

grid = GridSearchCV(SvVC(), param_grid=param_grid, scoring="roc_auc")
grid.fit(X_train, y_train)

print("\nPeweTyaThiii NOMCK C Mcrnosb3oBaHnem AUC")

print("Haunyywne napametpbi:", grid.best_params_)
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print("Hannyywee 3HayeHue nepekp nposepkn (AUC): {:.3f}".format(grid.best_score_))
print("AUC Ha TecToBoM Habope: {:.3f}".format(

roc_auc_score(y_test, grid.decision_function(X_test))))
print('"MpaBunbHocTb Ha TecToBoM Habope: {:.3f}".format(grid.score(X_test, y_test)))

Out[69]:

PeweTyaTbin MOMCK C ucnonb3oBaHnem AUC

Hannydywne napametpbl: {'gamma': 0.01}

Haunyyuwee 3HayeHue nepekp npoBepku (AUC): 0.997
AUC Ha TecToBOM Habope: 1.000

MpaBWUAbLHOCTbL Ha TecToBoM Habope: 1.000

Korma wucnosb3oBamach IMPaBUJIBHOCTH, OBLI ~ BBIOPAaH  IapaMerp
gamma=0.0001, torga kak mpu wucrnoib3oBann AUC 6bLT BBIOpaH gamma=
0.01. B oboux ciay4asgx TIPaBUJIBHOCTH IEPEKPECTHON  IIPOBEPKU
COOTBETCTBYET IMPaBIJIBHOCTHA Ha TeCTOBOM HaOope. OIHAKO MCIIOJIb30BaHIE
AUC mnosBosnjia HaWTH HACTPOMKY IlapaMmeTpa, ONTHUMAJbHYI0 € TOUYKH
spenns AUC n faske ¢ TOYKM 3pEeHHs MPaBUILHOCTH.™

Hanbosee  BakHBIMM  3HAUEHMSIMA  IIapaMeTpa  scoring s
KJaccuukaum SABJASIOTCAI accuracy (110 yMOJIYaHWIO), roc_auc JJis
mromaau mox ROC-kpuBoii, average_precision (Iromaab IOA KPUBOI
TOYHOCTHU-TIOHOTEL), 1, f1_macro, f1_micro u f1_weighted a1 GmHapHOIT
fi-Mepbl M Pa3IMYHbBIX cTparernii ycpemHenusi. /st perpeccun, Hambosee
9acTO  WCIIONb3YEMBIMH  3HAYeHUAMH  gBIgoTCa  r2  jana R
mean_squared_error IS cpeHeKBapaTUIeCKO OIINOKM u
mean_absolute_error s cpegHeil abcomoTHON omnbOKy. IToMHBINA CIUCOK
MOIEPKUBAEMBIX aPTYMEHTOB BBl MOKeTe HaWTH, O3HAKOMUBIINUCH C
JOKYMeHTalMen Wiad B3IJIAHYB Ha cjgoBapb SCORERS B monayJe
metrics.scorer:

In[70]:

from import SCORERS

print("focTynHble obbekThl scorer:\n{}".format(sorted(SCORERS.keys())))

Out[70]:

JlocTynHble 06beKThl Sscorer:

['accuracy', 'adjusted_rand_score', 'average_precision', 'f1', 'f1_macro',
'f1_micro', 'f1_samples', 'f1_weighted', 'log_loss', 'mean_absolute_error',
'mean_squared_error', 'median_absolute_error', 'precision', 'precision_macro',
'precision_micro', 'precision_samples', 'precision_weighted', 'r2', 'recall’,
'recall_macro', 'recall_micro', 'recall_samples', 'recall_weighted', 'roc_auc']

B 2T0i1 riiaBe Mbl 0OCYAMIN MEPEKPECTHYIO IPOBEPKY, PEIIeTYAThI MMOKCK, a
Tak)Ke METPUKHU, WTpalollie KJIUeBYI0 pOJb B OIEHKe W YJIy4dllleHU!
AJITOPUTMOB MAIIUHHOTO OOydeHus. MeTpPUKM, OIMCAHHBIE B JTOW IJIaBe,
BMECTe€ C aJrOpUTMaMH, PacCMOTPEHHBIMU B TIJaBaX 2 M 3, SBJSIOTCS

%6 BepOHTHO, pelenue ¢ 6oJ1ee BBICOKUM 3HAYEHHEM IIPpaBUJIBHOCTH, IIOJIYy4Y€HHOE€ C ITOMOIIbIO AUC - aTo
CJaeaCTBHuEe TOro, YTO IIPpaBUJIbBHOCTb HE ABJIAETCA aIIeKBaTHOﬁ MeTpI/IKOﬁ Ka4eCTBa MO/I€JIn 1IpU
HeC6aJIaHCI/IpOBaHHbIX JaHHbIX.
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OCHOBHBIMU HHCTPYMEHTAMHU JJIsI KasKIOTO CIIEIHAJNCTa 10 MalIMHHOMY
00y 4YEeHHUIO.

B aroii rmaBe ecTh [Ba MOBOJBHO BakKHBIX MOMEHTa, KOTOPbIE HY’KHO
MOBTOPHUTh, IIOTOMY YTO HAYMHAIOIIME CIEIUATUCTB, KaK IIPaBHUJIO,
UTHOPUPYIOT uX. IlepBbIli MOMEHT CBd3aH C TEPEKPECTHOW ITPOBEPKHU.
[TepekpecTHast MpoBepKa MM KCIIOJb30BaHKME TECTOBOTO HAOOpa IO3BOJISIOT
OILEHUTh MOJEJIh MAITUHHOTO 00YYeHHUsI ¢ TOYKU 3PEHUsI TOTO, KaKk OHa OyzeT
paborath B OyayiieMm. OfHAKO, €CJIM MBI ¢ TIOMOII[bIO TECTOBOTO HabOpa MJIn
IIEPEKPECTHON  MTPOBEPKU  OCYNIECTBJAsIEM OTOOpP Momaeau Wil oTOop
mapaMeTpoB  MOJEJM, MbI  <«pacTpauMBaeM» TECTOBbIe JaHHbBIE, a
HCIIOJIb30BaHME TeX JK€ CaMBIX JaHHBIX s OIIEHKH PabOThl MOJAETH B
OymyIeM IpUBeIeT K Ype3MepHO ONTUMUCTUYHBIM IIPoruo3am. Ilostomy Ham
HEOOXOAMMO Pa30OUTh JaHHBIE Ha 00YYAIOI[il HaOOP /71T TOCTPOEHMST MOJIEJIH,
IIPOBEPOUYHBII HAOOP st 0TOOPA MOIENN TTapaMeTPOB M TECTOBBIN HAOOD JIJIs
OIEHKM KadecTBa Mojeseil. BwmecTo ofHOro pasOmeHus MbI MOKEM
HCIIOIb30BaTh Pa3OMeHusT TepeKpecTHOl mpoBepku. Hawmbosee wacrto
HCIIOJIb3YEeMbIM BapraHTOM (KaK ONMCBHIBAJIOCH paHee) SIBJISIeTCs pa3bueHune
oOy4eHne/TecT s OIEHKHM, a TakyKe WCIIOJb30BaHNe IIePeKPECTHOI
IIPOBEPKHU Ha oOydJaromeM Habope 711 0TOopa MOIEIN U ITapaMeTPOB.

BTopoii MOMEHT CBsI3aH ¢ Ba)KHOCTBIO METPUKU KaueCTBa WM (DYHKIMH
OI[EHKM, KOTOPBIE HCIOJB3YIOTCS st oTOOpa MOAENN U OIIEHKU MOJIEJI.
Teopun, cBsi3aHHBIE C NMPUHATHEM OU3HEC-pPEIeHUIl Ha OCHOBE ITPOTHO30B
MoJIeJiell MAIIMHHOTO OOYYeHUs, B HEKOTOPOIl CTEIEeHU BBIXOAAT 3a PaMKHU
nanHoi KHuMru.®’ OpHAKO B IIPOEKTaX MANIMHHOTO OOYYEHHS IIOCTPOEHUE
MOJIEI C BBICOKMM 3HAYe€HHEM IIPABUJIBHOCTH PEAKO ObIBaeT KOHEUHOI
1eJIbl0. Y OeuTech B TOM, YTO METPHKA, MCIIOJIb3yeMast sl OLEHKA 1 0TOopa
MOJIEJIN, SIBJISIETCSI TOYHBIM ITPUOIMIKEHINEM PeliaeMoii 3agaun. B peaabHOCTH
KJ1acCupUKaIMOHHbIE 3a1aun PEIKO XapaKTePHU3YIOTCsI
cOaTaHCHUPOBAHHOCTBIO KJIACCOB U 3a4aCTYIO JIOKHO MOJIOKUTEIbHBIE 1 JIOKHO
OTPUIIATE/IbHbIE IPUMEPBI BEAYT K COBEPIIEHHO Pa3/IMYHBbIM ITOCJIEACTBUSIM.
Ybennurech B TOM, YTO BbI IIPABUJIBHO UHTEPIPETUPYETE STU TOCAEACTBUS 1
BBIOEPUTE COOTBETCTBYIONLYIO METPUKY.

Mertoabl OlleHKH 1 0TOOpa MOZE/IN, KOTOPbIe MbI OIMUCHIBAIM [0 CHX IIOP,
SABJISIIOTCS  BaKHEUIIMMKY WHCTPYMEHTaMU B apceHaje CHelraJucTa 110
aHaJIN3Y JaHHbBIX. PereryaTsiil MOMCK 1 IIePeKPEeCTHYIO TPOBEPKY, ONMMCAHHBIE
HaMK B 9TOM TIJIaBe, MOKHO IIPUMEHUTD TOJIBKO K OJHON MOJEIM MAITUHHOIO
oOyuenust. OmHAKO paHee Mbl y:Ke BHUAETHM, YTO MHOTHE MOJAETH TPeOyIoT
IIPeBAPUTENbHOI 06pabOTKY JaHHBIX M B HEKOTOPBIX CUTYAILUSIX, HAIIPUMED,
P PaCIO3HaBaHWM JIMIl, ONKMCAHHOM B TIJlaBe 3, TIOJy4eHHe HOBOTO
IPEeICTaBJIEHNs JaHHBIX MOKeT ObITh IOJIE3HBIM. B ciiemyiomieil riaBe Mbl

%7 MblI HacTOATEILHO peKoMeHLyeM BaM Knury Provost, Fawcett «Data Science for Business» s momyuenust
JIOTIOJTHUTETLHON UH(MOPMAIIUY 10 3TOH TEME.
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MIO3HAKOMUMCS € KJyiaccom Pipeline, KOTOpPBIM T03BOJISIET WCIOJIb30BATH
pelnieTyaTblii TOMCK W TEePEeKPeCTHYI0 IPOBEPKY /IS CJOXKHBIX IeloyeK
aJITOPUTMOB.
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[ NABA 6. OBbEAVNHEHVE AN OPUTMOB
B LIENO4YK N KOHBEVEPLI

Kak MBI yXe TOBOpUIM B TJaBe 4, JJisi MHOTUX aJTOPUTMOB MAaITMHHOTO
0Oy4YeHHsT OYeHb Ba)KHOE 3HAYEHHME MMEET OIIpeesieHHOe IpeoOpasoBaHme
marabix. OHO HauMHAETCS ¢ MacHITabMpOBaHUS [JAaHHBIX U O0bEIUMHEHMS
IPU3HAKOB BPYYHYIO, a TaKKe BKJIOYAaeT B cebs IpoIiecc MpeoOpasoBaHus
MPU3HAKOB C ITOMOIIBI0 HEKOHTPOJUPYEMOTro OOyueHHUs, KaK MbI BUIECIN B
rimase 3. [Toaromy Oosibiast 4acTh MPOEKTOB MAIIMHHOTO 0O0y4YeHHsT Tpedyer
He Pa30BOTO MCIIOJIb30BAHUS KaKOTO-TO OJHOTO aJTOPUTMa, a IPUMEHEHUs
Pa3IMYHBIX OIlepaliil IpeABapUTENbHON 00pabOTKNI U MOEECH MAITHHHOTO
oOyuenus, o0beJUHEHHBIX B I[€IOYKY. B 3TOI IaBe MbI paccKasKeM, Kak
HCIO0Ib30BaTh Kjacc Pipeline, 4YToOBI YIIPOCTUTH IPOIECC ITOCTPOEHMUS
1eTovek mpeoObpa3oBaHnii M Mojesiell. B gacTHOCTH, MBI YBUINM, KaK MOJKHO
oObenHUTH Pipeline m GridSearchCV st momcka mapaMeTpoB IO BCEM
oIepanusaM IpeIBapuTeIbHON 06pabOTKI cpasy.

B xaudectBe mpmMepa, KOTOPBIM IMOMYEPKUBAET BaKHOCTH ITOCTPOEHUS
1eroyeK Mojeseil, MOKHO TIPUBECTU CJIydail ipuMeHeHus siiepHoro SVM k
HabOPY JaHHBIX cancer. 3HAUYNTEILHOTO YIyUIIeHUs paOOThI MOJIEIN MOKHO
JIOOUTBCS, WCIOJAb30BaB MinMaxScaler s mpeBapuTeIbHON 0OpabOTKH.
Hiwke mpuBOAUTCS IIPOTPAMMHBIN KO JI7IsT Pa30MeHusl JaHHBIX, BHIUUCICHUS
MUHAMYMa ¥ MaKCHMyMa, MacIITaOUpPOBaHUs JaHHBIX U OCTpoeHnss SVM:

In[1]:

from import SVC

from import load_breast_cancer

from import train_test_split
from import MinMaxScaler

# 3arpyxaem u pa3bmBaeM [aHHbIE

cancer = load_breast_cancer()

X_train, X_test, y_train, y_test = train_test_split(
cancer.data, cancer.target, random_state=0)

# BbIYNC/IAEM MUHUMYM ¥ MAKCUMyM 10 OOYYamuuM J3HHbIM
scaler = MinMaxScaler().fit(X_train)

In[2]:
# MacwTabupyem oby4anuyne faHHbe
X_train_scaled = scaler.transform(X_train)

svm = SVC()

# cTpoum SVM Ha MACuTIOUPOBAHHbIX 00YYAWWUX [AHHBIX

svm.fit(X_train_scaled, y_train)

# MacwTabupyem TeCTOBble [AHHbIE U OLEHNBAEM KAYECTBO HA MACUTAOUPOBAHHBIX [AHHbIX
X_test_scaled = scaler.transform(X_test)

print('"MpaBunbHoCcTb Ha TecToBoMm Habope: {:.2f}".format(svm.score(X_test_scaled, y_test)))

Out[2]:
MpaBMALHOCTb Ha TecToBoM Habope: 0.95
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OTO0Op NapameTpoB C NCNMOAbL30BaHEM NpeABapPUTEALHOW
obpaboTkun

TeHepb IMpeaIIoJIOKUM, Mbl XOTUM HEIfITH 60.7166 OIITUMaJIbHbI€ IIapaMETPbI AJIA
SVC ¢ mnomomibio GridSearchCV, paccmorpenHoro B rTiaBe 5. Kak Ham
BBITIOJIHUTH 3T0? HamBHBIN MOAXOM MOKET BBITJISIAETD CACAYIONUM 00pa3oM:
In[3]:

from import GridSearchCVv

# TO/NIbKO B WINCTPATUBHBIX LIENAX, HE MCIOJb3YUTE 3TOT KO4!

param_grid = {'C': [0.001, 0.01, 0.1, 1, 10, 100],

'gamma’': [0.001, 0.01, 0.1, 1, 10, 100]}

grid = GridSearchCV(SVC(), param_grid=param_grid, cv=5)

grid.fit(X_train_scaled, y_train)

print("Haun 3Hay npaBuabHocTu nepekp nposepku: {:.2f}".format(grid.best_score_))

print("Haun 3Hauy npaBunbHocTu Ha TecTe: {:.2f}".format(grid.score(X_test_scaled, y_test)))
print("Haun napametpei: ", grid.best_params_)

Out[3]:

Hamn 3Hay npaBuAbLHOCTM nepekp npoBepkn: 0.98
Hamn 3Hay npaBuabHOCTM Ha TecTe: 0.97

Hann napameTpbli: {'gamma': 1, 'C': 1}

37lech Mbl 3allyCTWJIA pelieTdaTblii IMOWCK 10 mapaMmeTpaMm  SVC,
HCIIOJIb30BaB MaciIiTabupoBaHHble AaHHble. OMHAKO HIOAHC 3aK/II0YAETCS B
TOM, KaK MbI ceiyac aTo cienaau. IIpu MacmTtaOMpoOBaHUM JaHHBIX MBI
UCIOMB30BAIN  BCE JaHHBIE 00yYaiomero HaOopa, dYTOObI BBIYKUCIUTH
MUHUMaJbHbIE M MaKCHMMaJbHble 3HAueHWs IIPU3HAKOB. 3aTeM MBI
UCIIOJIb3YEM MACIITAOHPOBAHHBIE 00VYAIOITHE JAHHBIEC, YTOObBI 3aIlyCTUTD HAIIl
pelleTyaThlii IOMCK C MKCIOJb30BaHUEM IIEPEKPECTHON IpoBepku. Ilpu
KaKZIOM Pa3OMeHn MepPeKPecTHON TPOBEPKHU ONpPefeIeHHAs YaCTh KCXOMHOTO
oOyJaroIero Habopa CTaHOBUTCSI TPEHUPOBOUHBIMU OJIOKAaMHU, a JAPyrasi 4acTh
— TPOBEPOYHBIM OJI0KOM. IIpoBepOYHBIN OGJIOK MCIIOJIB3YETCS IS OIEHKU
paboThl OOyYEeHHON MOJeNM Ha HOBBIX AaHHBIX. OIHAKO MBI yiKe
HCIIOJIb30BaIN MH(GOPMAINIO, COAEPKAIIYIOCS B IIPOBEPOYHOM OJIOKE, KOrja
MacIITabMpoBaiy JaHHble. BCIIOMHMM, 4TO IIPOBEPOYHBINH OJIOK B KasKIOM
pasOreHny IePeKPECTHON MPOBEPKU SIBJISIETCS YaCThIo 00ydYaromero Habopa,
a MbI MCIOJIb30BaIM MH(POPMAIMIO Bcero obyuaronero Habopa sl IOMCKA
IpaBWJIbHOTO MacmiTaba AaHHBIX. MbI  ITOJVYHM COBEPIIEHHO JPYIOe
[IPEACTABJEHHe HOBBIX JaHHbIX B MoJead. HoBbie naHHbBIE (CKaxeM,
IpejicTaBJIeHHbIe B BHUJE TECTOBOrO Habopa) He OyAyT MCIIOJb30BaHBI MPH
MacIITabrpoBaHUK 00YJArONINX JaHHBIX U MOI'YT MMETh 3HAYE€HUsI MUHUMYMa
U MaKCHMyMa, OTJIMYAONINecss OT 3HAYeHWII MUHUMYyMa M MaKCHUMyMa s
oOyuarorux manubix. Chaexyronuii mpuMep (puc. 6.1) mokasbIBaeT pas3inune
MesKaIy 00pabOTKON JaHHBIX B XOf€ ITePEeKPEeCTHON MPOBEPKUM W HMTOTOBOI
OII€HKOM:

In[4]:
mglearn.plots.plot_improper_processing()
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MepekpecTHas npoBepka

SVC fit SVC predict
| I

TPEHUPOBOYHbIE 6110KK NpoBEpOUHbIN 610K TECToBbIN Habop

MporHos ans TectoBoro Habopa

SVC fit SVC predict

TPEHWPOBOYHbIE BNOKM NpoOBEpPOYHbIV 610K TecToBbl Habop

Puc. 6.1 icnonb3oBaHve AaHHbIX: NpeaBapuTenbHas obpaboTka BblHECEHA
3a npegernsbl LMKria nepekpecTHOM NpoBeEpPKU

Takum obOpasoM, pas3OHeHUs IEePEeKPEeCTHON IPOBEPKU HE IO3BOJISIOT
GoJIbllle aJleKBaTHO MOJEIMPOBATh HOBbBIE JHaHHBIE. MBI yiKe <«IIOEeTIINCh>
nHoOpMaIleil, cojepKamieics B 9TUX OJIOKaxX, ¢ MOAEIbI0. DTO MPUBEIET K
Yype3MepHO ONTUMUCTUYHBIM pe3yJbTaTaM IlepeKpecTHON MpPOBEPKH, W,
BO3MOKHO, K BBIOOPY CYOOIITHMAIBHBIX ITaPAMETPOB.

Yto6b1 060iiTH 3Ty mpobieMmy, pas3dueHuss Habopa MIaHHBIX BO BPEMsi
MEPEKPECTHON ITPOBEPKU JOJIKHBI OBITh BBITIOJIHEHBI [I€PE] IPEABAPHTEIbHOH
00paboTkori garrbrx. JIoOoil mpolece, U3BJAEKAIONUI 3HAHUS U3 JAHHBIX,
JIOJIZKEH OCYIMECTBIAThCS Ha oOyudaromieil yact Habopa JaHHBIX, U [TOITOMY
ero cjeayeT pa3MecTUThb BHYTPH ITUKJA IIEPEKPECTHON ITPOBEPKMU.

Jlns perrenust 9Toil 3amaum B OmOimoreke scikit-learn Hapsgy ¢
dbynkimeir cross_val_score u ¢ynkiumeir GridSearchCV wmbl  MoxeM
BOCIOJIb30BaThbcs  KjaaccoM Pipeline. Kiaacc Pipeline mo3sBoJister
«CKJIEMBaTb» BMECTe HECKOJIbKO oOIepaiuii 00pabOTKM [JaHHBIX B €IUHYTO
mozenb scikit-learn. Kiacc Pipeline mpemycmarpuBaeT wmetozabl fit,
predict 1 score u MMeeT Bce Te JKe CBOMCTBA, YTO U Jrobast Mojeab scikit-
learn. Yame Bcero kimacc Pipeline wucrosibsyercss st OObeIUHEHUS
olepanuii TpeaBapuTeabHON 00paboTKM (HarmpuMmep, MaciiTabupOBaHMs
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JMaHHBIX) C MOJEJbI0 KOHTPOJUPYEMOrO MAIIMHHOTO OOYYEHHsST THIIA
KJaccudukaropa.

JlaBaiiTe mocMOTpHUM, KaK MBI MOKEM HCIIOJb30BaTh Kjaacc Pipeline, 4ToObBI
ocymiecTBUTh o0yderne SVM tmocie MacurtabupoBaHKs JaHHBIX € TIOMOIIBIO
MinMaxScaler (Ha 2TOT pa3 He OyeM UCIIOIb30BaTh PEMIeTYaThIN OnCK ). Bo-
IIEPBBIX, MBI CO37IaeM OOBEKT-KOHBelep, MepeaaB eMy CIHCOK HeOOXOIUMBIX
aramoB. Kakmplii srtam mpeacTaBisier coOOil KOPTEK, COAEPIKAIIANA HMsI
(mobast cTpoKa Ha Ball BHIOOP™) M 9K3EMILISAP MOIEN:
In[5]:
from import Pipeline
pipe = Pipeline([("scaler", MinMaxScaler()), ("svm", SVC())])

371ech MBI CO3/IaJid JIBa IJTara: IEePBbIM 9Tall, Ha3BaHHBIN "scaler",
SaBJgeTcs 9K3eMILIIpoM MinMaxScaler, a BTOpoii, Ha3BaHHbBIN "svm", sIBJIsIETCS
ak3eMIsipoM SVC. Terepb MbI MOKeM TIOCTPOUTH KOHBEWep TOYHO TaK Ke,
Kak ¥ JI00yIo Ipyryio Moxenb scikit-learn:

In[6]:
pipe.fit(X_train, y_train)

B mamnom ciyuae pipe.fit cHauanma BbI3BIBaeT Meronq fit oObekTa
scaler, mpeoOpasyer oOydaioliye AaHHbBIE, KCIOJb3yss MinMaxScaler, wu,
HaKOHeEI[, CTPOoUT Mozeab SVM Ha OCHOBe MacHITaOMPOBAHHBIX IaHHBIX.
YT00B!I OIEHUTHh MPABUJIBHOCTH MOJEIN Ha TECTOBBIX JAHHBIX, MBI IIPOCTO
BbI3bIBaeM pipe.score:

In[7]:
print("MpaBunbHoCTb Ha TecToBoM Habope: {:.2f}".format(pipe.score(X_test, y_test)))

Out[7]:
MpaBUILHOCTb Ha TecToBOM Habope: 0.95

Korma Mbl  BbI3bIBaeM pipe.score, cHauaja TeCTOBble JlaHHBbIE
MacIITadMPYIOTCS ¢ MOMOIIBI0 MinMaxScaler, 3aTeM K MacIITaOMPOBaHHBIM
TEeCTOBBIM JIaHHBIM IPUMeEHsIETCS TocTpoeHHass Mozaeab SVM (mmpoucxomaut
BBI30B MeTojma score oObekTa svm). BuaHO, 4YTO TPUBEIEHHBII BBIBO/I
WUJIEHTUYEH Pe3yJbTaTy, KOTOPBIN MbI IMOJYYUJIU, UCTIOJIb30BAB ITPOTPAMMHbII
KOJ B Hayajie TIJIaBbl, KOTJa BBITOJHSIN MpeobpasoBanust BpyuHyio. C
MIOMOII[bI0 KOHBEepa MbI COKPATHUJIA ITPOrPAMMHBIN KO/, HEOOXOIUMBII JIJIsT
HAIIero TIpoIlecca «IpeaBapuTenbHas 00paboTka + kiraccubukanus». OxHaKo
rJIaBHOE IMPEUMMYIIeCTBO KOHBeliepa 3akJiouaeTcd B TOM, UTO ceilvyac Mbl

% 3a 0JIHUM UCK/IOYEHHEM: MMS He JI0JKHO COJAEPKaTh CUMBOJI JBOMHOIO IOJYEPKUBAHUA .
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MOXKEM HCIOJb30BaTh 3Ty OTAEIbHYI0 MOJleJib B KadecTBe apryMeHTa
ynkumu cross_val_score uau GridSearchCV.

l/lchoAb30BaHMe KoHBeepa, NomMeLLIeHHOro B O0bekT
GridSearchCV

Wcnonp3oBanne KoHBellepa B oObekre  GridSearchCV  aHAJIOrM4HO
HCII0JIb30BaHUIO JTI000I Apyroil Momean. Mbl 3a7aeM CETKY ITapaMeTpoOB JIJIst
novicka u crpouM GridSearchCV Ha OcHOBe KOHBeliepa M CETKU IapaMeTpPOB.
Opnnako Tenepb ornpeieieHle CeTKU MmapaMeTPOB BBITJISUT HECKOJIbKO NHAYe.
[l kaxmoro mapaMmeTpa HaMm HY’KHO YKa3aTbh 3Tall KOHBeliepa, K KOTOPOMY
o orHocutcs. Oba mapamerpa, KOTOPbIe Mbl XOTHM CKOPPEKTHPOBaTh, C u
gamma gBIAI0TCA MapameTpamu SVC, TO €CTb OTHOCATCA KO BTOPOMY 3JTally.
Mpbi HazBasu aToT aTan "svm". CUHTAKCUC, TTO3BOJISIONINI HACTPOUTH CETKY
mapaMeTpoB I KOHBeHepa, 3aK/II0YaeTcsl B TOM, YTOOBI JIsT KasKIOTO
rmapaMeTpa yKasaThb UM 3Talla, 3aTeM CUMBOJI JBOMHOTO MOJYEPKUBAHUA
a MOTOM MM mmapamMerpa. YToObI BBITOJIHUTH MOKCK 110 mapameTpy C ais SVC,
MBI B KayecTBe KJoua (CeTKa IapaMeTpoB IpeACTaBjsieT coOOil Ca0Baph)
JOJIKHBI 33/1aTh "svm__C", 3aTeM Ty e caMyIo IPOIeyPy HYKHO BBITIOJHUATD
JUTS gamma:

In[8]:

param_grid = {'svm__C': [0.001, 0.01, 0.1, 1, 10, 100],
'svm__gamma': [0.001, 0.01, 0.1, 1, 10, 100]}

3aZlaB CEeTKy IapaMeTpoB, Mbl MOKeM UCHoJab30BaTh GridSearchCV
OOBIYHBIM 00Pa30OM:
In[9]:
grid = GridSearchCV(pipe, param_grid=param_grid, cv=5)
grid.fit(X_train, y_train)
print("Haun 3HauyeHue npaBuibHoCTK nepekp npoBepku: {:.2f}".format(grid.best_score_))

print("MpaBunbHoCcTb Ha TecToBoM Habope: {:.2f}".format(grid.score(X_test, y_test)))
print("Hannyuywne napametpoi: {}".format(grid.best_params_))

Out[9]:

Hamn 3HayeHne nNpaBMAbLHOCTW nepekp nposepku: 0.98
MpaBWJBHOCTbL H3 TecToBOM Habope: 0.97

Haumnyyume napametpbli: {'svm__C': 1, 'svm__gamma': 1}

B orauyume oT pemreTyaToro TMOWCKA, BBITOJTHEHHOTO paHee, TETeph JJIst
KasK/[0r0 pa3OueHusl IepeKpecTHOM MpoBepku MinMaxScaler BBIOJIHSIET
MacuiTabupoBaHye JaHHBIX, CIIOJIb3Ysl JIUIIb 0Oy4Jatonie OJ0KN pa3OreHuii,
1 Terepb WHGOPMAIIKMS TECTOBOTO OJI0Ka He TIepelaeTCst MOJEN TIPU TIONCKE
napamMeTpoB. CpaBHUTE BBITIOJHEHNE TIEPEKPECTHON TTPOBEPKU U HMTOTOBOMA
orleHKU Teriepb (puc. 6.2) u panee (puc. 6.1):

In[10]:
mglearn.plots.plot_proper_processing()
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MepekpecTHasi npoBepka

TPEHUPOBOUYHbIE 6110KM NpOBepOYHbIi 610K TecToBbIN Habop

MporHo3 Ans TecToBoro Haéopa

SVC fit SVC predict
I

TPEHMPOBOYHbIE 6110KKN NpoOBEpPOYHbIV 610K TeCcToBbIN Habop

Puc. 6.2 Vicnonb3oBaHve AaHHbIX: NpeaBaputernibHas obpaboTka BHyTpU
LMKNa NepekpecTHOM NPOBEPKX, UCMOSTb3YETCH KOHBENEpP

[TocnencTBust yreukn nHMOpMaINN, BO3HUKAIONIEN B X0/e TIEPEKPECTHOU
IPOBEPKM, OOYCIOBJIEHBI XapaKTePOM  IPeABAPUTEIbHON  0OpabOTKH.
MacrrabupoBanre JaHHBIX C HCIOJIb30BaHMEM IIPOBEPOYHOro OJIOKA, Kak
[IPABUJIO, HE MMEET CEPhe3HBIX IOCIEACTBUIL, B TO BpeMsl KaK UCIIOJIb30BaHUe
IIPOBEPOYHOro OJIOKA JIJISI BBIZEIEHUS U 0TOOPA IIPU3HAKOB MOKET IIPUBECTH
K CYIIECTBEHHO Pa3JIMYalONMCs PE3YIbTaTaM.

AAIOCTpaung ytedk nHhopmMaunn
3ameyaTeNbHbIA TpUMep yTedyku WH(oOpMaluu 1pU TPOBEJAEHUU TePeKPecTHOMN
npoBepkn nan B kuure Hastie, Tibshirani, Friedman 7The Elements of Statistical
Learning, a ™Mbl 1puBeleM 3/ech aJallTUPOBAHHBIN  BapuaHT. PaccMoTpum
CUHTETHYeCKyto 3azauy perpeccun co 100 nabmrogenussmu u 10000 npusHakamu,
KOTOpPbI€ M3BJIEKaeM HE3aBUCHUMO JIPYT OT JIpyra U3 rayCCOBCKOTO pacupeneneHus. Mbl
TaKXe CreHepupyeM 3aBUCUMYIO IlePEMEeHHYI0 U3 rayCCOBCKOTO PacIipe/le/IeHus.

In[11]:

rnd = np.random.RandomState(seed=0)
X = rnd.normal(size=(100, 10000))

y = rnd.normal(size=(100,))

ITpu TakoM crocobe coszgaHusi HaOOpa MaHHBIX B3aWMOCBSI3b MEXKAY JaHHBIMU X U
3aBUCHMOI TIEPEMEHHOI Yy OTCYTCTBYeT (OHU HE3aBUCHMBI), TI0ITOMY HEBO3MOKHO
MOCTPOUTh MOJIEJIb Ha 9TUX JIAaHHBIX (MOJIeJI HeueMy HayduThes). Temepb MbI cieiaemMm
crenyiomiee. Bo-miepBbix, BbiGepeM camble MHOOPMATHBHbIE NMPU3HAKK C IIOMOIIBIO
SelectPercentile, a 3aTeM OllEHUM KaueCTBO perpecCUOHHOIN Mojiesin Ridge ¢ momoliibio
MEPEKPECTHON MTPOBEPKM:
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In[12]:
from import SelectPercentile, f_regression

select = SelectPercentile(score_func=f_regression, percentile=5).fit(X, y)
X_selected = select.transform(X)
print("dopma maccuBa X_selected: {}".format(X_selected.shape))

out[12]:

dopma MmaccuBa X_selected: (100, 500)

In[13]:

from import cross_val_score
from import Ridge

print("MpaBunbHoCTb nepekp npoBepkn (cv Tosbko ana ridge): {:.2f}".format(
np.mean(cross_val_score(Ridge(), X_selected, y, cv=5))))

Out[13]:
MpaBnabHOCTbL mepekp npoBepkn (cv Toabko ana ridge): 0.91

Cpennee 3HadeHre K%, BBIYUCIEHHOE B Pe3yJbTaTe MepeKpecTHOM mposepku, pasHo 0.91,
YTO yKa3bIBaeT Ha OYEHb XOpoIlllee KaueCTBO MOJIeH. SICHO, YTO JaHHBIA pe3yabTaT He
MOKeT OBITh TPAaBUJIBHBIM, TIOCKOJBKY HaIlW JaHHBIE TIOJY4EHBI COBEPINEHHO
caydaitHbiM 00pasom. To, 4To mpomsouLIo 3z;ech, obycaoBieHo TeM, uro u3 10000
CJIyYaiHbIX TMPU3HAKOB OBLIM BHIOPAHBI HEKOTOPbIE XApPaKTEPUCTUKH, KOTOpbIE (0
YUCTOW CJYyYAHOCTH) WMEIOT CUJbHYIO KOPPEJAIUI0 € 3aBUCUMON TepeMeHHOM.
[TockoMbKY MBI OCYIIECTBJISLIM OTOOpP TIPU3HAKOB BHE TIEPEKPECTHOW TPOBEPKHU, ITO
MO3BOJIMJIO HAM HAWTHU MPU3HAKHU, KOTOPble KOPPEJINPOBAIN C 3aBUCUMON TTepeMEeHHON
KakK B 00y4JaloleM, Tak U B TECTOBOM OJiokax. VHdopmarusi, KoTopast «IIpoCOYMIACh» 13
TECTOBBIX HAOOPOB, OblIa OUYeHb HHMOOPMATHUBHOI 1 MPUBEJIA K BeCbMa HEPEATHCTUYHBIM
pesyabrataM. /[laBailTe cpaBHUM 3TOT pe3yJbTaT C Pe3yJbTaTOM IPAaBUIbHOU
IIEPEKPECTHON IIPOBEPKHU, UCITOIb3YIONIel KOHBelep:

In[14]:
pipe = Pipeline([("select", SelectPercentile(score_func=f_regression,

percentile=5)),
("ridge", Ridge())])
print("MpaBunbHocTb nepekp nposepkn (kouBernep): {:.2f}".format(
np.mean(cross_val_score(pipe, X, y, cv=5))))

Out[14]:
MpaBuabHOCTbL Nepekp nposepkn (KoHBenep): -0.25

Ha aTOT pa3 MblI OJTy4YaeM oTparaTeIpHOe 3HaYeHne K, 9To yKa3biBaeT Ha OYEHb ILJI0X0€e
KauecTBO Mojenn. Korga wcrosb3yercst KoHBelep, 0Tbop MPU3HAKOB OCYIIECTBISAETCS
BHYTPH 1MKJIa TIEPEKPECTHON TPOBEPKU. ITO O3HAYAET, 4TO JJIsi OTOOpa IPU3HAKOB
MOT'YT KCITOJIb30BAaThCsI TOJIBKO oOydarorire OJIOKM, a He TecToBbIi Oji0k. ITporemypa
orOopa TPU3HAKOB HAXOIMT XapaKTEPUCTUKM, KOTOPbIe KOPPEIUPYIOT C 3aBUCUMOIL
mepeMeHHol B obydaroriieM HabOpe, HO MOCKOJbKY JaHHbIE BBIOPAHBI CIIyYallHBIM
00pa3oM, TO B TECTOBOM HabOpe KOPPEJSIUU MEKIy Hail[eHHBIMU [PU3HAKAMK |
3aBUCUMON TepeMeHHON He OOHapy:KMBaloTCs. B aTOM mpuMepe ycTpaHeHWE YTEUKH
urdopmanuu  1pu  BHIOOpE  NPU3HAKOB  INPUBEIO K  HOJIYYEHUIO  JIBYX
B3aMMOUCKJIIOYAMOIIMX BBIBOJOB O KAU4eCTBE MOJIEJN: MOJE/Ib paboTaeT Ou4eHb XOPOIIO |
MOJI€JIb BOOOIIEe He paboTaer.
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Obwnn nHTeppenc koHsenepa

Kmacc Pipeline He orpaHwuYMBaeTcs MpeABAPUTENbHON 00pabOTKON U
Ki1accuduKaIiel, ¢ ero IMOMOIIbI0 MOKHO OObEJUHUTH J1H000E KOJUYECTBO
Mozeneit. Hampumep, MOKHO co031aTh KOHBelep, BKJIOUYAIONUN B cebs
BbIleJIeHe  IIPU3HAKOB, OTOOP  NPU3HAKOB, MacHITabMpoBaHUe U
KjaccuduKanmio, B 0O0IIell CIO0KHOCTH dYeTbipe 3Tama. Kpome TOro,
MOCJIETHUM 9TAIllOM BMECTO KIacCU(UKAIUA MOKET ObITh Perpeccust WJIn
KJIaCTepUu3aluns.

EnuncrBenHoe TpeboBaHMe, MpeIbsBIsSeMOe K MOJENSIM B KOHBeliepe,
3aKJI0YaeTcd B TOM, 4YTO BCe ITallbl, KPOME MOCJEIHEro, I0JIKHBI
HCIIOJIb30BaTh MeTox transform, TakuM 006pasoM, OHHU IIO3BOJISIOT
CreHEePUPOBATh HOBOE MPEICTABJICHUE JaHHBIX, KOTOPOE MOXKHO HUCITOJb30BaTh
Ha CJEAYIOIeM dTalle.

Bo Bpemsa Bbi3oBa Pipeline.fit KoHBeliep moodyepe/lHO BbI3bIBAET METO]
fit, a 3arem Metom transform Kakaoro arama, BBOAHasA HHMOpPMaIUI
IpeCTaB/IsIeT coO0i BBIBOJ MeToa transform st nmpembiayniero arama. /s
TocJe/IHero aTarna KOHBelepa IIPOCTO BbI3biBaeTcd MeTon fit.

OnycTuB HEKOTOpble MeJIKMe JeTajld, Bce BblllleCKa3aHHOEe MOKHO
peasin30BaTh € MMOMOIIBIO IIPOTPAMMHOTO KOla, TpHUBeeHHOTO HIKe. Ciiemyer
IIOMHUTH, 4YTO pipeline.steps 4BIgeTCSA CIHUCKOM KOPTEXEW, IO0ITOMY
pipeline.steps [0][1] sBJisieTca mepBoil Mojesblo, a line.steps[1][1] —
BTOPOU MOJIeJIbIO M TaK JaJiee:

In[15]:
def fit(self, X, y):
X_transformed = X
for name, estimator in self.steps[:-1]:
# ﬂE‘peﬁMPEEM BCe >3T1arlibl, Kpome riocieqHero
# rnogroHaem u rpeobpaszyem f[aHHbIE
X_transformed = estimator.fit_transform(X_transformed, y)

# ocyecrB/iIAeM [104MOHKY Ha [ocJiegqHem 3r1arie

self.steps[-1][1].fit(X_transformed, y)

return self

[Ipr pOrHO3MPOBAHUN € ITOMOIIBIO0 KOHBEepa Mbl OJMHAKOBBIM 00Pa3oM
npeobpasyeM JaHHbIE Ha BCEX dTalaX, KpOMe IOCJIEIHEro, a 3aTeM BbI3bIBaeM
MeTo]1 predict Ha mocaemgHeM aTalle:

In[16]:
def predict(self, X):
X_transformed = X
for step in self.steps[:-1]:
# nepeﬁnpaeM BCe >3T1arisl, Kpome riocieqHero
# npeobpaszyem faHHsie
X_transformed = step[1].transform(X_transformed)

# [o/y4aemM MPOrHO3bl H3 MOCAEAHEM 3Tare
return self.steps[-1][1].predict(X_transformed)

Ha pwuc. 6.3 mnpomumocTpupoBaH KOHBelep, BKJIOYAIOMWKA  JBa
Moaudukaropa T1 n T2 u knaccudurarop (Classifier).
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pipe = make_pipeline(T1(), T2(), Classifier())

T 12 (lassifier

pipe.fit(X, y)

Ti.fit{x, y)
X——— T

T1.transform(X T2 fit(X1, w)
—LXl — | 12

T2.transfrom{X1) Classifier.fit(x2, ) -
— X2 » Classifier

pipe.predict(X’)

Ti.transform{x") ] T2.transform({X"1}) [ Classifier.predict(X’2) ’
X » X1 » X" 2 >

Puc. 6.3 Cxema KoHBewepa, npeaHa3Ha4YeHHOro
ANs 00y4eHnsa 1 Nosy4yeHust NporHo3oB

Ha camoMm Jiele KoHBeilep MOKeT UMeTh Oojiee OOUMIA B
Wcnonb3oBanne predict Ha IocjeqHeM arare KOHBeliepa He SIBJISIETCSI
00s13aTeIbHBIM TPeOOBAHMEM M MbI MOLJIM ObI CO3/aTh KOHBEiep, KOTOPBIil
conepKUT scaler u PCA. 3aTeM, TOCKOJIbKY TtocaeiHuii mar (PCA) UCTIOJIb3yeT
MeToy; transform, Mbl MOTJIM ObI BbI3BaTh MeTOJ transform KonBseiiepa, 4TOOBI
HOJIy4UTh BbIBOZ PCA.transform, nIpyMeHEHHBI K JaHHBIM, KOTOPbIe ObLIU
0OpaboTaHbl Ha TpeAbIAyILeM osTare. IlocaeqHuii aTan KoHBeiiepa Tpedyercs
TOJIBKO JIJIS IpUMeHeHns Meroja fit.

YAODOHBLIM cnocob NOCTpoeHmns KoHBeepoB C MOMOLLBLIO PYyHKUNN

make_pipeline

[TocTpoenue KoHBeliepa € TTOMOIIBIO BBINMIEONUCAHHOTO CUHTAKCHCAa UHOT/A
BBITJISIAAT HEMHOTO TPOMO3JAKUM M, KaK IIPaBWUJIO, HAM HET HeOOXOANMOCTH
npucBawBaTh WMs  Kaxkzaomy otamy. CymiectByeT ymobHass —(QyHKIHS
make_pipeline, koTOpas MO3BOJAET CO3/[aTh KOHBelep M aBTOMAaTUYeCKHU
MPUCBOUTh MMS KaXXJOMY 3Tally, UCXOAS U3 ero Kjaacca (HAIlOMHUM, 4TO
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KasK/[bIi1 9TAIl MPEACTABISAET cOOOI KOPTEXK, COAEPKAIIMI UM 1 9K3EMILISD
mozenn). Cunrakcrc make_pipeline BBINISIAUT CAEAYIOMIMM 00Pa3oM:

In[17]:

from import make_pipeline

# CTaH43ap THbII CHUHTAKCUC

pipe_long = Pipeline([("scaler", MinMaxScaler()), ("svm", SVC(C=100))])
# COKpHﬂ/eHHblﬁ CUHTaKcHnc

pipe_short = make_pipeline(MinMaxScaler(), SVC(C=100))

OObekThI-KoHBeliepbl pipe_long 1 pipe_short BBIMOJHSIOT OAHY U TY e
1OCJIe/IOBaTeJIbHOCTh Ollepalluii, HO B cjydae ¢ pipe_short mmeHna srtamnon
MIPUCBANBAIOTCA aBTOMAaTU4YeCKU. MBI MOKeM B3IJISHYTb HAa MMeHa 3TalloB C
IIOMOIIbIO aTprbyTa steps:

In[18]:
print("3Tans koHsenepa:\n{}".format(pipe_short.steps))

Out[18]:

JTanbl KOHBelepa:

[('minmaxscaler', MinMaxScaler(copy=True, feature_range=(0, 1))),

('svc', SVC(C=100, cache_size=200, class_weight=None, coef0=0.0,

decision_function_shape=None, degree=3, gamma='auto',
kernel='rbf', max_iter=-1, probability=False,
random_state=None, shrinking=True, tol=0.001,
verbose=False))]

JranaM IPUCBOEeHbI MMeHa minmaxscaler u SVC. B obiem, nMeHa sTamos
— 3TO MPOCTO HA3BAHMS KJIACCOB, HAIMCAHHBIE CTPOYHBIMKU OykBamm. Ecim
HECKOJIBKO 9TAIlOB MCIOJb3YIOT OAUH M TOT K€ KJIacc, J0OaBJISIETCS HOMED:

In[19]:
from import StandardScaler
from import PCA

pipe = make_pipeline(StandardScaler(), PCA(n_components=2), StandardScaler())
print("3Tanb koHBenepa:\n{}".format(pipe.steps))

Out[19]:
JTanbl KOHBenepa:
[('standardscaler-1', StandardScaler(copy=True, with_mean=True, with_std=True)),
('pca', PCA(copy=True, iterated_power=4, n_components=2, random_state=None,
svd_solver='auto', tol=0.0, whiten=False)),
('standardscaler-2', StandardScaler(copy=True, with_mean=True, with_std=True))]

Buno, uto niepssiii atan StandardScaler 0Lt HaszBaH standardscaler-1,
a Bropoii — standardscaler-2. OgHako B JaHHOW CUTYyaluu OBLIO OBI JIydIiiie
UCIIOJIb30BaTh apXWUTEKTYpy KOHBeiiepa € SBHBIMU MMEHAaMH, YTOObI
IIPUCBOUTH dTanaMm GoJiee copepsKaTeibHbie Ha3BaHMSI.

Yacro OBIBAIOT CUTYaIlMM, KOIJA BaM HYKHO IIOCMOTPETH aTpUOYThI OIHOIO
13 3TAoB KOHBelepa, HanpuMmep, Koah UIIMEHTHI JUHEWMHON MOAEeIu WJIn
KOMIIOHEHTBI, W3BJeKaeMble ¢ ToMolbio PCA. CaMmbiii mpocToil crocob
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HOJYYUTh TOAPOOHYI0 MH(BOpManio 06 sTamax KOHBeliepa 3aKIi0vyaercs B
TOM, 4TOOBI BOCIIOJIb30BaThCSI aTpuOyTOM named_steps, KOTOPBI SIBJISIETCS
CJIOBapeM C UMEHAMU 3TaIlOB U MOJIEJISIMU:

In[20]:

# ogroHaeM 33paHee 33/aHHbINi KOHBeWep K Habopy JaHHbX cancer
pipe.fit(cancer.data)

# U3B/JIEK3EM 1EPBLIE [BE [/IGBHbIE KOMIIOHEHTH Ha 3Tane "pca”
components = pipe.named_steps["pca"].components_
print("dopma components: {}".format(components.shape))

Out[20]:
dopma components: (2, 30)

PaboTa c atpmnbyTtamm KoHBelepa, NoMeLlleHHOr o B 0bbLekT
GridSearchCV

Kak MBI yXe TOBOpPWJIM paHee B 3TOU IJiaBe, OJlHA W3 TIJIaBHBIX INPUYUH
HCIIOJIb30BaHNUSI KOHBEHEPOB — 39TO BBIMOJHEHWE PeNeT4aToro IMOHCKa.
Oo1epacpocTpaHeHHAs 3aja4a — IOJIYYUTh JOCTYI K HEKOTOPBIM dTalam
KOHBeliepa BHYTpu oObekTa GridSearchCV. [laBaiiTe 3amycTuM pelieTdarbiii
MOVICK JI7IsT KIaccudukaropa LogisticRegression Ha Habope JaHHBIX cancer,
ncosib3oBaB Pipeline u StandardScaler, yToObl OTMACIITAOMPOBATD JAHHBIE
mepeJi TeM, Kak IepesiaTh uxX B KiaaccudukaTop LogisticRegression. Cravama
MBI CO3/laeM KOHBeliep ¢ moMoIbio pyHKiuu make_pipeline:

In[21]:
from import LogisticRegression

pipe = make_pipeline(StandardScaler(), LogisticRegression())

Jlamee MBI cosmaeM ceTKy mapamMeTpoB. Kak oOBSICHSIOCH B TjaBe 2,
napameTrp peryJisipusdanuu C MO3BOJISIET HACTPOUTH MOJIEJb JIOTUCTUYECKON
perpeccun (knacc LogisticRegression). Mbr HCIIOJIb3yeM
JorapuMUUecKyIo CeTKy [IJis 3TOrO TapaMeTpa, MOUCK OCYIIEeCTBISETCS B
nuarnasone 3Hadenuii ot 0.01 1o 100. [TockoabKy Mbl UCTIOJIB30BANMN (PYHKITUTO
make_pipeline, nmsa srtana LogisticRegression 3samuchiBaeTcss B HUKHEM
perucrpe kak logisticregression. UrobOel HacTpouTh mapamerp C, MbI
JIOJLKHBI 32/1aTh CETKY MmapameTpoB B Bujze logisticregression__C:

In[22]:
param_grid = {'logisticregression_C': [0.01, 0.1, 1, 10, 100]}

M xak o6biuHO MBI pazbmBaeM HAaOOP JaHHBIX cancer Ha OOyYaroOUIUil u
TECTOBBII HAOOPHI U 3aIyCKAeM PeIleTYaThiil MOKUCK:
In[23]:

X_train, X_test, y_train, y_test = train_test_split(
cancer.data, cancer.target, random_state=4)
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grid = GridSearchCV(pipe, param_grid, cv=5)
grid.fit(X_train, y_train)

WNrak, KakuM o00Opa3oM MBI MOXKEM ITOCMOTPEeTh KOI(M(UIIMEHTHI
HAWJIy4Ieil MOJENN JIOTUCTUYECKON PEerpeccruu, KOTOpbie ObLIN HAWAEHBI C
roMoIbio GridSearchCV? M3 riaBbl 5 MBI 3HaeM, 4YTO Haujyyiiass MoOJeJb,
HalijieHHast ¢ moMoIIbio GridSearchCV u mocTpoeHHast Ha BCeX 0OydYaioNINX
JIAaHHBIX, XpaHUTCcs B grid.best_estimator_:

In[24]:
print("Nlyyuwas mogenb:\n{}".format(grid.best_estimator_))

out[24]:

JNlydqwaa mogenb:

Pipeline(steps=[
('standardscaler', StandardScaler(copy=True, with_mean=True, with_std=True)),
('logisticregression', LogisticRegression(C=0.1, class_weight=None,
dual=False, fit_intercept=True, intercept_scaling=1, max_1iter=100,
multi_class='ovr', n_jobs=1, penalty='12', random_state=None,
solver='1liblinear', tol=0.0001, verbose=0, warm_start=False))])

B namem caydae Haumsyunieir mozenbio (best_estimator_) saBisiercs
KOHBeliep,  cocTosIIui  u3  AByX  3rtanoB  standardscaler u
logisticregression. Kak yske roBopusoch paHee, MOJy4YUTb UH(MOPMAIUIO
006 stame logisticregression MbI MOKEM C ITOMOIIBIO aTPpUOyTa KOHBelepa
named_steps:

In[25]:
print("3Tan noructuuyeckonn perpeccun:\n{}".format(
grid.best_estimator_.named_steps["logisticregression"]))

Out[25]:

3Tan NIorMcTUYeCKOon perpeccun:

LogisticRegression(C=0.1, class_weight=None, dual=False, fit_intercept=True,
intercept_scaling=1, max_1iter=100, multi_class='ovr', n_jobs=1,
penalty='12"', random_state=None, solver='liblinear', tol=0.0001,
verbose=0, warm_start=False)

Terepp, Korza MbI TIOCTPOWMJIM JIOTUCTUYECKYIO PETPeccrio, MOKHO
B3TJISHYTh Ha perpeccMoHHble Koa(duimenTsl (Beca), CBI3aHHBIE C
BXOJITHBIMM TTPU3HAKAMU:

In[26]:
print("Kos¢duumentol nornctuyeckon perpeccun:\n{}".format(
grid.best_estimator_.named_steps["logisticregression"].coef_))

Out[26]:

Ko3¢pduumeHTbl IOrMcTMYeCKoOn perpeccum:

[[-0.389 -0.375 -0.376 -0.396 -0.115 0.017 -0.355 -0.39 -0.058 0.209
-0.495 -0.004 -0.371 -0.383 -0.045 0.198 0.004 -0.049 0.21 0.224
-0.547 -0.525 -0.499 -0.515 -0.393 -0.123 -0.388 -0.417 -0.325 -0.139]]

B pe3yJjbTare Mbl II0JYy4YUM JOBOJIbHOE [JIMHHOE PErpecCMOHHOE
YpaBH€EHKE, HO OHO IIOJIESHO AJiAd IIOHUMAaHWA MOZIEJIN.
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HaxoAM onNTMaAbHbBIe NapamMeTpbl 3TanoB KoHBerepa
C NOMOLLLIO peLleT4aToro nomcka

C momombi0o KOHBEHEPOB MbI MOXKEM WHKAICyJUPOBaTh BCE ITaIlb
peaBapuTeabHoil 06paboTK B omHoil Momenn scikit-learn. Eme ojmo
MIPENMYIIeCTBO KOHBEWEPOB 3aKJII0YaeTcsi B TOM, UTO Telepb Mbl MOKEM
HACTPOHTD MapaAMETPhI MPEABAPHTEILHOH 00PAOOTKH, NCIIOIb3YsI PE3yJIbTar,
MOJIYYEHHBIN C TIOMOIIBI0 MOJEIN KOHTPOJUPYEMOrO MAITUHHOTO O0ydYeHUsT
(TO ecTb pe3yabTaT pellleHus] PerpecCMOHHON WM KJacCu(pUKAIMOHHOM
sagaun). IIpu pabore ¢ HabOpPOM JaHHBIX boston MbI mepes HMpUMEHEHUEM
rpeGHEBOI Perpeccuu co3Aaan MOJIMHOMHUAIbHBIE TPU3HaKu. Temeph gaBaiite
HCII0JIb3yeM KoHBeiep. KoHBeliep BK/IIOYaeT TP aTama — MaciiTabupoBaHUe
JAHHBIX, BBIYKCICHUE TOJIMHOMHUAIBHBIX TPU3HAKOB 1 IMTOCTPOEHHE rPeOHEBOI
perpeccum:

In[27]:

from import load_boston

boston = load_boston()

X_train, X_test, y_train, y_test = train_test_split(boston.data, boston.target,
random_state=0)

from import PolynomialFeatures
pipe = make_pipeline(

StandardScaler(),

PolynomialFeatures(),

Ridge())

Kak MBI y3HaeM, Kakue CTeleH! IOJUHOMOB HYKHO BBIOPATh, BHIOMPAThH
JIU TIOJIMHOMBI MJIM B3aMMOJIEHCTBIS BooOme? B mpease Mbl XOTUM BBIOPATH
3HaueHmne mapameTpa degree, oOCHOBBIBAasICh Ha pe3yJbTaTax Kjaccu(UKaINN.
C mnowmo1ibio Hallero KoHBeiiepa Mbl MOKEM OCYIIECTBUTH ITOMCK 3HAUYEeHUU
mapaMmerpa degree T TOJMHOMUAJBHBIX ITPEOOPA30BAaHUI 3HAYEHUSIMU
OJHOBPEMEHHO C ITOMCKOM 3HadeHMil mapamerpa alpha mopenn rpebHeBOI
perpeccun. /It 9TOro MBI 3aJlaeM CETKY IIapaMeTpoOB B HEOOXOAMMOM
opmare: mocae KaKAOTO HMEHM 3dTala CcJaeayeT JIBOWHOU CHUMBOJI
IO/TYePKUBAHUS U COOTBETCTBYIOIINU TTapamMeTp:

In[28]:

param_grid = {'polynomialfeatures__degree': [1, 2, 3],
'ridge__alpha': [0.001, 0.01, 0.1, 1, 10, 100]}

Tenepb MbI MOJKEM 3allyCTUTb Halll pemeTanbe/’I IIOMCK CHOBaA:
In[29]:

grid = GridSearchCV(pipe, param_grid=param_grid, cv=5, n_jobs=-1)
grid.fit(X_train, y_train)

Pesysbrar nepekpecTHOl IPOBEPKU MOKHO BU3YaIU3UPOBATH C TIOMOIIBIO
TertokapThl (puc. 6.4), Kak Mbl yiKe Jelajii 9TO B TJIaBe d:
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In[30]:
plt.matshow(grid.cv_results_[ 'mean_test_score'].reshape(3, -1),

vmin=0, cmap="viridis")
plt.xlabel("ridge__alpha")
plt.ylabel("polynomialfeatures__degree")
plt.xticks(range(len(param_grid['ridge__alpha'])), param_grid['ridge__alpha'])
plt.yticks(range(len(param_grid[ 'polynomialfeatures__degree'])),

param_grid[ 'polynomialfeatures__degree'])

plt.colorbar()
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Puc. 6.4 TennokapTa ansa ycpegHeHHOW NpaBuiibHOCTU NEPEKPECTHON NPOBEPKK,
BblpaXXeHHOW B BMAe (pyHKLMM ABYX NapamMeTpoB: napameTpa degree ons
noniMHoOMMansbHoro npeobpasoBaHnsa U napameTtpa alpha ons rpebHeBon perpeccun

B3arsisiHyB Ha pe3yJibTarbl, IIOJy4YeHHble C IIOMOIIbIO TePEeKPEeCTHOU
MIPOBEPKH, Mbl MOKEM YBU/IETh, UTO CTelleHb MOJWHOMA 2 TIOMOTaeT, OJJHaKO
CTelleHb TOJMHOMA 3 JlaeT Topas/io XY/AIIUN pe3yJsbTaT, 4yeM cTeledb 1 muam
creriedb 2. JlaHHBIN (haKT oTpakaeTcsl B Hali/IeHHbIX HAUJIYUYIIIUX ITapaMeTpax:

In[31]:
print("Hannyuywvre napametpbi: {}".format(grid.best_params_))

Out[31]:
Hannyyuwne napametpbl: {'polynomialfeatures__degree': 2, 'ridge__alpha': 10}

KOTOpbIE AalOT cuaeaylonee 3Ha4€eHNE 11PaBUJIbHOCTH

In[32]:
print("MpaBunbHocTb Ha TecToBoM Habope: {:.2f}".format(grid.score(X_test, y_test)))

Out[32]:
MpaBUIBLHOCTb Ha TecToBOM Habope: 0.77

JlaBaiiTe s  CcpaBHEHHWsSI  3allyCTMM  peIIeTY4aThiii  MOWCK  0e3
MOJTMHOMHUATBHOTO TTPE0OPA30BAHMS:

In[33]:

param_grid = {'ridge__alpha': [0.001, 0.01, 0.1, 1, 10, 100]}
pipe = make_pipeline(StandardScaler(), Ridge())

grid = GridSearchCV(pipe, param_grid, cv=5)

grid.fit(X_train, y_train)
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print('"MpaBunbHocTb 6e3 nosvHoMm. npeobpasoBanua: {:.2f}".format(grid.score(X_test, y_test)))

Out[33]:
MpaBuabHOCTbL 6e3 noanHoM. npeobpasoBaHua: 0.63

Kak MbI 1 mpeamnosaraian, aHaIu3uPysl pe3yJIbTaThl PEIIeTIYaTOro TTOMCKA,
npuBe/leHHble Ha puc. 6.4, OTKa3 OT WCIOJb30BAaHUS TTOJTUHOMUATbHBIX
MIPU3HAKOB TIPUBEJI K CYIIECTBEHHO XYIINM pe3yIbTaTaM.

OmHOBpEMEHHBIN ITOMCK IIapaMeTPOB IPeIBAPUTENbHON 00pabOTKH 1
rmapamMeTpoB MOJIENIN SABJISIETCS OYeHb MOITHON cTpaTerneii. OHako nMenTe B
BUY, uTo GridSearchCV mepebupaer Bce BO3MOKHBIEC KOMOHHAIHH 3JaHHBIX
mapaMerpoB. IloaToMy BKIIOYEHHE B CETKY OOJIBIIETO0  KOJIMYECTBA
napamMeTpoB BeZleT K 9KCIOHEHIIUAJbHOMY POCTY MOjesIel.

Bor moxere moiitu gasbiie, oObenquauB GridSearchCV u Pipeline: MOKHO
OCYIIIECTBJISAITh TIOWCK JHUIIb 10 (PaKTUUEeCKUM ITallaM, BBITIOTHIEMBIM B
KoHBeliepe  (Hampumep, pedb MOXKET HUATH O  I[€JIeCO00PasHOCTH
HCIoIb30BaHus StandardScaler mam MinMaxScaler). ITomob6Hoe meiicTBHE
mpuBefeT K elle OOJIbIIEeMY IIPOCTPAHCTBY IOMCKA U HYKHO TIIATEIHHO
B3BECUTDH €ro IesecoobpasHoctb. Kak mpaBuio, mepebop Bcex BO3MOKHBIX
MoJieJiell He SBJISIETCS ONTHUMAJIbHOW CTparerreil MamluHHOTO OOyuYeHUsL.
OmHako HUXKe IIPUBOAUTCI TPUMEP CPaBHEHHUSI Pe3yJAbTAaTOB PabOTHI
RandomForestClassifier u SVC Ha Habope gaHHbIX iris. MbI 3HaeM, uto SVC,
BO3MOKHO,  IOTPeOYIOTCSI ~ OTMACIITaOMPOBaHHBIE  JaHHbBIE,  ITOITOMY
HEOOXOJMMO PEINTh, HCHOoAb30BaTh StandardScaler wim oboiithch 0Oe3
npeaBapuTenbHoil 00padoTku. Uto Kacaercss RandomForestClassifier, mbl
3HAEM, YTO JIJIsI HeTo IpeaBapuTebHas 06paboTKa JaHHbBIX He Tpebyercs. Mbr
HaulMHaeM C TOCTPOeHUsI KoHBeliepa. B jaHHOM ciiyyae Mbl 3ajlaeM MMeHa
9TAToB B IBHOM Buje. Harr koHBeiiep OymeT BKIIOUATh JBa dTara: OAUMH — JIJIs
peaBapuTeabHOi 00paboTKM, BTOpPON — st Kiaaccudukaropa. Cosmaem
9K3eMILISIPhI 0OBEKTOB ¢ TTOMOIIbIo SVC 1 StandardScaler:

In[34]:
pipe = Pipeline([('preprocessing', StandardScaler()), ('classifier', SVC())])

Tenepb MbI MOXeM 3a4aTh CETKY IapaMeTpoB /s moucka. Ham HyXHO
BbIOparh b0 RandomForestClassifier, sm6o SVC. IlockoibKy OHU
UCIIO/IB3YIOT pasHble HapaMeTpPhbl /I HACTPOMKM, OAUH METOJH HYKAAETCS B
IpeABapuTeIbHON 00paboTKe, a APYroil — HEeT, Mbl MOKEM BOCIIOJIb30BaThCS
CIINCKOM CJIOBapeil, B KOTOPOM KasKIbII CJI0OBaph IPEICTaBJSET OTAEIbHYIO
CEeTKY mapaMeTpoB (CM. pasesl «DKOHOMUYHBII PelleTyaThlil OUCK» ). UTOObI
3a7laTh MOZEJb JJIs 9Tala, Mbl JOJUKHBI YKa3aTh MMsI dTala B KadecTBe
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Ha3BaHUs TmapaMmeTpa. Eciaum HaM HYKHO TPOIYCTUTH KaKOW-TO 3aTal B
KOHBeliepe (Harpumep, IMOTOMY UYTO HaM He HYKHA IIpeiBapuTeTbHas
obpaboTka /1t RandomForest), MbI MOJKEeM 3a/aTh JJIsI 9Tala 3HadeHue None:

In[35]:
from import RandomForestClassifier

param_grid = [
{'classifier': [SVC()], 'preprocessing': [StandardScaler(), None],
'classifier__gamma': [0.001, 0.01, 0.1, 1, 10, 100],
'classifier__C': [0.001, 0.01, 0.1, 1, 10, 100]},
{'classifier': [RandomForestClassifier(n_estimators=100)],
'preprocessing': [None], 'classifier__max_features': [1, 2, 3]}]
Mpbl MoxkeM co3zmaTh 3k3eMIUIAp kKiaacca GridSearchCV um 3amycTuTh
pemeTanHﬁ IIOMCK B O6bI‘{HOM pexxume Ha Ha6ope JaHHBIX Ccancer.
In[36]:

X_train, X_test, y_train, y_test = train_test_split(
cancer.data, cancer.target, random_state=0)

grid = GridSearchCV(pipe, param_grid, cv=5)
grid.fit(X_train, y_train)

print("Hannyuywne napametpbi:\n{}\n".format(grid.best_params_))
print("Haun 3HauyeHue npaBuibHOCTW nepekp npoBepku: {:.2f}".format(grid.best_score_))
print("MpaBunbHocTb Ha TecToBoMm Habope: {:.2f}".format(grid.score(X_test, y_test)))

Out[36]:
Hannydwwne napameTpsi:
{'classifier':

SVC(C=10, cache_size=200, class_weight=None, coef0=0.0,
decision_function_shape=None, degree=3, gamma=0.01, kernel='rbf',
max_1iter=-1, probability=False, random_state=None, shrinking=True,
tol=0.001, verbose=False),

'preprocessing':

StandardScaler(copy=True, with_mean=True, with_std=True),

'classifier__C': 10, 'classifier__gamma': 0.01}

Hann 3HayeHne NpaBMALHOCTW nepekp nposepkn: 0.99
MpaBUIbHOCTb Ha TecToBOM Habope: 0.98
ITo UTOraM peniaT4aTroro IOMCKa CTaHOBUTCA fACHO, 4TO MOJEJIb SVC ¢

npeaBapuTenbHoil  00paboTKoit  StandardScaler, mapamerpamu (=10 u
gamma=0.01 jaeT HAMJIYUYIIUN pe3yJibTar.

BbiBOAbLI 1 NepcneKkTmBbl

B otoi1 rmaBe MBI pacckazanum o Kiacce Pipeline, WHCTpyMeHTe,
MO3BOJISIIONIEM  OOBEIUHATH B OAHY  IETIOYKY  HECKOJBKO  HTAIOB
peaBapuTebHOM 00paboTKU. B peasbHOCTH TIPOEKTHI MAITUHHOTO 0OYYeHMsT
PEIKO COCTOSIT M3 OJHOM JIUIIIh MOJIEJIN, Yallle BCETO OHU MPEACTABIISIIOT COOO
OCJIeIOBATEIbHOCTD  9TAIlOB  ITpeBapuTeNbHON  06paboTku. KoHBeiiepsl
MO3BOJIIET WMHKAIICYJUPOBAaTh HECKOJbKO 3TAalloB B OJWH IUTOHOBCKUN
00bEKT, KOTOPBIN TOAAEPKUBAET yiKe 3HaKOMbIN mHTepdeiic scikit-learn,
npejJjarasg BoclloJib3oBaTbcsl MerogamMu fit, predict, transform. Eciam
roBOpuUThH HoJIee KOHKPETHO, TpUMeHeHre Kiacca Pipeline, oxXBaThIBaOIIEro
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BCE DTAIbl MPEABAPUTENbHOI 00pabOTKHU, BaKHO [IJIs1 MPABUJIBHOM OIEHKH
KadectBa Mojenn. Kpome Toro, kimacc Pipeline mosBossieT mucaTh Gosiee
JIAKOHUYHBIN KOJ U YMEHbIIaeT BEPOSTHOCTh OIMIMOOK, KOTOPbIE MOTYT OBITh
JOIYIIEHBI IIPU IOCTPOEHUH IIEIOYeK oIepanuii 6e3 MCII0Ih30BaHUs Kjacca
pipeline (Hampumep, MbI MOKeM 3a0BITh IIPUMEHUTD BCe IIPeoOpasoBaHusT K
TECTOBOMY HAa0OpYy MM MOKEM MPUMEHUTh UX B HEIMPaBUJILHOM IOPSIIKE).
BbiOOp ONTUMAJIBHOIO COYETAHWSI W3BJCYEHHBIX IIPU3HAKOB, CTPATErUU
IpeIBapUTENbHON 00pabOTKM, a TakKe MOJEJIHM — 9TO B OINpeaeeHHOI
CTEIeHN MCKYCCTBO, OBJAAETh KOTOPHIM MOKHO METOZOM IIpoO M OIIMOOK.
OpHaKO WCIOJb30BaHUE KOHBEHEPOB IOBOJBHO CYIIECTBEHHO O0OJerdaer
«9KCIIEPUMEHTUPOBAHNE» C Pa3JUYHBIMU OIlEPAlMsMU IIPeIBaPUTENIbHOI
00pabOTKM JaHHBIX. IIpy TpoBefeHMN DKCIEPUMEHTOB IIOCTapaiTech He
CJIMIIKOM YCJIOKHSITD ITPOIIECCHI TIOJTOTOBKY JaHHBIX U yOEIUTECh B TOM, YTO
KaK/[bI1 OIleHMBAaeMbIll KOMIIOHEHT, BKJIIOUEHHBIN B Balll KOHBelep, SIBJAIeTCS
HEOOXOAMMBIM 9TAIIOM.

IToil IJIaBOi MBI 3aBepiliaeM Hail 0030p MHCTPYMEHTOB M aJITOPUTMOB
oubmmorekn scikit-learn. Temepb BBl 0OMamaeTe BceMU HEOOXOIUMBIMUI
HaBBIKAMU ¥ 3HAKOMBI C MEXaHM3MaMU IIPUMEHEHMST MAITHHHOTO OOY4eHMs
Ha TpakTuke. B ciexyioreii rimase Mbl 60Jee MoapoOHO pa3dbepeM ele OIuH
KOHKPETHBIA THII JaHHBIX, KOTOPBII 4acTO BCTPedyaeTcs Ha MPaKTHUKE, U ero
mpaBWIbHas 00paboTKa Tpebyer clienuaabHbIX 3HaHWi. Pedb moiizer o
TEKCTOBBIX JAHHBIX.
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[NABA 7. PABOTA C TEKCTOBBIMIN AAHHBIMW

B rmaBe 4 MbI TOBOpUJIM O JABYX THIIAX IPU3HAKOB, KOTOPBIE MOLYT
[IPEICTABJIATh CBOMCTBA JAHHBIX: HEIPEPHIBHBIX MPHU3HAKAX, OIMCHIBAIOLIINX
KOJIMYECTBO, U KaTeropuajbHBIX MPU3HAKAX, KOTOPBIE SIBJISIIOTCS 9JIEMEHTAMM
durcupoBannoro cmucka. CymiectByer eme M TPETHil TUII IIPU3HAKOB,
KOTOPBII MOHO BCTPETUTH B Pa3/JUYHbIX 001acTsax — Teker. Hanpumep, npu
KaccuUKALUU COOOIIEHNI 9/IEKTPOHHON ITOUThI HA CIIaM U JeiiCTBUTEIHHO
HY’KHBIE IIICbMa, caM 110 cebe TEeKCT IchbMa, 6e3yCI0BHO, OYIET copep:KaTh
Ba)KHYIO MH(MOPMAIIMIO I JaHHOM KaaccuUKAIMOHHON 3agaun. Vim Ham
HY’KHO y3HATh MHEHME KaKOro-TO IOJMTHKA 00 MMMUrpanuu. B gaHHOM
cJllydae TEKCThl €ro BBICTYIUIEHWII MU TBHUTHI MOIYT JaTh IIOJIE3HYIO
undopmarmio. Ilpu  o0cay:KMBaHMM KJIMEHTOB HaM 4YacTo Tpedyercs
BBISICHUTD,  SIBJIIETCST  JIM  COOOIeHMe  KajoOO0  WJAM  3alpPOCOM.
[IpoaHamusupoBaB TeMy ¥ COZEpsKaHHE COOOIIEHMSI, MBI  MOXKEM
aBTOMATHYECKU OIPEJeJUTh HaMepPeHHs KIMEHTa, a 9TO B CBOIO OYepelb
[IO3BOJIUT HaM HAIPaBUTh COOOILIEHNE B COOTBETCTBYIOUIUI OTEJ UIN JaKe
OTIPAaBUTh KJIMEHTY aBTOMATUYECKUI OTBET.

TekcToOBbIE aHHbIe OOBIYHO IIPEACTABIEHBI B BUAE CTPOK, COCTOSIIUX W3
CUMBOJIOB. Bo Bcex npuBeeHHbIX IPUMeEpPaXx JJIMHA TEKCTOBBIX JAHHBIX Oy/eT
pasHoii. TekcroBast nHGOPMAIKS OY€Hb OTINYAETCS OT paHee PaCCMOTPEHHBIX
HAMU HENPEPHIBHBIX MPU3HAKOB, M HaM CHadaja MpeacTouT obpaboTaTrh
JIaHHBIE, IIPEXK/IE YeM MbI CMOKEM IPUMEHUTH K HUM aJTOPUTMbI MAIIUHHOIO
00yueHusl.

[Ipesxe ueM yriyOUThCS B BOIIPOCHI IIPEABAPUTEIHHON 00PaOOTKH TEKCTOBBIX
JIAHHBIX, [IPEIIECTBYIONME IPUMEHEHUIO MAIIMHHOTO OOYYEHUs, Mbl XOTUM
KPaTKO PacCMOTPETh Pas3jIMuHble THUIbI TEKCTOBBIX JAHHBIX, C KOTOPHIMU
MOXKHO CTOJKHYTbCS Ha IpakTuKe. TeKcT, Kak IIpaBUJIO, IPEACTaBIeH B
Habope JaHHBIX B BUE OOBIYHON CTPOKM, OJHAKO JAJIEKO HE BCE CTPOKOBBIE
npusHaky o6padarbiBaioTCss Kak TeKCT. CTPOKOBBIN MPU3HAK WHOILA MOKET
IIPECTABJIATh COO0I KaTeroprajibHble IEPEMEHHbIE, O YeM MbI YK€ TOBOPUJIM
B rmaBe 5. OO0paboTka CTPOKOBBIX IIPU3HAKOB HEBO3MOKHA  0e3
[IPeBAPUTENLHOIO aHAIN3A JAHHBIX.

Ha npaktrke MOXKHO BCTPETUTH YETHIPE THUIIA CTPOKOBBIX JAHHBIX:
» KareropuayibHbie JaHHbBIE
* HecTpykTypupoBaHHbBIE CTPOKH, KOTOPbIE ITO CMBICTY MOKHO
CTPYIITUPOBATh B KaTETOPUH
* CTpyKTypUpOBaHHbBIE CTPOKHU
* TekcToBble JaHHBIE
345



Kareropransubie gammbie (categorical data) TpencTaBiasSioT coOOi
JaHHbIe, KOTOpbIe OepyTcst m3 (DUKCHPOBAHHOTO CIMCKa. Hampumep, BbI
cobupaeTe JaHHbBIE C IOMOIIBIO OHJIAIH-OIIPOCA, B XOA€ KOTOPOTO IPOCUTE
JIIOfIell Ha3BaTh UX JIIOOMMBIH I[BET M JJIsT PETHCTPAIMM OTBETOB UCIOJIb3yeTe
BBITIQIAIONINN CIIMCOK M3 8 3HaueHUN (<«KpacHbBIN», «3€eJIeHbIN», <«CUHUUY,
«KENThIN»,  <«4epHbI», «Oenbiil», <«HUOJETOBBII» U «PO30BBIN» ),
MO3BOJISIIONINI  PECITOHIeHTaM BbIOpaTh HYKHBI BapuaHT. B uTOre MBI
MOJIYYM BOCEMb PA3JTUYHBIX BO3MOKHBIX 3HAUEHUU, KOTOPbIE SIBHO MOKHO
3aKOJIMPOBATh B BHJE KATETOPUATIHHON TIepeMeHHON. UTOOBI YIOCTOBEPUTHCS
B TOM, YTO CTPOKOBBIE JaHHBIE MOKHO 3aKOIMPOBATh B BHU/I€ KaTerOpuaaIbHOMN
nepeMeHHOM, 10CTaTOYHO B3TJISHYTh Ha HUX (€CJid Bbl YBUAUTE OYeHb MHOTO
Pa3IMYHBIX CTPOKOBBIX 3HAUEHWU, TO CKOpee BCEro 3TW 3HAUYeHUs He
SIBJISIOTCSL  KaTeropuaJibHOW  TlepeMeHHOW) W IOJATBEPAUTb  CBOU
TIPE/ITOJIOKEHNS, BBIYUCIUB KOJMYECTBO YHUKAJbHBIX 3HAUEHUU TI0 BCEMY
HaOOPY JaHHBIX U, BO3MOKHO, IIOCTPOMB IHCTOTPAMMY YaCTOT BCTPEUAEMOCTH
KaKI0ro 3HadueHusi. Kpome TOro, BaM, BO3MOKHO, ITOTPEOYETCST TIPOBEPUTH,
COOTBETCTBYIOT JIU TOJIydeHHbIe KaTerOpUuu MHTEPECYIIUM Bac KaTerOPHUSIM.
Bo3MmoskHO B X0j1€ 01Ipoca KTO-TO 0OHAPYKHT, YTO CIIOBO «4E€PHBII» HAIMCAHO
¢ OIIMOKOI KaK «4YeHbIi» U BHECET COOTBETCTBYIOILYIO IIPaBKy. B pesysibrare
Balll HAabOp MaHHBIX OyIeT coxep:KaTh KaK 3HAueHUsl <«YEepPHBIii», TaKk U
3HAUEHUS «UeHbI», KOTOPble UMEIOT OHO M TO K€ CMBICJIOBOE 3HAUeHUEe U
JOJIKHBI OBITH OOBeINHEHBI B OLHY KaTeropwuio.

Teneps mpezcraBbTe cebe, YTO BMECTO BBIIAJAIONIETO MEHIO BbI IIO3BOJIATE
M0JIb30BaTE/ISIM CaMUM 3allOJIHATh TEKCTOBOE I10Jie, OTBedass Ha BOIIPOC O
mo6uMoM 11BeTe. MHOTHE, BO3MOKHO, HAITMIIIYT OTBETHI THUIIA «YEPHBIN» MK
«cuHuit».  Jlpyrme  moryt  gomyctuth  opdorpaduueckre  OmIMOKH,
HCTIOTb30BaTh Pa3WYHble BapUAHTBl HAIIMCAHUS, HAITPUMED, «UePHBIN» WJIN
«4€pHBIiT», MO0 MCIOJB30BaTh OoJiee 3alOMUHAIOIINECS U CIenn(puIecKue
Ha3BaHUS THUIIA «IIOJIYHOYHO-CHHMIT>. Kpome Toro, OYAyT 1 BOBCe CTpaHHBIE
HaszBaHus. Heckopko xopomux mpumepoB MoxkHO npuBectu n3 XKCD Color
Survey, rje JIOAA JOJUKHBI ObLIM Ha3BaTh I[BETa U IPUYMbBIBAINA Ha3BaHUSI
tuna «VelociRaptor cloaka» 1 «opam:keBbIil Kak KaOMHET MOEro CTOMaTOJIOTa.
A 1o cux mop BCIOMHUHAIO €ro TepPXOTh, MEJJEHHO 3ajeTalollyi0 B MOU
MTIAPOKO PACKPBITHI POT», KOTOPbIE IOBOJBLHO TPYIHO aBTOMaTU4eCKu (UIn
BOOOIIlE) COIOCTAaBUTh OIpefeseHHbIM I[BeTaM. OTBeThI, 3allCaHHbIE B
TEKCTOBOM  I1I0Jie,  OTHOCSITCSI KO  BTOPOM  KaTeropum  CIIMCKA,
HECTPYKTYPHPOBAHHBIM CTPOKAaM, KOTOPbIE ITO CMBICTY MOXKHO CIPVITITHPOBATH
B kareropmm (free strings that can be semantically mapped to categories).
BeposTHO, Jsydiliee Bcero 3aKoAWpOBaTh WX B BHUJE KaTerOpUaJbHOU
nmepeMeHHOI. Bel MokeTe BBIOpaTh KaTerOpyH, BHISBUB YaCTO BCTPEUAIOIINECS
3allMCU WJIM 3ajlaB KaTErOPHH, KOTOPbIE BKJIOYAT B cebsT comepsKaTesbHbe
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orBeTbl. Bo3MoOKHO, BaM ToTpeOyercst 3a7aTh HECKOJbKO KaTeropuil M st
BITOJIHE CTAH/IAPTHBIX IIBETOB, HAIPUMEP, KAaTErOPUI0 <«HECKOJbKO IIBETOB»
IJIST JIIOfiell, KOTOPbhIe /Al OTBETHI THUTIA «3eJIeHble M KPacHbIe MOJIOCKU», a
TakyKe€ KaTerOpPHi0 <«IPyroe» /I OTBETOB, KOTOpPble HE MOIYT OBITh
3aKOJIMPOBaHbl WHBIM criocoboM. IlpenBapurtenbHast 0OpabOTKa CTPOKOBBIX
JTaHHBIX MOJKET OBITH OYEHb TPYAOEMKOW ¥ €€ CJIO0KHO aBTOMATH3HPOBATh.
Ecin y Bac ectb BO3MOMKHOCTH TOBJMSTH Ha TIpollecc cOopa JaHHBIX U
TpebyeTCcst MPOaHATIM3UPOBATh IIOHSITHS, KOTOPbIE JIYUIIle BCEIO OMMUCHIBAIOTCS
C TTOMOTIIHIO KATETOPUAJBHBIX TTEPEMEHHBIX, HACTOSITETbHO PEKOMEHIYEM BaM
OTKa3aThCsl OT PYyYHON (DUKCAITUN JTaHHBIX.

Kak mpaBmio, CTpPOKOBbIe 3HAYeHUS, BBeNE€HHBIE BpPYYHYIO, He
COOTBETCTBYIOT (PUKCUPOBAHHBIM KAaTETOPUSM, HO TIPU 3TOM BCE K€ NMEIOT
HEKOTOPYIo 0azoByIO cTpykTypy (structure), HaupuMmep, aapeca, Ha3BaHUs
MeCT, MMeHa ¥ QaMUIUK JIoJel, JaThl, HOMepa TeaeOHOB U JApPYTHe
uaeHTHPUKATOPbI. DTOT TUII CTPOK OYeHb TPYAHO CIIAPCUTH U UX 00paboTKa
CUJIbHO 3aBUCUT OT KOHTEKCTa U IpeaMeTHOi obaacti. O6paboTKa M0M00HBIX
TAHHBIX BBIXOAUT 32 PAMKU 9TOW KHUTH.

[Tocentsist KaTeropusi CTPOKOBBIX JAHHBIX — 3TO TeKCTOBbIe JaHHbIe (text
data), KoTtopble COCTOAT M3 ¢pa3 WM TpeaokeHnin. [Ipumepamu Takmx
JAHHBIX MOTYT OBITH TBUTBI, JIOTH YaTa WU OT3bIBBI O TOCTHHMIIE, a TaKyKe
coopanne counnennii Illekcrnmpa, comepskanue Bukumeayy WM IIPOEKTa
«I'yrenbepr», Bxiouatomniero 50000 2/1eKTPOHHBIX KHUT. Bce aTH KoJIeKnm
cojiepskaT  MHMOPMAIIUIO, TIPEJCTABJIEHHYI0 IPEMMYIIECTBEHHO B BHJIE
IPEIOKEHNI, COCTaBAEHHBIX M3 CJIOB. 0 JIIs IPOCTOTHI  JaBaiiTe
MPEAIOJ0KIM, YTO BCe HAIIM JOKYMEHThI HAIIMCAHBI HA OJHOM, aHTJIMHCKOM
aspike.” C TOYKM 3peHmsa aHaau3a TeKcTa HaOOp JAHHBIX 4aCTO Ha3bIBAIOT
koprrycom (corpus) M Kaxkjas TOYKa JaHHBIX, IIPEJCTaBJIeHHAsT B BUJIE
OT/ZIeJIbHOTO TEKCTa, HasbIBaeTcst JoxymernTom (document). DT TePMUHBI
OepyT cBOe Hayuajlo U3 HHpopManHoHHOro noncka (information retrieval, IR)
u 00paborkn ecrecrBeHHOroO s3bika (natural language processing, NLP),
KOTOpPBI€ IJIABHBIM 00pa3oM IMPUMEHSIIOTCS IIPU aHaJIN3€e TEKCTOBBIX JIaHHbIX.

B kadecTBe mpmMepa MbI BOCIOJb3yeMCsI HaOOPOM JaHHBIX, KOTOPBIil
COIEPKUT KHUHOOT3BIBBI, OcTaBjaeHHble Ha caiite IMDb (Internet Movie

39 Bo3MO’KHO, YTO KOHTEHT Be0-CAiTOB, YIIOMSIHYTBIX B TBUTaX, COAEPKUT Topasao 0oJiblie WHGMOPMAIWH,
YeM TeKCT caMHUX TBUTOB.

40 Bonpmas yacTh MaTepuasa, Kotopast OGyeT n3jioKeHa HaMU B OCTABILIEHCs 4acTH 9TOM IJIaBbl, IPUMEHNMa
U K IpYTUM SI3BIKaM, UCIIOJIb3YIONNM JIATUHUILY, a TAKXKe YACTUYHO K S3bIKaM, B KOTOPBIX MOKHO OIIPEIECTIUTh
TPAHUIBI CJIOB. B KUTACKOM sI3bIKE TPAHUIIBI CJIOBA HA MUCbME HE 0003HAYAIOTCS ¥ TIOITOMY BO3HUKAIOT
npobsIeMbl, KOTOPBIE 3aTPYAHSIOT IPUMEHEHNE METOJIOB, U3JI0KEHHDBIX B 9TOU TJIABE.
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Database) u cobpannbie uccienosareseM CraH(OPACKOrO yHHBEPCUTETA
Iuzapo Maacom.*! Itor HabOP AAHHBIX COAEPKUT TEKCTHI OT3BIBOB, a TaKKe
MEeTKH, KOTOPble YKa3bIBAIOT TOHAJTbHOCTH OT3bIBA (<ITOJIOKUTENbHBINY> WJIN
«orpurarenbubiii»). Caitt IMDb wnMmeer cOOCTBEHHYIO CHUCTEMY OIE€HKH
dbuabmoB or 1 go 10. UroObl YIPOCTHTH IIPOLECC MOEJUPOBAHUS, 3Ta
crcTeMa OIeHKM OyZeT cBeleHa K ABYM KJiaccaM, OT3BIBBI C OLEHKON 6 wmju
BBIIIIE TIOMEYAIOTCS KaK IOJIOKUTEIbHbBIE, & OCTaJIbHbBIE OT3BbIBBI ITOMEUYAIOTCS
KaK oTpullaTesibHbIe. BoImpoc, Kacaoluiicss KauecTBa MOJATOTOBKN MCXOMHbBIX
JAHHBIX, MBI OCTaBJIsIeM OTKPBITHIM M IIPOCTO MCITOJIb3YEM JIaHHbIE B TOM BHIE,
B KaKOM MX HaM IpeaocTaBu JHApI0 Maac.

ITocne pacakoBKKM HabOP JAHHBIX IPEACTaBJSIET COOOI JBe OT/e/IbHbIE
HAIKK ¢ TEKCTOBBIMU (haliiaMu, OJ[Ha TIamKa — /st 0OydeHus, a BTropast — JIJIst
TecTupoBaHus. Kaxkmas mamka B CBOIO oUepe/ib COIEP:KUT JIBE TIOAMAIIKY, OHA
Ha3bIBAETCs POS, a Ipyrad — neg.

In[2]:
Itree -L 2 C:/Data/aclImdb

Out[2]:
C:/Data/aclimdb
— test
neg
pos
train
t:: neg
pos

6 directories, 0 files

[Tanika pos copep:KUT BCe IOJIOKUTEJbHbIE OT3bIBbI, KaXX/blii OT3bIB
3allicaH B BUJIE OT/JEJIbHOIO TEKCTOBOro ailya, namka neg colep:KuT Bce
OTpUIlaTeJIbHbIE OT3bIBBI U TaK K€ KAKAbI OT3bIB IIPEICTABJEH B BUJIE
OT/IeJIBHOrO  TekcroBoro (aiia. B 6ubiauoreke scikit-learn ecTb
BcriomoratesibHasg GyHkinsa load_files. Ona mo3BoJiseT 3arpy3uth (aiiibl,
JUId XpaHEHUsI KOTOPBIX MCIIOJIb3YeTCsI Takasi CTPYKTypa MarokK, Ijie Kax/aas
BJIOJKEHHAs I1allka COOTBETCTBYyeT olpezieeHHON MeTke. CHauanma Mbl
npuMmennM GyHKIno load_files k oOydaronuM JaHHBIM:

In[3]:

from import load_files

reviews_train = load_files("C:/Data/aclImdb/train/")

# load files BO3BpayaeT KOJNEKUUK, COAEPXAuYw 00yYawuyne TEKCTb U 06y4awuyne MeTKu
text_train, y_train = reviews_train.data, reviews_train.target

print("tun text_train: {}".format(type(text_train)))

print("anuHa text_train: {}".format(len(text_train)))
print("text_train[1]:\n{}".format(text_train[1]))

Out[3]:

Tin text_train: <class 'list's>

AnnHa text_train: 25000

text_train[1]:

b'Words can\'t describe how bad this movie is. I can\'t explain it by writing
only. You have too see it for yourself to get at grip of how horrible a movie
really can be. Not that I recommend you to do that. There are so many
clich\xc3\xa9s, mistakes (and all other negative things you can imagine) here

41 Ha6Gop maHHBIX 0CTyIIeH 110 ceblike http://aistanford.edu/~amaas/data/sentiment/.
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that will just make you cry. To start with the technical first, there are a
LOT of mistakes regarding the airplane. I won\'t list them here, but just
mention the coloring of the plane. They didn\'t even manage to show an
airliner in the colors of a fictional airline, but instead used a 747
painted in the original Boeing livery. Very bad. The plot is stupid and has
been done many times before, only much, much better. There are so many
ridiculous moments here that i lost count of it really early. Also, I was on
the bad guys\' side all the time in the movie, because the good guys were so
stupid. "Executive Decision" should without a doubt be you\'re choice over
this one, even the "Turbulence"-movies are better. In fact, every other
movie in the world is better than this one.'

Buano, uro text_train mpezacrasister coboii cmmcok jgaunoil 25000, B
KOTOPOM KasKJIblil DJIEMEHT IIPEJCTaBIIseT OO0 CTPOKY, COAEPIKAIIYIO OT3bIB.
Mpbr HamevaTtasu or3biB ¢ uHAekcoM 1. Kpome Toro, MOXHO yBUZETH, 4TO
0T3bIB coziepskuT pa3pbiBbl cTpok HTML (<br />). XoTst at1t pa3pbIBbI Bpsi
JIU CUJIBHO TIOBJIMSIOT Ha MOJEJIb MAIIMHHOTO OOYYEHMs, JIydllle BBIIOJHUTD
OUMCTKY JAHHBIX W YAAJATh CUMBOJIBI (hOpMATUPOBAaHMS Tepe TeM, Kak
HayaTh paboTy.

In[4]:
text_train = [doc.replace(b"<br />", b" ") for doc in text_train]

Tun snemenToB text_train Oymer 3aBuceTh ot Bamieit Bepcun Python. B
Python 3 onm Oyayr wmerh TuIl bytes, KOTOpbIil TIpeacTaBisseT coOOM
JIBOMYHOE KOJIMPOBaHNE CTPOKOBBIX JaHHBIX. B Python 2 text_train cocTtout
n3 CTPOK. B manHOM ciydae MBI He OyaeM BJaBaThCs B IOAPOOHOCTH
Pa3/JMYHBIX CTPOKOBBIX THUIIOB [IaHHBIX, uUMelonmxcsa B Python, HO MbI
PEKOMEHIyeM BaM IIPOYUTATh Pas3fiesibl JOoKyMeHTanuu 1mo Python 2 wu/umm
Python 3, kacaroruecst cTpoKoBbIX AaHHBIX 1 Unicode.

Habop mansbIX ObLI coOpaH TakuM 00Opas3oM, YTOOBI MOJOKUTEIbHBII 1
OTPUIATEIbHBIN KJIaCChl ObLIN COATAHCHPOBAHBI, TO9TOMY KOJUYECTBO CTPOK
C IOJIOKUTETHbHBIMUA OT3bIBAMM M KOJMYECTBO CTPOK C OTPHUI[ATE]IbHBIMU
OT3BIBAMU OIMHAKOBOE:

In[5]:
print("KonvnyectBo npumepoB Ha knacc (obyyenue): {}".format(np.bincount(y_train)))

Out[5]:
Konnuectso npumepoB Ha knacc (obyueHue): [12500 12500]

AHaytorndHbpIM 00pa30M 3arpysKaeM TECTOBbIE JaHHBIE:

In[6]:

reviews_test = load_files("C:/Data/aclImdb/test/")

text_test, y_test = reviews_test.data, reviews_test.target

print("KonnuectBo gokymeHTOB B TekcToBbiXx fAaHHbix: {}".format(len(text_test)))
print("KonnyectBo npumepos Ha knacc (Tect): {}".format(np.bincount(y_test)))
text_test = [doc.replace(b"<br />", b" ") for doc in text_test]

Oout[e6]:

KonnyecTtBo AOKYMEHTOB B TEKCTOBbIX AaHHbIX: 25000
Konnuectso npumepoB Ha knacc (TecT): [12500 12500]

349


https://docs.python.org/2/howto/unicode.html
https://docs.python.org/3/howto/unicode.html

3azaya, KOTOPYI0 Mbl XOTUM PelIUTb, MOXHO CHOPMYJIUPOBAThH
CJIEYIONTUM  00pa3oM: KakOMy OT3bIBY HaM HYKHO TIPUCBOUTH METKY
<TIOJIOKUTENbHBIN> WU <«OTPUIlATEIbHbINi» Ha OCHOBE TEKCTAa OT3bIBA. JTO
cTaHzapTHas 3aada OnHapHOU Kiaaccupurarm. OHAKO TEKCTOBbIE TaHHbBIE
IpecTaBIeHbl B (hopMaTe, KOTOPBIM MOJIETb MANTUHHOTO 0OyYeHUs He yMeeT
obpabatbiBaTh. Ham Hy:KHO 1peobpa3oBaTh CTPOKOBOE MPECTaBIECHIE TEKCTA
B UWCJOBOE TIPEJCTABJICHUE, K KOTOPOMY MOKHO INPUMEHUTH aJrOPUTMBbI
MAITUHHOTO 00yY€eHUsI.

OmuH u3 caMblXx TPOCTBbIX, HO 3(h(HEKTUBHBIX U MIUPOKO MCIOJIb3yeMbIX
CIIOCOOOB ~ TIOATOTOBKM  TEKCTa IS MAIMIMHHOTO OOy4YeHWs] —  3TO
IpejiCTaBJIeHe TEKCTOBON WHGpOpPMAUM B BHUAE <«MelliKka cJIoB» (bag-of-
words). Vlcrionib3yst 3TO TpeJICTaBIeHre, Mbl YAAJIsieM CTPYKTYPY UCXOIHOTO
TeKCTa, HAIpUMeP, TJaBbl, Taparpadul, mpeIokenus, ¢hopMaTupoBaHue, U
JIMIIb TO/ICYUTHIBAEM YaCTOTY BCTPEUYAEMOCTU KaXKJOTO CJIOBa B KaXK/IOM
JIOKYMEHTe KOopIlyca. YAajJeHue CTPYKTYPbl M TIOJACYET YacTOThl KayKAOTO
CJIOBA TIO3BOJISIET TIOJYYUTh 00Pa3HOe TIPE/ICTABIeHNEe TEKCTA B BUE «MEIIKa
cnoBy. [lonyuenne npencTaBieHnsT «<MENTOK CJIOB» BKJIOYAET CJeLyIOIe TPU
9TAIIOB:

1. Tokermzanms (tokenization). PazbuBaeM KaxKIblil JOKYMEHT Ha CJIOBa,
KOTOpBIE BCTPEUAIOTCS B HeM ( TOKEHBI), HaIIpUMep, ¢ TIOMOIIbIO IIPOOEIOB
1 3HAKOB ITYHKTYaITUH.

2. Ilocrpoerme caopaps (vocabulary building). CobupaeMm cioBapb Bcex
CIOB, KOTOpble IOSABALIOTCS B JIOOOM U3  JOKYMEHTOB, U
MIPOHYMEPOBbIBaeM UX (Hampumep, B ai(paBUTHOM ITOPSIIKE).

3. Cosjganme paszpexeHHOH Marpunbl (sparse matrix encoding). s
KaXKJIOTO JIOKyMEeHTa TIOJCUYMTBhIBAeM, KaK dYacTo Kak7oe U3 CJIOB,
3aHeCeHHOe B CJIOBapb, BCTPeYAeTCs B JIOKYMEHTE.

Jdrarmbl 1 W 2 WMEOT HEKOTOPbIe HIOAHCHI, KOTOPbIE MBI OOCYANM
nogpobHee uyTh Huke. Ceilyac maBaiiTe IIOCMOTPUM, KaK MbI MOMKEM
IPUMEHUTHh 00pPabOTKY MaHHBIX <«MEIIOK CJI0B», MCIOab3ys scikit-learn.
Puc. 7.1 namoctpupyer npoitecc Ha npuMepe cTpoku "This is how you get
ants". B wuTore Kaxkablii JOKYMEHT MOKHO IIPEICTaBUTb B BUJE BEKTOPa
4acToT cJI0B. [[J1s1 KasK/10ro cj10Ba, 3allMCaHHOTO B CJIOBape, Mbl MOICUMThIBAaEM
YacTOTYy €ro BCTPeYaeMOCTH B KaXKJIOM JOKyMeHTe. JTO O3HayaeT, 4yTO B
HallleM YMCJIOBOM TIPE/ICTABIEHUN KaXK/bIi IPU3HAK COOTBETCTBYIOT KaXK/IOMY
VHUKAJIbHOMY CJIOBY HaOopa fAaHHbiX. OOparuTe BHUMaHUE, OPSIOK CJIOB B
HUCXOMHONW CTPOKe abCOJNIOTHO He WMeeT HHUKAKOTO 3HAYeHWS IS
Mpe/ICTaBJIeHUS IPU3HAKOB «MEIIIOK CJIOB».
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“This is how you get ants.”

BbINOJIHAEM TOKEHU3aL MO

[“this’, "is’, “how’, ‘you’, ‘get’, “ants’]

CTPOUM CrnoBapb Mo BCEM AOKYMEHTaM

[“aardvark®, ‘amsterdam’, ‘ants’, ... ‘you’, ‘your’, ‘zyxst’]

CO30aeM paspexeHHy MaTpuuy

aardvark ants get you zZyxst
[Or tauy Dr TJ ':}1 raay UJ 1: nr 1eny UJ 1: 0: sawy {:l]

Puc. 7.1 ObpaboTka «MeLlOoK CNoB»

[TpUMEeHeHe MOACAN «MeLLKa CAOB» K CUHTeTUYecKoMy Habopy

AdHHBIX

Mopnenb «Mmemnika cJoB» peanmum3oBaHa B Kiacce CountVectorizer, KOTOpBIU
BBITIOJIHSIET COOTBETCTBYIOIEe TIpeobpasoBanue. /laBaiiTe cHava a MpUMEHUM
CountVectorizer K CHMHTETHYECKOMY HAOOPY MaHHBIX, COCTOSIIEMY M3 IBYX
IIPUMEPOB, YTOOBI TPOMJIIIOCTPUPOBATH €r0 paboTy:

In[7]:
bards_words =["The fool doth think he is wise,",
"but the wise man knows himself to be a fool"]

Mpl umnioptupyem kJsacc CountVectorizer, co3maM 3K3eMILISIPp KJacca U
MOJITOHSIEM MOJIEJIh K HAITUM CHHTETHYECKUM JAaHHBIM CJIEAYIOIINM 00pa3soM:

In[8]:

from import CountVectorizer
vect = CountVectorizer()

vect.fit(bards_words)

ITporecc moxronku CountVectorizer Bkio4yaer B ceOST TOKEHH3AIUIO
0OydJaInX MTaHHBIX M ITOCTPOEHUE CJIOBapsi, K KOTOPOMY MBI MOMKEM
HOJIYYUTh JOCTYII C TOMOIIbIO aTpuOyTa vocabulary_:
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In[9]:
print("Pasmep cnosaps: {}".format(len(vect.vocabulary_)))
print("Coaepxmmoe cnosapa:\n {}".format(vect.vocabulary_))

Out[9]:
Pa3mep cnosapa: 13
Cofepxumoe cnoBaps:
{'the': 9, 'himself': 5, 'wise': 12, 'he': 4, 'doth': 2, 'to': 11, 'knows': 7,
'man': 8, 'fool': 3, 'is': 6, 'be': 0, 'think': 10, 'but': 1}
CHOBaprOCTOMTIKB13CHOB,HaQMHaeﬂ%ICOCHOBa«be»IISaKaHQHBaeTCH
CJIOBOM <«WiSe».
1;ITO6I)I IMMOJYYUNTD IIPpeCTaBJACHNE «<MEMIOK CJI0B» IJIA O6y‘{aIOI]_[I/IX TaHHbIX,
MbIBbKHﬂBaeMﬁMETOﬂ;tranSfOFNZ
In[10]:

bag_of_words = vect.transform(bards_words)
print("bag_of words: {}".format(repr(bag_of_words)))

Out[10]:
bag_of_words: <2x13 sparse matrix of type '<class 'numpy.int64's'
with 16 stored elements in Compressed Sparse Row format>

[TpencraBieHre «MeIIOK CJOB» 3allUChIBAETCS B Pa3peKeHHON MaTpuile
SciPy, koTopast XpaHUT TOJIBLKO HeHYJeBble 37eMeHThl (cM. rmaBy 1). MaTtpuiia
nmeeT GopMy 2 X 13, B Hell Kaxkasi CTPOKa COOTBETCTBYET TOUKE JJAHHBIX, a
KasK/[bIi1 cTosIOer] (IIPU3HAK) COOTBETCTBYIOT CJIOBY, 3alIMCAHHOMY B CJIOBape.
Vcmob3oBaHme paspekKeHHON MaTPUIIbI 00YCIOBIEHO TE€M, YTO IOKYMEHTHI,
KaK IIPABUJIO, COJEPIKAT JIUIIb HEOOIBIIOE KOJTMYECTBO CJIOB, 3allChIBAEMOE B
CJIOBapb, TAKUM 00pas3oM, OOJIbIIAs 4acTh 2JIeMEHTOB MaccrBa Oyzer pasHa 0.
[TogymaiiTe O TOM, CKOJIbKO pa3JIMYHBIX CJOB MOKET BCTPETUTHCS B
KWHOOT3bIBE, YYUTBIBASI CJOBAPHbBIN 3allac aHTJIMUCKOTrO SA3blKa. XpaHeHue
BCEX OTUX HyJell — HeHy)KHble 3aTparbhl HaMmsaThH. UToObI B3IVISHYTH Ha
(hakTUeckoe  colep;KMMOe  pa3pesKeHHOW  MaTpPUIlbl, Mbl  MOXKEM
npeobpa3oBaTh €€ B <IUIOTHBIM» MaccuB NumPy (KOTOPBII  ITOMIMO
HEHYJIEBBIX 9JIEMEHTOB TaK:Ke XPaHUT BCE HYJIEBble 3JIEMEHTbhI) C ITOMOIIbIO
MeToza toarray:*?

In[11]:

print("MnoTHoe npeacTtaBnenne bag_of_words:\n{}".format(
bag_of_words.toarray()))

Out[11]:

MnoTHoe npeacTaBneHne bag_of_words:
[[060 1110100110 1]
[110101011101 1]]

Bupto, uto gactors! ¢ioB paBHbI 160 0, 1160 1. Hu ogHa u3 1ByX CTPOK
MaccuBa bards_words He COLEPAKUT CJIOB, KOTOPbIE BCTPEUYAIUCH ObI JBaK/IbI.
JlaBaiite pasbepemcs, Kak HY;KHO pabOTaTh C STMMH BEKTOPaMHU ITPU3HAKOB.

42 D10 BO3MOXKHO G1aroapst TOMY, YTO MBI HCIIOJIb3yeM HeGOJIbIIO CHHTETHYECKHIT HaOOp JaHHBIX, KOTOPbBIL
coepkut suib 13 cioB. Ecom 661 MbI B3sIM peasibHbI HAOOD JAHHBIX, TO MOJYYUIU Obl MCKJIIOYEHUE
MemoryError.

352



[TepBas ctpoka ("The fool doth think he is wise") cooTBeTcTByeT nepBoMy
p4Jly 3JIeMEHTOB, U CJ0BO "be", 3anmmcanHoe B cjaoBape MepBbIM, BCTPEYACTCS
B Hell HOJTb pa3. Bropoe cioBo "but" Toxke BcTpeyaercs B aTOU CTPOKE HOJIb
pas. Tperbe caoBo "doth" BcTpewaercst ofuH pas. Barisguys Ha o6a psiga, Mbl
MOXXEM YBUJETb, YTO 4YeTBepToe caoBo "fool", mecaroe cimoBo "the" u
TPUHA/IATOE CJI0BO "wise" BCTpedaioTcst B 00enX CTPOKaX.

Termeps, Koraa MbI JIeTaaIbHO PA300PAIN TPOIIECC TIOCTPOEHUST MOIEJN «MEITKa
CJIOB», laBaliTe MPUMEHUM ee JIJIsl aHAJIN3a TOHATBbHOCTH KMHOOT3bIBOB. Panee
MBI 3aTPY3WJIM HAIlK 00ydYalollre ¥ TeCTOBbIE JaHHbIe, COPMUPOBAHHbBIC Ha
ocHoBe 0T3bIBOB IMDDb, B Buzie crmckoB cTpok (text_train u text_test) m
ceiiuac oOpaboTaeM HX:

In[12]:

vect = CountVectorizer().fit(text_train)
X_train = vect.transform(text_train)
print("X_train:\n{}".format(repr(X_train)))

Out[12]:
X_train:
<25000x74849 sparse matrix of type '<class 'numpy.int64's'
with 3431196 stored elements in Compressed Sparse Row format>

Martpuiia X_train cooTBETCTBYET 0OYYAIOIINM JaHHBIM, IIPECTaBICHHBIM
B Bujle «Metka cjaoB». Ona umeet opmy 25000 x 74849, ykaswiBast Ha TO,
YTO cJIoBaph BKJouaeT 74849 asnemenTtoB. Kak BuamM, JaHHbIE CHOBA
3amcaHbl B BHUE paspexkeHHoN MmaTpuibl SciPy. /laBaiite 6osee meTasbHO
nccieayem ciaoBapb. Eile oauH crmocob MOJIyIrTh AOCTYI K CJIOBApI0 — 3TO
HCIo/b30Banne Meroga get_feature_name. OH Bo3Bpamiaer y100HbIN CIICOK,
B KOTOPOM Ka’K/IbIi 9JIEMEHT COOTBETCTBYET OHOMY IPU3HAKY:

In[13]:

feature_names = vect.get_feature_names()

print("Konnyectso npusHakoB: {}".format(len(feature_names)))

print("Mepsbie 20 npusHakoB:\n{}".format(feature_names[:20]))
print("MpusHaku c 20010 no 20030:\n{}".format(feature_names[20010:200307))
print("Kaxgewi 2000-i npusHak:\n{}".format(feature_names[::2000]))

Out[13]:

KonnyecTtBo npu3Hakos: 74849

MepBble 20 NPU3HAKOB:

['e0', '000', '00OOOEOOOO001', 'O0O01', '00015', '000s', '001', '003830',
'006', '007', '0079', '0080', '0083', '0093638', 'O0am', 'GOpm', 'G0s',

'e1', 'eipm', '02']

Mpn3Hakn c 20010 go 20030:

['dratted', 'draub', 'draught', 'draughts', 'draughtswoman', 'draw', 'drawback',
'drawbacks', 'drawer', 'drawers', 'drawing', 'drawings', 'drawl',

'drawled', 'drawling', 'drawn', 'draws', 'draza', 'dre', 'drea']

Kaxgbin 2000-1 npu3HaK:

['00', 'aesir', 'aquarian', 'barking', 'blustering', 'bete', 'chicanery',
'condensing', 'cunning', 'detox', 'draper', 'enshrined', 'favorit', 'freezer',
'goldman', 'hasan', 'huitieme', 'intelligible', 'kantrowitz', 'lawful',
'maars', 'megalunged', 'mostey', 'norrland', 'padilla', 'pincher',
'promisingly', 'receptionist', 'rivals', 'schnaas', 'shunning', 'sparse',
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'subset', 'temptations', 'treatises', 'unproven', 'walkman', 'xylophonist']

Boamoxxno, ¢axt Toro, uto mepBbie 10 3jieMeHTOB cJIOBapsl SIBJASIOTCS
yrcJaaMU, HEMHOTO yauBHUTeJieH. Bce aTu uMcia BCTpevyaloTcsd B OT3bIBax U
MMO3TOMY pacCcMaTpPUBAIOTCA KaK CJIOBAa. DOJBIIMHCTBO M3 JTUX YHCET He
NMeI0T HUKAKOTO CMbICJA, 32 MCKJIUeHneM ducia "007", KoTopoe cKopee
Bcero cBgszano ¢ ¢guabmamu o Jxeiimce Bonge.* Boimenenme sHaummoi
nHGOPMAIIMY U3 HE3HAUYUMBbIX «CJIOB» SIBJSIETCS WHOTJA JOBOJIBHO CJIOXKHOM
3amade. Jlajee MBI HaxoauM B CJOBape psSaJ  AHTJIMKUCKUX  CJIOB,
HaunHatomuxcsa ¢ "dra". MoKHO 3aMeTUTh, 4YTO €IUHCTBEHHOE YMCJIO CJIOB
"draught", "drawback" u "drawer" oOpabaTbIiBaeTcsI OTAEIBHO OT WUX
MHOKECTBEHHOTO 4Yucya. /laHHble TEpMUHBI O4YeHb TECHO CBSI3aHbl MEXKIY
co00Il TI0 CMBICTY U 00pabOTKa STUX CJIOB KaK PasHbIX, COOTBETCTBYIOIINX
Pa3JINYHBIM IIPU3HAKAM, HE MOKET ObITh OIMTHUMAJIbHBIM PEIICHUEM.

[Tepen Tem Kak Mbl TIbITAEMCS YJIYUIIUTh BbljleJieHUE TPU3HAKOB, JaBaliTe
W3MEPUM  KadecTBO MOJEJHN, IOCTPOMB Kjaaccuduratop. Y Hac ecTb
oOyuJarole MeTKH, XpaHsiimecs B y_train u oOyugaioniue JaHHBIE,
IpeCTaBIeHHbIE B BUJIE «MEIIKa CJI0B» X_train, Takum oOpa3oM, MbI MOYKEM
00y4YMTh KJIacCM(UKATOpP IO STUM AaHHBIM. Kak mpaBuio, aas mogo0HBIX
BBICOKOPa3MEPHBIX Pa3peKEHHBIX JAHHBIX JIYUIle BCEIO paOOTAIOT JIMHEITHbIE
Mozenn tuna LogisticRegression.

[laBaiite cHayasa npumeHuM LogisticRegression ¢ wucnoJsib3oBaHueM
IepeKPeCcTHON npoBepku:™

In[14]:
from import cross_val_score
from import LogisticRegression

scores = cross_val_score(LogisticRegression(), X_train, y_train, cv=5)
print("CpeaHasa npaBuibHOCTb nepekp nposepku: {:.2f}".format(np.mean(scores)))

Out[14]:
CpegHAa NpaBWIbHOCTbL nepekp nposepku: 0.88

MBI 110JIy4aeM CpeiHee 3HaueHue [IPaBUIbHOCTU IIEPEKPECTHON IIPOBEPKH,
paBHOEe 88%, 4TO yKas3blBaeT Ha IPHEMJIEMOE KAaueCTBO MOJEJM JJIsSL 3aadun
cbajaHcupoBaHHONW  OWMHapHON  Kiaccudukarmmu.  VI3BecTHO,  4TO
JIOTHCTUYECKast PErpeccust MMeeT IapaMerp perysspusanuu C, KOTOPBIH Mbl
MOKEM HACTPOWTH C IMIOMOIIBIO MEPEKPECTHOM TIPOBEPKU:

In[15]:
from import GridSearchCV
param_grid = {'C': [0.001, 0.01, 0.1, 1, 10]}

‘3 Bersiblii aHAU3 MAHHBIX HOJTBEPKIAET, YTO 9TO JeiicTBUTENbHO Tak. Ilompobyiite caMOCTOSITENbHO
yOEIUThCA B 9TOM!

4 BuuMaTe/IbHBII YUTaTe b MOKET 3aMETUTD, UTO B JJAHHOM CJIy4ae MbI HapylllaeM IPUHIUIIBI I€PEKPECTHON
NPOBEPKHU, wu3JoKeHHble B riaBe 6. Ha camom pene wucCrosb3ys HACTPOWKM, YCTAHOBJIEHHBIE JIJIs
CountVectorizer 1mo yMoJYaHWIO, Mbl He coOMpaeM KaKue-JuO0 CTATUCTHKH, [TOITOMY HAIIM PE3YJIbTaThl
noctoBepHbl. Mcnonb3oBaHue KOHBeliepa ¢ caMoro Hadasa OblJI0 Obl HAUIYYIIM BBIGOPOM, HO MbI OTJIOKAM
€ro paaud MPOCTOTHI.
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grid = GridSearchCV(LogisticRegression(), param_grid, cv=5)

grid.fit(X_train, y_train)

print("Haunyuywee 3HayeHue nepekpecTHon npoBepkmn: {:.2f}".format(grid.best_score_))
print("Hannyyuwve napameTpbi: ", grid.best_params_)

Out[15]:
Hannyywee 3HavyeHne nepekpecTHoW npoBepku: 0.89
Hannyyuwne napametpbi: {'C': 0.1}

Vcnonb3ys C=0.1, Mbl IOJy4aeM 3HAUYEHME [IEPEKPECTHO IpoBepku 89%.
Temepb Mbl MOKEM OLIEHUTH Ha TECTOBOM Habope 0600IIAIOIIYIO CIIOCOOHOCTD
IPU KCIOJIb30BAHUY JAHHON HACTPOIKHU MapaMerpa:

In[16]:
X_test = vect.transform(text_test)
print("MpaBunbHocTb Ha TectoBoMm Habope: {:.2f}".format(grid.score(X_test, y_test)))

Out[16]:
MpaBUIBLHOCTL Ha TecToBOM Habope: 0.88

Teneps, gaBaiiTe TOCMOTPUM, MOKHO JIM YJIYUYIIUTH MPOIECC U3BJICYCHUS
cioB. CountVectorizer w3BJeKaeT TOKEHbI C IIOMOIIBIO PEryasdpHbIX
BbipakeHui. [lo ymosyaHuio UCHOJIB3yeTCs  PeryJjsgpHoe BbIPakeHue
"\b\w\w+\b". /[l;mg Tex, KTO He 3HAKOM C PETYJSIPHBIMU BBIPAKEHUSIMHU,
MOSICHUM: 3TO BbIPA)KEHUE I[I03BOJISIET HAWTU BCe I0CJe0BATeIbHOCTH
CHMBOJIOB, KOTOPBIE COCTOSIT KaK MUHUMYM 13 ABYX OykB min 1udp (\w) u
OTZleJIeHBl IPYyT OT Japyra rpanunamu cjaoB (\b). Ero He MHTepecyoT CJIOBa,
COCTOSIIIIE U3 OHOTO CUMBOJIA, COKpaineHus tuia «doesn’ty min «bit.ly» oo
pa3buBaeT Ha J[Ba CJOBO, OJHAKO IIOCJIEN0BATEJbHOCTh CUMBOJIOB <«h8ters
Oymer obpaboraHa Kak oOTAeabHOEe caoBo. 3areMm CountVectorizer
npeobpa3yeT Bce CJI0OBa B CTPOYHBIE, TOITOMY CJIOBA <«SOON», «S00N» MU
«<sOon» COOTBETCTBYIOT OJIHOMY U TOMY >Ke TOKeHy (U, CJeZ0oBaTeJbHO,
OJTHOMY M TOMY K€ TIPU3HAKY ). ITOT IMPOCTON MPUHIUII JOCTATOYHO XOPOIIIO
paboTaeT Ha TIpaKTHKe, OHAKO, KaK Mbl y/Ke BUIEIN PaHee, MOKHO TOJYUNTh
Maccy HenH(pOPMATUBHBIX IIPU3HAKOB (Hampumep, uncia). OnauH us crmocobos
PElINTh 3Ty TMPOOJEMYy — WCHOJAb30BaTh TOJBKO T€ TOKEHBI, KOTOPbIE
BCTPEYAIOTCS 110 KpallHeill Mepe B IByX JOKyMeHTaxX (MJid 10 KpallHell mepe B
NATA JIOKYyMEHTaxX 4 T.J.). TOKeH, KOTOPbII BCTPETUJICA TOJBKO B OJTHOM
TOKYMEHTE, BPSIZL JTU BCTPETUTCS B TECTOBOM HabOpe U TO3TOMY OeCIoJIe3€eH.
C nomorbio napamerpa min_df mMbl MOKeM 32/1aTh MUHUMAJIbHOE KOJUYECTBO
JIOKYMEHTOB, B KOTOPOM [IOJI?KEH TOSIBUTHCS TOKEH.

In[17]:

vect = CountVectorizer(min_df=5).fit(text_train)
X_train = vect.transform(text_train)

print("X_train c min_df: {}".format(repr(X_train)))

Out[17]:

X_train c min_df: <25000x27271 sparse matrix of type '<class 'numpy.int64's'
with 3354014 stored elements in Compressed Sparse Row format>
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3azsaB min_df=5, Mbl yMeHbIlIaeM KOJIMYECTBO MPU3HAKOB /10 27271, u ecan
CPaBHUTD ATOT Pe3yJbTaT C MPEABIIYIIAM BBIBOJOM, TETIEPh MBI MCIIOJIb3yEM
JINIITh TPETh MCXOAHBIX IMPU3HAKOB. /laBaliTe cHOBa B3IJIsIHEM Ha TOKEHHI:

In[18]:
feature_names = vect.get_feature_names()

print("Mepsbie 50 npusHakos:\n{}".format(feature_names[:50]))
print("Mpu3sHakn c 20010 no 20030:\n{}".format(feature_names[20010:200307))
print("Kaxgewi 700-1 npusHak:\n{}".format(feature_names[::700]))

Out[18]:

MNepBble 50 npn3HaKoB:

['e0', 'GOO', '007', 'GOGs', 'O1', '©2', '03', '04', 'O5', '06', '07', '08',
'e9', '10', '100', 'i1000', '100th', '101', '102', '103', '104', '105', '107',
'1e8', '10s', '10th', '11', '110', '112', '116', '117', '11th', '12', '120',
'12th', '13', '135', '13th', '14', '140', '14th', '15', '150', '15th', '16',
'160', '1600', '16mm', '16s', '16th']

Mpn3Hakn ¢ 20010 no 20030:

['repentance', 'repercussions', 'repertoire', 'repetition', 'repetitions',
'repetitious', 'repetitive', 'rephrase', 'replace', 'replaced', 'replacement’,
'replaces', 'replacing', 'replay', 'replayable', 'replayed', 'replaying’,
'replays', 'replete', 'replica']

Kaxabim 700-1 npu3Hak:

['e0', 'affections', 'appropriately', 'barbra', 'blurbs', 'butchered',
'cheese', 'commitment', 'courts', 'deconstructed', 'disgraceful', 'dvds',
'eschews', 'fell', 'freezer', 'goriest', 'hauser', 'hungary', 'insinuate',
'juggle', 'leering', 'maelstrom', 'messiah', 'music', 'occasional', 'parking',
'pleasantville', 'pronunciation', 'recipient', 'reviews', 'sas', 'shea',
'sneers', 'steiger', 'swastika', 'thrusting', 'tvs', 'vampyre', 'westerns']

YeTKo BUIHO, YTO HAMHOI'O PesKe CTaJd BCTpeuyaThCs YKcJia 1, II0X0Ke, 4YTO
MCYE3JIM HEKOTOpPbIe CTPaHHble WJW HEMPaBUJIbHO HaIlMCAaHHBIE CJIOBA.
/laBaliTe olleHMM KayecTBO Halllell MOJleJid, BHOBb BBIIIOJHUB peliaTdaTbii
ITOUCK:

In[19]:
grid = GridSearchCV(LogisticRegression(), param_grid, cv=5)

grid.fit(X_train, y_train)
print("Haunyuywee 3Hayenue nepekp npoBepku: {:.2f}".format(grid.best_score_))

Out[19]:
Hannydwee 3Ha4veHne nepekp nposepku: 0.89

Hawtyuiiiee 3HaueHue MPAaBUILHOCTH, [OJYYEHHOE B XO[€ IE€PEKPECTHOM
[IPOBEPKH, HO-IPexkHeMy paBHO 89%. MbI He CMOIJIM YJIYYIIMTh KauyecTBO
Halmiell MOJENM, OJHAKO COKpAllleHHe KOJUYECTBA IPU3HAKOB YCKOPUT
peABapUTENbHYI0 00pabOTKY, a WCKJII0YeHre OeCIIOIe3HbIX TPU3HAKOB,
BO3MOJKHO, YIYYLIUT UHTEPIPETA0EeIbHOCTD MOJIEIIH.

Ecnu meron transform ksacca CountVectorizer mpumensiercs s
JIOKYMEHTa, KOTOPBIN COMEPKUT CJI0BA, OTCYTCTBYIOIIHE B 00yJaIOIEM
Habope, 5T ¢JI0Ba OYAYT IPOUTHOPUPOBAHDI, IOCKOJIbKY HE SIBJISIOTCS
YaCThIO CJIOBapst. ITO HE OTHOCUTCS K MPobieMe KaacCu@uKaInm, Tak
KaKk HEeBO3MOJKHO y3HAaTh KakKylo-au00 HWH(GOPMAIMIO O CJIO0BaX,
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OTCYTCTBYIOIIMX B OOy4alommx mAaHHbIX. OJIHAKO B HEKOTOPBIX
NPUKJIAAHBIX — 3ajlauaX, HanpuMep, s OOHapysKEHWM  Cliama,
BO3MOKHO, OBLIIO OBl IOJIE3HBIM JM00ABUTH MPHU3HAK, KOTOPBIA ObI
(UKCHPOBAJI, CKOJIBKO CJIOB, OTCYTCTBYIOIIUX B CJIOBape, BCTPETUIIOCH
B Ka)kJIOM JOKyMeHte. [[jist aT0r0 BaM HeoGxoauMo 3agath min_df, B
IIPOTHBHOM CJIy4ae 9TOT NMPUBHAK He OyIeT UCIOJIb30BaThCs B XOJe
00yueHusl.

CTon-cnoBa

Eme oaua cmocob, ¢ MOMOINBI0O KOTOPOIO MbI MOKEM HM30aBUTHCS OT
HeMH(OPMATUBHBIX CJOB — MCKJIOUEHUE CJIOB, KOTOpble BCTPEYaIOTCs
CJIMIIIKOM 4aCTO, 9TOOBI OBITh MH(MOPMATUBHBIMU. CyIIECTBYIOT [Ba OCHOBHBIX
MIOJIX0/Ia; MCII0JIb30BaHUE CIIMCKA CTOI-CJIOB (Ha OCHOBE COOTBETCTBYIOIIETO
gd3bIKa), WJIU yJaJleHhe CJOB, KOTOPble BCTPEYAIOTCSd CJUIIKOM YacTo.
bubmmoreka scikit-learn mnpemiaraer BCTPOEHHBIH CIIMCOK aHTJIMICKUAX
CTOII-CJIOB, peaJin30BaHHbIN B MoayJse feature_extraction. text:

In[20]:

from import ENGLISH_STOP_WORDS
print("Konnuectso cton-cno: {}".format(len(ENGLISH_STOP_WORDS)))
print("Kaxgoe 10-e cton-cnoBo:\n{}".format(1list(ENGLISH_STOP_WORDS)[::10]))

Out[20]:
KonnyectBo cton-cnos: 318
Kaxpoe 10-e cTon-cnoBO:

['above', 'elsewhere', 'into', 'well', 'rather', 'fifteen', 'had', 'enough',
"herein', 'should', 'third', 'although', 'more', 'this', 'none', 'seemed',
'nobody', 'seems', 'he', 'also', 'fill', 'anyone', 'anything', 'me', 'the',
'yvet', 'go', 'seeming', 'front', 'beforehand', 'forty', 'i']

OueBUJHO, 4YTO yjAajJeHue CTOI-CJOB C IOMOIIbIO CIIMCKA MOXKeT
YMEHBIIUTh KOJUUECTBO MPU3HAKOB JIUIIIH POBHO HA TO KOJIMYECTBO, KOTOPOE
ectb B crucke (318), HO, BO3MOXKHO, 3TO MO3BOJUT YJIYUYIIUTh KayeCTBO
mozesn. JlaBaiite mompobyem:

In[21]:

# HacTpovika stop words="english" 33gaeT BCTPOEHHbINI CIIMCOK CTOM-C/IOB.
# Mbl MOXEM TAKXE DACWHPUTb €ro MU NEPEfATH CBOH COOCTBEHHbIV.

vect = CountVectorizer(min_df=5, stop_words="english").fit(text_train)
X_train = vect.transform(text_train)

print("X_train c ucnosnb3soaHuem cton-cnos:\n{}".format(repr(X_train)))

Outf[21]:
X_train c vucnonb3oBaHWeM CTOM-CAOB:
<25000x26966 sparse matrix of type '<class 'numpy.int64's'
with 2149958 stored elements in Compressed Sparse Row format>

Tenepp y Hac crano Ha 305 npu3HAKOB MeHbIe (KOJINYECTBO IIPU3HAKOB
YMEHBIIIOCh ¢ 27271 mo 26966). Ito o3HavaeT, 4TO GOJBIIMHCTBO CTOII-
cnoB (HO He BCe) BCTPETUJIMCHh B KOpIyce JAOKyMeHTOB. [laBaiiTe cHOBa
3aIlyCTHM peNIeTyaThlii TTOUCK:
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In[22]:

grid = GridSearchCV(LogisticRegression(), param_grid, cv=5)
grid.fit(X_train, y_train)

print("Haunyywee 3HayeHune nepekp nposepku: {:.2f}".format(grid.best_score_))

out[22]:
Hannyywee 3Ha4veHue nepekp nposepku: 0.88

[Tpu mcmob30BaHUM CTOI-CJIOB KaueCTBO MO UyTh CHU3UJIOCH. ITO
He TIOBOJL JIJIs1 OECITOKOMCTBA, OJJHAKO YYUTBHIBAsK TOT (PAKT, YTO MCKJIIOUYEHNE
305 npusHakos u3 6osee yem 27000 Bpsi/ I CUIBHO M3MEHHUT KauyecTBO WJIN
UHTEPIPETadeTbHOCTh MOJIEJN, TIPU3HAEM, NCIIOJIb30BaHKE CITHCKA CTOII-CJIOB
B JJaHHOM cJiydae Oecrosie3to. Kak mpasuiio, pukcrupoBaHHBIE CIIUCKH MOTYT
OBITH TIOJIE3HBI IIPU paboTe ¢ HeOOJMbIIMMU HabopaMu HaHHBIX. Hebosbuine
HAaOOpHI  JIAaHHBIX HE HWMEIOT JOCTaTOYHOro obbeMa  HMHOOPMAINH,
MTO3BOJISIONIETO MOJIETTN CAMOCTOSITETbHO OTIPEIEINTD, KaKHe CJI0Ba SBJISIOTCS
cTor-coBamMu. B KauecTBe mprMepa Bl MOKETe MTOTIPOOOBaTh APYTOi MOIXOI,
WCKJIIOYMB YacTO BCTpevalolluecs CJOBa, 3ajaB omnmuio max_df s
CountVectorizer u mocMOTpeETh, KaK 3TO MOBJAUIET HA KOJMUYECTBO MTPU3HAKOB
1 Ka4eCcTBO MOJIEJH.

Cienyronuii  MOAX0M BMECTO WCKIIOYEHWST HECYIeCTBEHHBIX IPU3HAKOB
IBITAECTCS MACHITAOMPOBATh IPU3HAKA B 3aBUCUMOCTH OT CTEHEHH WX
nndopmarusHocT. OgHUM 13 Hambojee PacIpOCTPaHEHHBIX CIIOCOOOB
TAKOTO MAacIITaOUPOBAHUST SIBJISIETCST METONl YaCTOTA TEePMHHA-OOPATHAS
yactora JokymeHTa (term frequency-inverse document frequency, tf-idf).
Waest aToro mMeroza 3akjIi04aeTcss B TOM, 4TOObI MPUCBOUTH OOJBIION Bec
TEPMIUHY, KOTOPBIII YacTO BCTpPEYaeTcs B KOHKPETHOM JOKYMEHTe, HO IIpu
5TOM PEIKO BCTPEYAETCSI B OCTAJbHBIX JOKYMEHTax Kopiyca. Ecam cioBo
YaCTO TOSIBJISIETCS B KOHKPETHOM JIOKYMEHTE, HO IIPU 9TOM PEIKO BCTPEUAETCST
B OCTAJIbHBIX JOKYMEHTaX, OHO, BEPOSITHO, OYJE€T OIMCHIBATH COAEPIKIMOE
9TOr0 JOKyMeHTa Jjyuire. B 6ubimorexke scikit-learn wmerox tf-idf
peasin3oBaH B IBYX kJaccax: TfidfTransformer, KoTophliii MpUHUMAET Ha BXO/I
paspeKeHHyI0 MaTpully, IOJy4YeHHYI0 ¢ mnomollbio CountVectorizer, u
npeobpasyer ee, u TfidfVectorizer, KOTOPbII IPUHUMAET HA BXOJ TEKCTOBBIE
JIAHHbIE ¥ BBITIOJHSET KaK BbIeJIeHNe MPU3HAKOB <«MEIIOK CJIOB», TaK U
npeobpasoBanue tf-idf. ms mpeobpasosanus tf-idf cymecrByer HeckoJbKO
BApUAHTOB B3BEIINBAHUS YACTOT, O KOTOPBIX BbI MOKET€ MPOYUTATh B
Buknneann. 3nauenne tf-idf gmsg cioBa w B okymeHTe d BBIYMCISIETCS C
nomonibio knaccos TfidfTransformer u TfidfVectorizer mo gpopmyne:*

 Mpb1 ipuBesn 31ech 91y hopmyay s 6oabieii scaoctu. Uto6sr Beimoanuts tf-idf npeoGpasosanue, Bam
He 00sI3aTeTbHO TOMHUTD €€.
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) N +1
tfidf (w,d) = tf log| ——— [+1
(w,d) 9N i1

'

rme N — 5TO KOJMYECTBO JOKYMEHTOB B obOyuwamomiem Habope, Ny — 9TO
KOJIMYECTBO JOKYMEHTOB 00ydarolero Habopa, B KOTOPBIX BCTPETHIIOCH CJIOBO
w, n tf (dactora TepMHMHA) — JTO YaCTOTAa BCTPEYAEMOCTH TEPMHUHA B
3armpainBaeMoOM  JOKyMeHTe d  (JJOKyMeHTe, KOTOpbIii BBl  XOTHTE
npeobpaszoBaTh). Kpome toro, oba kimacca mpumeHsiior L2 HOpMaausaiuio
0CjIe TOTO, KaK BhIYMCASIOT npeactasiaerue tf-idf. pyrumu cioBamu, oHu
MacIITabMpPyOT BEKTOPU3MPOBAHHOE IPEACTABICHNE KaKI0r0 JOKYMEHTa K
eIUHUYHON eBKAnuA0BON HopMme (mauue). IlomoOGHoe MacinmTabupoBaHue
O3HauaeT, 4YTO JJMHA JOKyMeHTa (KOJWYeCTBO CJOB) He MEHSeT €ro
BEKTOPU30BaHHOE MTPe/ICTaBIeHUE.

[Tockompky tf-idf dakTrueckn WHCIOIB3yeT CTATUCTUYECKHE CBONCTBA
0OyYamIuX [JaHHBIX, MbI BOCIIOJb3yeMCs KoHBelilepoM (0 KOTOPOM
paccKa3bpIBAIOCh B Iy1aBe 6), YTOObI yOEAUThCS B IOCTOBEPHOCTH PE3YJIHTATOB
HAIlero pereTyaToro moucka. JJis aToro numeM caeayommuid TporpaMMHbBIN
KO/I:

In[23]:
from import TfidfVectorizer
from import make_pipeline

pipe = make_pipeline(TfidfVectorizer(min_df=5, norm=None),
LogisticRegression())
param_grid = {'logisticregression_C': [0.001, 0.01, 0.1, 1, 10]}

grid = GridSearchCV(pipe, param_grid, cv=5)
grid.fit(text_train, y_train)
print("Haunyuwee 3HauyeHune nepekp nposepku: {:.2f}".format(grid.best_score_))

Out[23]:
Hamnydwee 3HaveHue nepekp nposepku: 0.89

Buno, yto npumenenne npeobpasosanus tf-idf BMecTo 0OBIUHBIX YacTOT
CJIOB JIAJI0 OIpelesieHHoe yJiydiieHre. Kpome TOro, Mbl MOKEM BBISICHHTD,
KaKue cJIoBa B pesy/braTe npeoOpasosanus tf-idf cramm Hambosee BasKHBIMIL
Wmeiite B Bumy, dro wMacimrabuposanue tf-idf mpusBano HaiiTu cJ0Ba,
KOTOpbIE JIydllle BCEro AUCKPUMHUHHUPYIOT JOKYMEHTBI, HO ITIPH 3TOM OHO
SBJISIETCST  METOJOM HEKOHTPOJIMpPyeMoro obOydeHusi. Takum oOpasom,
«Ba)kHOE» He 00s13aTeJbHO JOUKHO OBITh CBSI3AaHO C WHTEPECYONIMMHU
METKaMHU <II0JIOKUTEIbHBIN OT3bIB» U «OTPUIATEIbHBIN 0T3bIB». CHavYa/a Mbl
M3BJIEKaeM U3 KOHBelepa Hauayuinyto mojaenb TfidfVectorizer, HailjieHHy10
C TIOMOIIIBIO PELIETYATOrO MMOKCKA:

In[24]:

vectorizer = grid.best_estimator_.named_steps["tfidfvectorizer"]
# npeobpaszyem oby4awuynii HA60p [aHHbIX

X_train = vectorizer.transform(text_train)

# HAXO0[NMM MAKCHMAJIbHOE 3HAYEHUE KAax[oro MPU3HAKAa 110 HAbOPY JAHHbIX
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max_value = X_train.max(axis=0).toarray().ravel()
sorted_by_tfidf = max_value.argsort()

# rnosy4aem uMeHa rpu3HaKoB

feature_names = np.array(vectorizer.get_feature_names())

print("Mpu3sHakn c HaumeHbwmmy 3HadeHuamu tfidf:\n{}".format(
feature_names[sorted_by_tfidf[:20]]))

print("MpusHakn c Hambosbummy 3HadveHusamu tfidf: \n{}".format(
feature_names[sorted_by_tfidf[-20:1]))

out[24]:

MpU3HaKN C HaMMeHbwMMM 3HayeHuamn tfidf:

['poignant' 'disagree' 'instantly' 'importantly' 'lacked' 'occurred'
'currently' 'altogether' 'nearby' 'undoubtedly' 'directs' 'fond' 'stinker'
'avoided' 'emphasis' 'commented' 'disappoint' 'realizing' 'downhill'
"i{nane']

MpU3HaKN C HambonbwmMu 3HaYeHusmn tfidf:

['coop' 'homer' 'dillinger' 'hackenstein' 'gadget' 'taker' 'macarthur'
'vargas' 'jesse' 'basket' 'dominick' 'the' 'victor' 'bridget' 'victoria'
'khouri' 'zizek' 'rob' 'timon' 'titanic']

[TpusHaku ¢ Huskumu 3HadeHusmu tf-idf — aro npusHaku, Koropsie 16O
BCTPEUYAIOTCS BO MHOTHUX JOKYMEHTaX, 100 MCIOJb3YIOTCS PEIKO U TOJIBKO B
OYeHb JJTMHHBIX JOKyMeHTaX. MIHTepecHO OTMEeTUTh, YTO MHOTHE ITPU3HAKK C
BbhicOKMMHU 3HadeHussMu tf-idf Ha camom Jiee COOTBETCTBYIOT Ha3BaHMSIM
HEKOTOPBIX IOy WK (PUABMOB. T TEPMUHBI BCTPEYAIOTCS JIUIIb B OT3bIBAX,
MOCBSIIEHHBIM KOHKPETHOMY IOy WX (DpaHIu3e, HO IIPU ITOM OHU
BCTPEUAIOTCS B JAHHBIX OT3bIBAX OYEHb YACTO. IJTO OYEBUIHO JIsT TAKUX
TepMuHOB Kak "smallville" u "doodlebops", HO B HaleM ciaydae U BIIOJTHE
HelTpajibHOE CJIOBO "scanners" To)ke OTHOCUTCA K Ha3BaHUIO (puabMa. ITU
CJIOBA BPSIJL JIM TIOMOTYT HaM KJIacCU(DUIIMPOBATh TOHAJIHHOCTh OT3BIBOB (€C/In
TOJIbKO HEKOTOpble (DpaHIIM3bl HE OIEHWBAIOTCSI BCEMHU 3PUTEISIMU
MOJIOKUTEIHbHO WM OTPUIATENBHO), OXHAKO OHM, Pa3yMeeTcs, COJep/Kar
MHOTO KOHKPeTHOI nHpopManu 06 OT3bIBaXx.

Kpome Toro, MbI MOKEM HAWTH CJIOBA, KOTOPbIE MMEIOT HU3KOE 3HAYCHIE
0OpaTHOI YaCTOTBI JJOKYMEHTA, TO €CTh CJI0BA, KOTOPbIE BCTPEUAIOTCS YaCTO U
[IOITOMY CUUTAIOTCS MeHee Ba)KHBIMI. JHAaYeHWsI OOpaTHOH YaCTOTHI
JTOKYMEHTa, HaiifieHHbIe 11 o0y4aroniero Habopa, xpausrcs B arpubyre idf_:
In[25]:
sorted_by_1idf = np.argsort(vectorizer.idf_)

print("Mpu3sHakn c HanmeHbummm 3HadeHuamm idf:\n{}".format(
feature_names[sorted_by_idf[:100]1))

Out[25]:

MPU3HAKN C HauMMeHbWMMKU npu3Hakamun idf:

['the' 'and' 'of' 'to' 'this' 'is' 'it' 'in' 'that' 'but' 'for' 'with'
'was' 'as' 'on' 'movie' 'not' 'have' 'one' 'be' 'film' 'are' 'you' 'all'
'at' 'an' 'by' 'so' 'from' 'like' 'who' 'they' 'there' 'if' 'his' 'out'
"just' 'about' 'he' 'or' 'has' 'what' 'some' 'good' 'can' 'more' 'when'
"time' 'up' 'very' 'even' 'only' 'no' 'would' 'my' 'see' 'really' 'story'
'which' 'well' 'had' 'me' 'than' 'much' 'their' 'get' 'were' 'other'
'been' 'do' 'most' 'don' 'her' 'also' 'into' 'first' 'made' 'how' 'great'
'because' 'will' 'people' 'make' 'way' 'could' 'we' 'bad' 'after' 'any'
'"too' 'then' 'them' 'she' 'watch' 'think' 'acting' 'movies' 'seen' 'its'
"him']
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Kak u ciemoBasio oXumarh, CI0BaMU ¢ HU3KUMK 3HadeHMsMu idf crasm
aHI/IMiickue ctom-cjaoBa Tumna "the" um "no". Ho HekoTtopble u3 HUX
XapaKTepHbl I KUHOOT3BIBOB. JTO cJjioBa Tuma "movie", "film", "time",
"story" um Tak majee. VIHTepecHO, 4TO B COOTBETCTBMH ¢ MeTpukoii tf-idf
ciaoBa "good", "great" u "bad" Taxyxe OBLIM OTHECEHbI K CAaMBbIM YacTO
BCTPEYAIOIIUMCS U TIOTOMY «CaMbIM HepeJeBaHTHBIM» CJIOBaM, XOTS MOKHO
ObLIO OBl OJKMIATh, YTO OHM OyAyT HMMETh OYEHb BaKHOE 3HAUYEHUE IS

aHaJInn3a TOHAJIbHOCTH.

icchneAOBaHMe KO(PUUNEHTOB MOACAU

Y, HakoHel, AaBaiiTe IIOCMOTPUM YyTh OoJjiee AeTaJbHO Ha WH(MOPMAIIHIO,
MOJyYeHHYIO C MTOMOIIBI0O MOJIETN JIOTUCTUYEeCKOl perpeccuu. ITockosibKy y
Hac uMeeTcss OOJIBITOEe KOJMYeCTBO Tpu3HaKoB (27271 mocse ymajieHus
MaJIONH(DOPMATUBHBIX CJIOB), Mbl HE MOKEM ITOCMOTPETh Bce KO3 PUImeHTs!
cpazy. OpHako Mbl MOKEM TIOCMOTpeTh Ha KO3((UIIMEHTHI, MOJYUYUBIINE
MaKCUMaJbHble 3HAYeHUs, a TaKKe COMOCTaBUTh WX cjoBaM. Mbl
BOCIIOJTb3yEeMCsl TTOCJIeIHEN TOCTPOEHHOI MOJIETbI0 HAa OCHOBE TIPU3HAKOB tf-
idf.

Caenytomiast ricrorpamma (puc. 7.2) mokaspiBaer 25 HaMOOJBIIMX U 25
HaUMEHbINX KO3(DOUIIMEHTOB MOJENN JIOTUCTUYECKON Perpeccuul, KasKIbIi
CTOJIOMK COOTBETCTBYET BeJIMunHe Koa(huIienTa:

In[26]:

mglearn.tools.visualize_coefficients(
grid.best_estimator_.named_steps["logisticregression"].coef_,
feature_names, n_top_features=40)
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MpusHak

Puc. 7.2 Hamnbonbluve n HaMMeHbluMe 3Ha4YeHns KO3IPUUMEHTOB NOrMCTUYECKON
perpeccuun, NOCTPOEHHOW Ha OCHOBE Npu3HakoB tf-idf

OTpI/IHaTGJIbeIG KO3C1)(1)I/IHI/IGHTI)I, pacCIlOJIOKEHHbIE B JIEBOI 4YacTu
THCTOrpaMMbl, OTHOCATCA K CJI0BaM, KOTOpPbIE B COOTBETCTBHU C MOJEJIbIO
YKa3bIBalOT Hd HETATUBHbIE OT3bIBbI, d IIOJOKUTEJIbHbBIC KO3(1)(1)I/IHI/I€HTBI,
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pacroJioKeHHble B MPaBOM YaCTW THUCTOTPAMMBbl, MPUHAJIEKAT CJI0BaM,
KOTOPbIe O3HAYalOT IOJOKUTENbHbIe OT3bIBbI. bDoJblllasi 4acTh TEPMUHOB
WHTYUTUBHO TTIOHATHA, HATIpUMep, cjoBa "worst", "waste", "disappointment"
n "laughable" ykaspIBalOT Ha IMJ0XMe KUHOOT3BIBBI, B TO BPeMs KaK CJIOBA
"excellent", "wonderful", "enjoyable" u "refreshing" cBuaeTenbCTBYIOT O
MMOJIOKUTENbHBIX KMHOOT3bIBax. UYTo Kacaercsa ciaoB Ttuma "bit", "job" u
"today", UX CBA3b C TOHAJBHOCTHIO KMHOOT3bIBA ME€HEE SICHA, HO OHU MOTYT
OBITH YacThio (ppassl, HampumMep, «good job» mmm «best today».

O/uH U3 TIaBHBIX HEJOCTATKOB TPECTABICHUS «MEIIOK CJIOB» 3aKJII0YaeTCs
B IIOJIHOM MTHOPHPOBAHUM TMOPsiIKA CJIOB. TakuM 0Opa3oM, JIBE€ CTPOKHU <«it's
bad, not good at all> u «it’s good, not bad at all> 6yxyT nmers oguHaKOBOE
IpeICTaBIeHNe, XOTsI IIPOTUBOITOIOKHBI TI0 CMBICTY. Y TOTpebIeHIe YACTHITHI
«not» Tepes; CIOBOM — 3TO JIUIIb OJNH U3 TPUMEPOB TOTO, KaKoe BaskKHOE
3Ha4YeHre MMeeT KOHTeKCT. K cyacTpio, CymecTByeT CIoco0, MO3BOJISTIONINI
YUUTBIBATh KOHTEKCT TIPU WCIOJb30BAHUU TPEICTABICHUS <MEIOK CJIOBY,
(bukcupysd He TOJIBKO YacTOThl OJMHOYHBIX TOKEHOB, HO U Tapbl, TPOUKU
TOKEHOB, KOTOpble IMOABJAIOTCSA P4AOM Jpyr ¢ Apyrom. Ilapel TOkeHOB
Ha3bIBAIOT  Omrpammamy (bigrams), TPOWKH TOKEHOB W3BECTHBI Kak
rpurpamMmbr (trigrams), a B 0ojiee MIMPOKOM CMBICJIE TIOCTEN0BATENbHOCTH
TOKEHOB U3BECTHBI KaK n-rpammbr (n-grams). Mbl MokeM U3MEHUTD JIMara3oH
TOKEHOB, KOTOpPble pacCMaTPUBAIOTCd B KayecTBe IPU3HAKOB, W3MEHUB
mapametrp ngram_range g CountVectorizer wim TfidfVectorizer.
[TapameTp ngram_range 3ajlaeT HUKHIOIO U BEPXHIOI TPAHUIIbI AMANIa30HA N-
3HAYEHWH /IS Pa3JUYHBIX M3BJIE€KaeMbIX N-rpamMM. Takum obGpasom, OyayT
HCII0JIb30BaHbI BCE 3HAYEHUS N, KOTOPBIE Y/IOBJETBOPSIOT YCJIOBUIO Min_n <=
n <= max_n. Huyke npuBoauTCSa IpuMep Ha OCHOBE CUHTETUYECKUX JaHHbIX,
WCII0JIb30BAaHHBIX HAMU PaHee:

In[27]:
print("bards_words:\n{}".format(bards_words))

out[27]:
bards_words:
['The fool doth think he is wise,',
'but the wise man knows himself to be a fool']

[To ymosganuto /I KaKI0W TOCTe0BaTEeTbHOCTU TOKEHOB ¢ min_n=1 u
max_n=1 (OAWHOYHBIE TOKEHBI ellle Ha3bIBAIOTCS IOHHIPAMMAMH W1
unigramms) CountVectorizer uau TfidfVectorizer co3maer onuu npusHak:

In[28]:
cv = CountVectorizer(ngram_range=(1, 1)).fit(bards_words)
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print("Pasmep cnosaps: {}".format(len(cv.vocabulary_)))
print("CnoBapb:\n{}".format(cv.get_feature_names()))

Oout[28]:

Pa3smep cnoBapsa: 13

CnoBapb:

['be', 'but', 'doth', 'fool', 'he', 'himself', 'is', 'knows', 'man', 'the',
"think', 'to', 'wise']

YT0OBI TOCMOTPETH TOJIBKO OMTPAMMBI, TO €CTh MOCJIEI0BATETHHOCTH M3
ABYX TOKE€HOB, CJHCAYIOINIUX APYI 34 APYIOM, Mbl MOJKEM 3a14aTb Ngram_range
paBHbIM (2, 2):

In[29]:
cv = CountVectorizer(ngram_range=(2, 2)).fit(bards_words)

print("Pasmep cnosaps: {}".format(len(cv.vocabulary_)))
print("Cnosapb:\n{}".format(cv.get_feature_names()))

Out[29]:

Pa3smep cnoBapsa: 14

CnoBapb:

['be fool', 'but the', 'doth think', 'fool doth', 'he is', 'himself to',
'i{s wise', 'knows himself', 'man knows', 'the fool', 'the wise',

"think he', 'to be', 'wise man']

Hcnonp3oBanre OoJiee IIMHHBIX ITOCJIEI0BATEHHOCTEN TOKEHOB, Kak
MIPAaBUJIO, TIPUBOAUT K TOPa3fo OOJbIIEMY YUCIY MPU3HAKOB U OOJIbIIEH
JeTaI3aIy MPU3HAKoB. Her HU o1HOIT OUTpaMMBbI, KOTOPast BCTPETHIACH OBl
B 000MX CTPOKax MaccuBa bard_words:

In[30]:
print("MpeobpasoBaHHbie gaHHbie (rioTH):\n{}".format(cv.transform(bards_words).toarray()))

Out[30]:

Mpeobpa3oBaHHble AaHHble (MAOTH):
[[00111010010160 0]
1100010110101 1]]

B 60sbInHCTBE TPUK/IAAHBIX 3a/[a4 MIHIMAIbHOE KOJIMYECTBO TOKEHOB B
HIOCJIEZI0BATEIbHOCTHU JIOJIKHO OBITh PaBHO €IUHUIIE, TIOCKOJIbKY OINHOYHBIE
CJI0Ba TO3BOJIAIOT 3a(pUKCHPOBATh MHOMKECTBO CMBICJIOBBIX 3HAUEHUIA.
JloGaBjieHrie GurpamMM IOMOraeT B OOJIBIIMHCTBE CJydaeB. BKIOueHue B
aHa3 OoJiee JJIMHHBIX IIOCJIEI0BATEIbHOCTEHN, BILUIOTH A0 D-TPaMM, TOXKE,
BEPOSITHO, TIOMOJKET, HO 9TO BbI30BET B3PBIBHOI POCT KOJUYECTBA MPU3HAKOB
U MOXKET IPUBECTH K IepeoOyYeHHIO, IIOCKOJIbKY IOSBUTCS OOJIBIIOE
KOJIMYECTBO JIeTAJM3MPOBAHHBIX IPU3HAKOB. B IpHUHIMIIE, KOJMYECTBO
OurpaMM MOKeT OBITh PaBHO KOJHMYECTBY IOHHUTPAMM, BO3BEIEHHOMY B
KBaJparT, a KOJIMYECTBO TPUIPAMM MOKET ObITh PAaBHO KOJIMUYECTBY IOHUTPAMM
B Ky0Oe, 4TO TIpHUBEAET K O4YeHb OOJIBIIOMY IIPOCTPAHCTBY IpU3HAKOB. Ha
IPaKTHKE KOJMYECTBO CreHEePUPOBAHHBIX N-TPaMM OOJIbIIEN JJIUHBI XOTh U
OyIeT BHYITUTEIbHBIM, HO TIOJYYUTCS 3HAYNTETbHO MEHbIIE BhIIIEHA3BAHHBIX
pacyeTHbIX 3HAYEHUI M3-3a CTPYKTYPbI (AHTJIUHCKOTO) SI3bIKA.
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Temepp mompoOyeM HCIOIB30BaTh s bards_words fOHHTPaMMBI,
OUTpaMMBI M TPUTPAMMBI:

In[31]:

cv = CountVectorizer(ngram_range=(1, 3)).fit(bards_words)
print("Pa3mep cnoeapa: {}".format(len(cv.vocabulary_)))
print("Cnosapb:\n{}".format(cv.get_feature_names()))

Out[31]:

Pa3smep cnoBapsa: 39

CnoBapb:

['be', 'be fool', 'but', 'but the', 'but the wise', 'doth', 'doth think',
'doth think he', 'fool', 'fool doth', 'fool doth think', 'he', 'he is',
'he is wise', 'himself', 'himself to', 'himself to be', 'is', 'is wise',
'knows', 'knows himself', 'knows himself to', 'man', 'man knows',

'man knows himself', 'the', 'the fool', 'the fool doth', 'the wise',
"the wise man', 'think', 'think he', 'think he is', 'to', 'to be',
'to be fool', 'wise', 'wise man', 'wise man knows']

JlaBaiite mpumenum TfidfVectorizer K KHHOOT3bIBaM, COOpPaHHBIX Ha
cafite IMDDb, u nalizem onruMasibHOe 3HAaYeHUE Ngram_range C IIOMOIIBLIO
pelieT4aToro MmoucKa:

In[32]:

pipe = make_pipeline(TfidfVectorizer(min_df=5), LogisticRegression())

# BbIOJIHEHNE PEWETYATOrO IMONCKA 3aNMET MHOIO BPEMEHM M3-33

# OTHOCUTENIbHO GO/IbUWOVI CETKN MaPAMETPOB U BKIKWYEHWUA TPUIrPAMM

param_grid = {"logisticregression_ C": [0.001, 0.01, 0.1, 1, 10, 100],
"tfidfvectorizer__ngram_range": [(1, 1), (1, 2), (1, 3)]}

grid = GridSearchCV(pipe, param_grid, cv=5)

grid.fit(text_train, y_train)

print("Haunyuwee 3HayeHue nepekp nposepku: {:.2f}".format(grid.best_score_))
print("Haunyuyuwne napametpbi:\n{}".format(grid.best_params_))

Out[32]:

Hannyywee 3Ha4veHue nepekp nposepku: 0.91

Hannyyume napameTpsi:

{'tfidfvectorizer__ngram_range': (1, 3), 'logisticregression__C': 100}

3 pe3yabTaToOB BUIHO, YTO MBI YJIYUIIAJINA KA4eCTBO YyTh OOJee yeM Ha
OJIVH TIPOIIEHT, J00aBUB OMTPaMMbl U TPUTPaMMbL. MbI MOJKEM IPEICTaBUThH
MPaBUJIBHOCTh II€PEKPECTHON IIPOBEPKU B BHUAEe (OYHKIUK IIapaMeTpPOB
ngram_range u C, MCII0JIb30BaB TEIJIOKAPTY, KaK 9TO YiKe JleJlajii B IJIaBe 5
(cm. puc. 7.3):

In[33]:

# U3eKAEM 3HAYEHUA MPABUILHOCTU, HAV[EHHbIE B XO[E PEWETHYATOro MOMCKA
scores = grid.cv_results_[ 'mean_test_score'].reshape(-1, 3).T

# BU3YA/IN3NDYEM TErIOKaPTY

heatmap = mglearn.tools.heatmap(

scores, xlabel="C", ylabel="ngram_range", cmap="viridis", fmt="%.3f",
xticklabels=param_grid['logisticregression__C'],
yticklabels=param_grid['tfidfvectorizer__ngram_range'])
plt.colorbar(heatmap)
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Puc. 7.3 Tennokapta Ans ycpeaHeHHOW NpaBUMbHOCTU MEPEKPECTHOM MPOBEPKN,
BblpaXXeHHOW B BUAe oyHKUMM napameTpoB ngram_range n C

Ha remiokapre BHIHO, 4YTO UCIOJb30BaHUE OUIPaMM JOBOJIBHO
3HAYUTENBHO YBEJIUYMBAET KauyecTBO MOJIE/N, TOTAa Kak joOaBieHne
TPUTPAMM J[a€T OYeHb HeOOJbIIOE MPEUMYIIECTBO € TOUKH 3PEHUS
MPaBUJIBHOCTH. UTOOBI JIyUIlle TIOHTh, KaK MOBBICUIOCH KAYeCTBO MOJIEJIN, MbI
MOKEM BHM3yalIM3UpOBaTh Hambosee BaskHble KO(M(OUIIMEHTH HAWIyYIIei
MOJIEJIH, KOTOpast BKJIIOYAET I0HUTPAMMBbI, OMTPAMMBbI I TPUTPAMMbI (CM. PHC.
7.4).

In[34]:

# M3BAEKAEM HA3BAHNA PU3HAKOB U KO3PGUUNEHTbI

vect = grid.best_estimator_.named_steps['tfidfvectorizer']

feature_names = np.array(vect.get_feature_names())

coef = grid.best_estimator_.named_steps['logisticregression'].coef_
mglearn.tools.visualize_coefficients(coef, feature_names, n_top_features=40)
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MpusHak

Puc. 7.4 Hanbonee BaxHble NpMU3HaKK, UCNOSb30BaANIOCh MacluTabnpoBaHue
tf-idf ¢ BkntoyeHnem roHurpamm, Gurpamm 1 Tpurpamm

Tenepp y Hac MOSIBUIMCH BeCcbMa WHTEPeCHble MPU3HAKU CO CJIOBOM
«worth», KoTOpbIe OTCYTCTBOBAJIM B IOHUTPAMMHON Mozeau: "not worth"
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YKa3bIBAaeT Ha OTPUIIATEJBHBIN OT3bIB, B TO Bpemd Kak "definitely worth" u
"worth" cBUIETENBCTBYIOT O MOJOKUTEIbHOM OT3bIBE. JTO SPKUN TPUMEP
TOTO, KaK KOHTEKCT BJIMSIET HAa CMBIC CJI0Ba «worths.

Jlamee MBI BU3yaJM3UPyEeM TOJIBKO TPUTPAMMbBI, YTOOBI JIy4Ilie HOHSTH,
Kakue IPU3HAKKM SBJISIOTCS IOJIe3HbIMU. MHOrHe I0JIe3Hble OMIpaMMbl U
TpurpamMbl tuiia "none of the", "the only good", "on and on", "this is
one", "of the most" u apyrue cocToOsAT U3 OOMIEYIIOTPEONMBIX CJIOB, KOTOPBIE
He ObLIu ObI MHGOPMATUBHBIME caMu 10 cebe. OnHaKO, KaK MOKHO YBUIEThH
Ha PHC. 7.5, BAUSHIE TPUTPAMMHbBIX IIPU3HAKOB 110 CPAaBHEHUIO C Ba)KHOCTHIO
IOHUTPaMMHBIX TIPU3HAKOB BBIPa’KEHO TOpasao ciadee:

In[35]:

# Haxogqumm TPUrpaMMHbIE MPU3HAKN

mask = np.array([len(feature.split(" ")) for feature in feature_names]) ==

# BU3Y3I/NINPYEM TOJIbKO 3-IPAMMHbIE TTPU3HIKN

mglearn.tools.visualize_coefficients(coef.ravel()[mask],
feature_names[mask], n_top_features=40)
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Puc. 7.5 Busyanusauunsa Hanbonee BaxHbIX
TPUrpaMMHbIX NPU3HAKOB MOAENN MOLENN

[ IpOABMHYTA% TOKeHM3aunms, CTeMMUHI 1 AeMMaTU3auUuns

Kak ymomuHasoch paHee, BblJejieHne IpU3HakoB B CountVectorizer u
TfidfVectorizer gBigercss OTHOCUTENBHO MPOCTBIM MPOIECCOM, OJHAKO BbI
MOJKeTe IIPUMEHHUTh Topas3fo 06ojiee CIOXKHBIE MeToabl. B 6Gosee CIOKHBIX
3aayax 00pabOTKM TEKCTa YacTO BO3HUKAET HEOOXOAMMOCTH YJIYUIIUThH
TOKEHU3AI[UIO, KOTOPasl SIBJSETCS TIEPBBIM ATAIIOM CO3/IJaHUS MOJETN «MelTKa
CJIOB». ITOT BTall OMPEAEISET, YTO IPEACTABJseT CcOOO0il CJIOBO B ILIaHE
M3BJI€UEHNST IPU3HAKOB.

Panee MBI BujeaM, YTO CJOBapb YacTO COJIEP:KUT OJTHOBPEMEHHO
e/IMHCTBEHHOE M MHOKECTBEHHOE YKCJO OJMHAKOBBIX II0 CMBICTY CJIOB,
Hanpumep, "drawback" u "drawbacks", "drawer" u "drawers", "drawing" u
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"drawings". Ilpum mOCTpOEHMHM MOJEIM <«MeIIKa CJOB» HEOOXOAUMO
VUUTBIBATh Oau30cTh cI0B "drawback" wum "drawbacks" 1o cmbIcay,
IPUCYTCTBUE 3THUX CJOB B BHUJIE OT/AEJIbHBIX IPU3HAKOB JIUIIb yBEJIUYUT
nepeoOydeHrne BMECTO TOTO, YTOOBI IIO3BOJUTH MOJEIM B IIOJHON Mepe
HCIIOJIb30BaTh OOydatonue AaHHble. AHAJIOTUYHO, MbI OOHAPYKUJIM, YTO
cJI0Baph BKJIOYaeT B cebs Takue cjoBa, kak "replace", "replaced",
"replacement"”, "replaces" u "replacing", KOTOpbIE MPEACTABISIOT COOOM
pa3Hble TIJarojibHble (POPMbl U CYIIECTBUTEIbHOE, CBSI3aHHOE C TJIar0JIOM
"replace". Kak m B ciydae ¢ eIWHCTBEHHBIM M MHOKECTBEHHBIM UYMCJIOM,
00pabOTKa pas3JIMJYHBIX TJIATOJIBHBIX (DOPM M B3aMMOCBSI3aHHBIX CJIOB Kak
OT/IEJIbHBIX TOKEHOB SIBJISIETCS IPEISTCTBUEM, HE IO3BOJISIONUM JTOOUTHCS
Xopolieil 0600IawIeil CrrocOOHOCTH MOJEJIH.

ATy mpobIeMy MOKHO PEIlNUTh, HAWIS /IS KaKIOTO CJI0BA €r0 OCHOBY
(word stem). 9To mnoxpasyMeBaeT HUACHTUDUKALNIO WM 0O0bEJHHCHHE
(conflating) Bcex cJIOB ¢ OXHON W TOW ke OCHOBOW. Ecim stor mporecc
BBITIOJTHSIETCS C TIOMOIIBIO 9BPUCTUK HA OCHOBE ITPaBuUJI (Hallpumep, yajleHue
obmux cyhdukcos), ero 0OBIYHO HA3bIBAIOT creMmuHroM (stemming). Ecin
BMECTO 3TOTO HCIIOJIb3yeTCd CJI0Baph C 3apaHee 3aJaHHbBIMM (DOpMaMM CJIOB
(ABHBII TIPOIECC, KOHTPOJIUPYEMbBIN YEJIOBEKOM) U YUYUTBIBAETCI POJIb CJIOBA
B Ipe/JiokeHuu (TO eCTh NPUHMMaeM BO BHUMaHMe, K KaKOWl yacTu peuu
OTHOCUTCSI  CJIOBO), TO 9TOT IIPOIlECC Ha3bIBAETCS  JIeMMAaTH3AI[HEH
(lemmatization), a crangapTusaupoBaHHas (popMa CJI0Ba HA3BIBAETCS JIEMMOIT
(lemma). JleMMaTusanmus U CTEMMUHT SIBJISIIOTCSI CIIOCOOAMU HOPMATHALHI
(normalization), KOTOpbIE TBITAIOTCSI M3BJIEYb OIMPeAeIeHHYI0 HOPMaJIbHYIO
(To ecTp HavajabHyo0) Qopmy cioBa. Ellle oAMH WHTEpeCcHBbI ciyyaii
HOPMAJIN3AI[U — 3TO HCIpaBjeHre opdorpadpruecKnx OMIMOOK, KOTOPOe
MOKeT OBITh TI0JIE3HO Ha IPAKTUKE, O[HAKO BBIXOAUT 32 PAMKH JaHHON KHUTL.

YT00b! TO/Iy4nTH OOJIEE ITOTHOE TIPECTaBIeHIEe O HOPMaIU3alliui, JaBaiTe
CpaBHUM CTeMMUHT (MBI BOCHOJb3yeMcsi creMMUHToM Iloprepa, mmpoko
HCITOJIb3YeMbIM HaOOPOM 3BPUCTUK, B JAaHHOM CJIydae MMIIOPTHPYEM €ro U3
nakera nltk) ¢ JeMMaTH3anuell, peaIn3oBaHHoOl B IMakeTe spacy:’®

In[36]:
import
import

# 3arpyxaem Mogesm Naketa spacy AN dHIJIMICKOro A3bika
en_nlp = spacy.load('en')

# cozgaem 3k3emrniap cremmepa llopTepa m3 nakera nltk
stemmer = nltk.stem.PorterStemmer()

# 334aem QYHKUMI, CPABHWUBAKLYIW JIEMMATU3ALMKW B SPACYy CO CTemmuHrom B nltk
def compare_normalization(doc):

4 Jloist osTyyeHus JONOJHUTEbHOM nH(pOpManuu mo uHTepdeiicy obpatuTech K JOKyMeHTalK 1o nltk u
spacy. B maHHOM ciydae Hac MHTepecyloT ofuive PUHIUIBL paboThl. Ecau BbI mcrosbsyere Anaconda
YCTAaHOBHTE SPacy ¢ IOMOMIbIO KoMaHAbl conda install -c spacy spacy=0.101.0. Taxxe He 3a0yxabTe
YCTAHOBUTD SI3BIKOBYIO MOJIETTb SPAacy ¢ MOMOIIBI0 KoMaHAbl python -m spacy.en.download
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# TOKeHU3Npyem [OKYMEHT B SPAcCy

doc_spacy = en_nlp(doc)

# ne4araemMm JieMmbl, HAVIJEHHbIE C OMOLbH SPaCy
print("/lemmaTnzauma:")

print([token.lemma_ for token in doc_spacy])

# 11e4araeM TOKEHbl, HAVJEeHHbe C roMoybrw cTemmepa lloprepa
print("CremMmuHr:")

print([stemmer.stem(token.norm_.lower()) for token in doc_spacy])

Mpbl cpaBHUM pe3yJbTaTbl JeMMaTU3allMu U HCIOJIb30BAHUSA CTEMMepa
[Toprepa Ha npocTom npumepe:
In[37]:

compare_normalization(u"Our meeting today was worse than yesterday,
"I'm scared of meeting the clients tomorrow.")

Out[37]:

JNleMmmaTm3auma:

['our', 'meeting', 'today', 'be', 'bad', 'than', 'yesterday', ',', 'i', 'be',
'scared', 'of', 'meet', 'the', 'client', 'tomorrow', '.']

CTEMMUHT :

['our', 'meet', 'today', 'wa', 'wors', 'than', 'yesterday', ',', 'i', "'m",
'scare', 'of', 'meet', 'the', 'client', 'tomorrow', '.']

CTeMMUHT BCerja BBIOJHSET O0OPE3Ky CJIOBa 0 €r0 OCHOBBI, IIO3TOMY
"was" craHoBuTCd "wa", B TO BpeMsd KaK JeMMaTu3allud MOXKeT WM3BJICYD
IpaBWJIbHYI0 6a30Byi0 (dopmy Tiarosia "be". AHAJIOrMYHO, JIeMMATHU3AIIN
MOXKeT HopMa/in3oBarh "worse" k ¢dopme "bad", Torma kak B pe3yJibTaTe
CTeMMMHTa MbI TToJiyduM "wors". Ellle 01HO BaskHOE OTJIMUME COCTOUT B TOM,
YTO CTEeMMHHI CcoOKpalgaer oba cioBa 'meeting" gm0 "meet". Ilpu
MCIIOJIb30BaHNN JIEMMAaTH3aI[MU TIepBOe BXOKAeHue cjoBa "meeting" Oyuer
pPacro3HaHoO KaK CYIIeCTBUTEJIbHOE W OCTaBJIE€HO B HEM3MEHHOM BHJlE, TOT/A
KaK BTOPOe BXOJKEHME CJI0Ba OyeT Pacio3HaHO KaK IJIaro/ U COKPAIIEHO JI0
"meet".

Hecmotpst Ha To uTO B Ombsmoreke scikit-learn He peann3oBaH HU ONMH
U3  crnocoOoB Hopmanusaimu, CountVectorizer 103BoOJIIeT  3a1aTh
COOCTBEHHBII TOKEHU3ATOP, KOTOPBIA IIPeoOpasyer KaKAbIil JOKYMEHT B
CIIMCOK TOKEHOB C TOMOIIbI0 TapaMerpa tokenizer. Mbr  Moxem
HCITOJIb30BaTh JIEMMATU3AIMIO M3 IaKeTa spacy, uyToObl co31aTh (QYHKIIHIO,
KOTOpad MPUMET B Ka4eCTBe apryMeHTa CTPOKY U CTeHePYeT CIIUCOK JIEMM:

In[38]:

# C TEXHMYECKON TOYKM 3PEHNA Mbl XOTHM [PUMEHNTH TOKEHW3ATOP H3 OCHOBE

# perysiapHeix Beipaxeumyi (regexp), KoTopsii ucrosib3yerca B CountVectorizer, a
# aKeT Spacy MCroJb30BaThb JMub [/18 JNeMM3TU3aUnn. [JI9 3TOro mbi

# 3amernum en_nlp. tokenizer (TokeHW3aTOp nNakera spacy)

# TOKEHN33aTOPOM H3 OCHOBE PErYJIAPHBIX BbIPAXEHNI.

import

# regexp, wucnosb3yemsie B CountlVectorizer

regexp = re.compile(' (2u)\\b\\w\\w+\\b")

# 3arpyxaem A3bIKOBYKW MOAEJIb SPACY M COXPAHAEM CTapblii TOKEHU3aTop
en_nlp = spacy.load('en')

old_tokenizer = en_nlp.tokenizer

# 3aMEHAEM TOKEHN3ATOP CTapsiM H3 OCHOBE DEryJIAPHbIX BbPAXEHWUI
en_nlp.tokenizer = lambda string: old_tokenizer.tokens_from_list(
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regexp.findall(string))

# co3zq8em 10/1b30BaTENbCKMI TOKEHU3ATOP C [1OMOLbH KOHBEVepa o6paboTKu [OKYMEHTOB Spacy
# (Tenepb ncrnoib3yem Haw COBCTBEHHbIVI TOKEHN3ATOP)
def custom_tokenizer(document):

doc_spacy = en_nlp(document, entity=False, parse=False)

return [token.lemma_ for token in doc_spacy]

# 33gaem countvectorizer ¢ noJb30BaTe/IbCKMM TOKEHN33TOPOM
lemma_vect = CountVectorizer(tokenizer=custom_tokenizer, min_df=5)

JlaBaiite ipeobpasyeM JaHHBIE M IIPOBEPUM PasMep CJIOBAPSI:

In[39]:

# npeobpaszyem text_train, uncnonb3zya CountVectorizer c semmatuzaymersi
X_train_lemma = lemma_vect.fit_transform(text_train)

print("dopma X_train_lemma: {}".format(X_train_lemma.shape))

# crangaptHeni CountlVectorizer grna cpaBHeHns
vect = CountVectorizer(min_df=5).fit(text_train)
X_train = vect.transform(text_train)
print("dopma X_train: {}".format(X_train.shape))

Out[39]:
dopma X_train_lemma: (25000, 21596)
dopma X_train: (25000, 27271)

Kak BupHO #3 BBIBOJA, B pe3yJibTaTe JieMMaTU3allMd KOJUYECTBO
npusHakoB ¢ 27271 (Korga WMCIOJIb30Baiach CTaHAapTHass o00paboTKa
CountVectorizer) cHmsmiaoch g0 21596. Jlemmarwsammio  MOKHO
paccMaTpUBaTh KaK CBOETO Pojia PEryJspu3allfio, Tak Kak OHa OObeIrHSIET
HEKOTOpPbIe NMpU3HAKW. TakuM 06pa3oM, MbI OKHAAEM, YTO JIEMMATH3AI[Hs
yJIydiiaeT KadecTBO MOJENH, Korja Habop [daHHBIX HeBeIuK. UToObI
MPOUJLTIOCTPUPOBATD TOJIb3Y OT IMPUMEHEHUS JieMMaTu3alluu, Mbl TIPUMEHUM
cTpareruio repekpectHoil npoBepku StratifiedShuffleSplit, 3azaB auiib
1% maHHBIX A 00y4YeHMSs, a OCTaJbHbIE JaHHbIE OyJeM HCIIOIb30BaTh [IJIs
TeCTUPOBAHUS:

In[40]:
# CTpoum MOJEJ/Ib PEWETHYATOrO [OMCKAE, WCNOJb3YA 1% [aHHbIX B KAYECTBE 00YYaWWEro Habopa
from sklearn.model_selection import StratifiedShuffleSplit

param_grid = {'C': [0.001, 0.01, 0.1, 1, 10]}
cv = StratifiedShuffleSplit(n_1iter=5, test_size=0.99,
train_size=0.01, random_state=0)
grid = GridSearchCV(LogisticRegression(), param_grid, cv=cv)
# BbINOSIHAEM DeweTYaTsivi MoucK, WCIoNb3yAa AAaHHbIE, K KOTOPbIM Obl
# npumeHeH CTaHfapTHeMi CountlVectorizer
grid.fit(X_train, y_train)
print("Haunyywee 3HayeHne nepekpecTHol npoBepku "
"(ctanpaptHeii CountVectorizer): {:.3f}".format(grid.best_score_))
# BbINOJIHAEM PeweTdaTsivi MoncK, MWCIo/b3YA [aHHbIE, K KOTOPbIM OblId
# PUMEHEHE N1eMMATHU3aUNA
grid.fit(X_train_lemma, y_train)
print("Hannyywee 3HayeHve nepekpecTHON MPOBEPKM
"(nemmatmzauma): {:.3f}".format(grid.best_score_))

Out[40]:
Hannydwee 3Ha4yeHue nepekpecTHow nposepkun (cTaHaapTHbi CountVectorizer): 0.721
Hannydyuwee 3HayeHue nepekpecTHow npoBepku (nemmaTtmsaums): 0.731
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B nanHOM ciyyae JieMMaTH3alMs Jaja He3HAUUTEJbHOE YJIydllieHue
KadyecTBa. Kak M B ciydyae C JPyTUMU MeTOJaMU WU3BJIeYEeHUST MPU3HAKOB,
pesyJbTaT BapbUPyeT B 3aBUCUMOCTH OT Habopa JaHHBIX. JleMMmarusaius u
CTEMMUHT WHOT/a MOTYT IIOMOYb IOCTPOUTH OoJjiee KadecTBEHHbIE (WM, II0
KpaiiHeil Mepe, OoJjiee KOMIIAaKTHBIE MOJEIN) MOJE/H, II09TOMY, €CJIM BBl U3
MOCJIETHETO TIBITAeTeCh BBIKATH KAavyeCTBO MOJETW, MBI IIpejjaraeM BaM
BOCIIOJTb30BaThCS 9TUMU METOIAMM.

Enie oguH MeTon, KOTOPBIM 4acTO NPUMEHAeTCd K TEKCTOBBIM JJaHHBIM —
mozernpoBarnne tem (topic modeling). MopaenupoBaHue TeM — 3TO
30HTUYHBI TEPMWUH, OINUCHIBAIONIAN TIPOIEAYPY IPUCBOCHUS KaXKIOMY
JIOKYMEHTY OJIHOW WJIM HECKOJbKUX TeM, KOTOpas OCYIIeCTBJISIETCs, Kak
PaBUJIO, O3 yuuTesss. XOpOUIuM IIPUMEPOM MOJETUPOBAHUS TEM SIBJISIETCST
HOBOCTHBIE JIaHHbIE, KOTOPble MOKHO CTPYIIIMPOBATh M0 TaKUM TeMaM, Kak
<TIOJIUTUKA», «CTHOPT», «(PUHAHCBI» U Tak aanee. Ecaum KakAblil TOKYMEHT
MOKET UMeThb TOJIbKO OJIHY TeMy, TO peub HJeT O 3ajlaue KJacTepusaluu
JIOKYMEHTOB, KOTOpasi paccMaTpuBajiach B TJiaBe 3. Eciu KaXablii JOKYMEHT
MOKET UMeTb HECKOJIbKO TeM, 3Ta 3a/laya OTHOCUTCS K JEKOMIIO3UIIMOHHBIM
MeTojlaM, OcCBelaBIIUMCcA B TJaBbl 3. Kaxkaas mosydyeHHass KOMIIOHEHTA
COOTBETCTBYeT OJHOU Teme, a KO3(h(DUIUEHTbI KOMIIOHEHT, KOTOpbIe
OIUCHIBAIOT JIOKYMEHT, MO3BOJIAIOT HaM CYJIUTb O TOM, HAaCKOJbKO TECHO
JTAaHHBIN IOKYMEHT CB43aH C KOHKPETHOUW TeMOo. YacTo, Koraa JIroau rOBOPAT
O MOJIEJINPOBAHUS T€M, OHU UMEIOT B BULY KOHKPETHBIN IEKOMITO3UITMOHHBI

METOJI, TI0J] HasBaHueM .JareHTHoe pasmemerne /[upuxiae (Latent Dirichlet
Allocation, LDA).*

T'oBops 1pocThIM g3bIKOM, Mojiesib LDA mbiTaercst HaliTu TPyNIIbI CJI0B (TeMbl
WM TONWKHW), KOTOpble 4YacTto mnosBiagioTca BMecre. LDA  rtakske
Moj[pa3yMeBaeT, 4TO KaXKIblii JOKYMEHT MOXKHO WHTEPIPEeTUPOBATH KakK
«CMeChb» M3 HECKOJIbKUX TeM. Ba)kHO TOHMMATh, UTO JIST MO MAITMHHOTO
0OyYeHHsT «TeMa» - 9TO JAJEKO He TO K€ CaMOe€, YTO MbI ITOpasyMeBaeM IO/
«TeMOIl» B IOBCeJHEBHOI peun. B gaHHOM ciaydae <«rema» OOJIbIIIe
HarnoMuHaeT usBjaekaemble ¢ nomollblo PCA uaun NMF kommoneHTsl (O
KOTOPOM MbI TOBOPWJIA B IJlaBe 3 ), KOTOpPble MOTYT UMeTb WJM He UMETb

47 CyTmiecTByeT ellie ofHa MOJIETh MAITHHHOTO 00YYeH s, KOTOPYIO TOKE YacTO COKpAIeHHo Ha3biBaioT LDA:
JIMHENHbI ucKpuMuHaHTHBIN aHaims (Linear Discriminant Analysis), siBasionuiicss JUHERHON MOJEIbIO
KiaccuduKanuu. ITO TPUBOAMT K HEKOTOpOil mmyrtaHuile. B aToit kuure mojn LDA mogpasymeBaercs
sarentHoe pasmentenue Jupuxie (Latent Dirichlet Allocation).
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CMbICJIOBOE 3HauyeHue. /laxke eciu «TeMay, noJjydyeHHas ¢ nomoiibio LDA, u
MMeeT CMBICJIOBOE 3HaueHue, Bce paBHO OHAa He TOXKIECTBEHHa <«TeMe» B ee
TPaIUITMOHHOM TOHUMaHWU. BepHeMcs K TpUMepy ¢ HOBOCTHBIMM CTaTSIMU.
[IpencraBbTe, y Hac ecTh HAOOpP craTeil O CIOPTE, MOJIUTHKEe 1 (hUHAHCAX,
HaIMCAaHHBIX JIByMsS KOHKPETHBIMU aBTOpPaMU. B MOINWTHUYeCcKOl cTaThe MbI
Morn ObI OKUIATH TOSBJICHIE CJIOB THIIA «TyOEPHATOP», «TOJIOC», <ITAPTHUSI>
U T.JI., TOTAa KaK B CIIOPTUBHOM CTaThe MBI MOTJIM ObI BCTPETUTDH CJIOBA TUIIA
«cbopHast», «04KO» M «ce30H». CroBa B KakJOW M3 STUX TPYII ¢ OOJBIION
BEPOSTHOCTBIO BCTpPEYAlOTCSI BMeCTe, B TO BpeMsI KaK BEPOSITHOCTD
COBMECTHOTO IIOSIBJIEHUSI CJIOB  «COOpHast» U «ryOepHaTop»  Oyzer
cymiecTBeHHO MeHbIe. OIHaKO 3TO He eIMHCTBEHHBIE TPYIITIHI CJIOB, KOTOPBHIE,
[0 HallleMy MHEHWUIO, BCTpeyaloTcss BMecTe. Bo3MOKHO, 4TO JiBa pernoprepa
MPEAIIOUNTAIOT YIIOTPEOIATh pa3ndHble (PDpasbl WA Pas3JINUHbIC BapUAHThHI
cJ10B. BO3MOKHO, OZMH JIIOOMT KCIIOJIB30BaTh CAOBO <«Pa3rpaHU4YMBATh», a
JAPYTOMY HPaBUTCS CJIOBO <IIOJSIPU30BaTh». Torma <«remMamMu» yiKe OYAyT
«CJIOBA, 4aCTO UCIIOJIb3yeMble PEIOPTEPOM A» U «CJIOBA, YACTO UCIIOJIb3yeMble
peroprepoM B», XOTs oHM He SBISIOTCS TeMaMH B OOBIYHOM CMBICJIE TOTO
CJIOBA.

JlaBaiite mpumernM LDA K HalmmM KHHOOT3bIBaM, YTOOBI TIOCMOTPETD, KaK
9TOT MeToj paboTaer Ha mpakTuKe. I Mozeseil HEKOHTPOJIMPYEMOIo
0Oy4eHUs, TPUMEHSIONNXCSI K TEKCTOBBIM JJOKYMEHTaM, 4YacTo ObIBaeT
MOJIE3HO VAAINTh Hambojiee 4YacTo yIoTpedssieMble CJI0Ba, IOCKOJIBKY B
IIPOTUBHOM CJIydae OHM B XO[€ aHaji3a OYAyT BHIOpAaHBI B KAYeCTBE CAMBIX
Ba)KHBIX. MBI yIaJIM CJIOBA, KOTOPbIE TOSIBJISIOTCS 110 KpaliHeil Mepe B 15%
JIOKYMEHTOB, U OTPaHUYUM MOJieJib «Melika cjaoB» 10 10000 cioB, KoTopbie
MPECTABISIIOT OO0 HamboJee YacTO BCTPEUYAIOIINECS CJIOBA, OCTaBIIHECS
rnocJie yiajaeHus:

In[41]:
vect = CountVectorizer(max_features=10000, max_df=.15)
X = vect.fit_transform(text_train)

Mpb1 noctpoum Mogzesib, BbiieuB 10 Tem, 4TO [MOBOJBHO MaJsO JJis
PacCMOTPEHNs BCeX BO3MOJKHBIX BapuaHTOB.”® AHAJIOTMYHO KOMIIOHEHTaM B
NMF Ttembl He MMEIOT KaKOTrO-TO BHYTPEHHEro TIOpPsiIKa M U3MeHeHue
KOJIMYECTBA U3BJICKAEMBIX TeM U3MEHUT COJIePKATEIBbHYIO CYTh BCeX TeM. Mbl
BOCIIOJIb3yeMCsl MeToZoM oOydeHns "batch", KOTOpbIii paboTaeT HECKOJIbKO
MeJJIEHHee 110 CpaBHEHUIO ¢ MeToZoM "online", yCTaHOBJIEHHBIM IO
YMOJYQHUIO, HO JlaeT, KaK IPaBUJIO, Jiydlliie pe3yJbTaTbl. Kpome TOro, Mbl
YBeJNYMM 3HA4YeHHe Mapamerpa max_iter, yTo TakKe MMO3BOJUTDH IOCTPOUTH
MO/I€JIb JIy4YIIIero KauyecTBa:

% Ha camom gene NMF u LDA perraioT BO MHOIOM aHaJOIMYHBIE 3aaud M MBI MOLJIHM Obl TaKKe
ncnosib3oBatb NMF 7151 n3Biiedenus tem.
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In[42]:

from sklearn.decomposition import LatentDirichletAllocation

lda = LatentDirichletAllocation(n_topics=10, learning_method="batch",
max_1iter=25, random_state=0)

# Mol CTpoum MOZENb M Ipeobpas3yem f[aHHbIE B OfUH 3Tarl

# [lpeobpaszoBaHne 3aKiMET HEKOTOPOE BPEMA,

# U Mbl MOXEM CIKOHOMUTb BPEMS, BbIIOJHUB 06€ 0nepaynu cpasy

document_topics = lda.fit_transform(X)

Kak u 1eKoMIO3UIIMOHHBIE METO/bl, PACCMOTPEHHbIE HAMU B TJaBe 3,
LatentDirichletAllocation mmeer arpubyT components_, KOTOPBI XPaHUT
nHGOPMAITUI0O O TOM, HACKOJBKO KaXKA0€ CJIOBO BAXKHO IS KaKIOU
BBIZIEJICHHOI TeMbl. ATpubOyT components_ wumeer ¢dopmy (n_topics,
n_words):

In[43]:
1lda.components_.shape

Out[43]:
(10, 10000)

YT0oObI JIydYllle IOHSTH COAEP/KATEAbHBIA CMBICA KayKIOW TEMBI, MbI
poaHaJn3upyeM HanboJsiee BaKHBIE CJIOBa s Kakaoil m3 tem. DyHKmms
print_topics mosBoJsieT MpeaCcTaBUTh STU IPU3HAKU B yI00HOM GopMarte:

In[44]:

# [na kaxgovi temsl (CTpoku B components_) copTupyem rpu3Haku (1o BO3pacTaHumw)

# WHBEPTUPYEM CTPOKM C nomoubk [:, ::-1], 4TOOb MOAYYUTH COPTUPOBKY M0 yObIBAHUK
sorting = np.argsort(lda.components_, axis=1)[:, ::-1]

# llosyyaem uUMeHa MpU3HAKOB U3 BEKTOPU3ATOPA

feature_names = np.array(vect.get_feature_names())

In[45]:

# BbiBogmm 10 tem:

mglearn.tools.print_topics(topics=range(10), feature_names=feature_names,
sorting=sorting, topics_per_chunk=5, n_words=10)
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Out[45]:

topic @ topic 1 topic 2 topic 3 topic 4
between war funny show didn
young wor ld worst series saw
family us comedy episode am

real our thing tv thought
performance american quy episodes years
beautiful documentary re shows book
work history stupid season watched
each new actually new now
both own nothing television dvd
director point want years got
topic 5 topic 6 topic 7 topic 8 topic 9
horror kids cast performance  house
action action role role woman
effects animation john john gets
budget game version actor killer
nothing fun novel oscar girl
original disney both cast wife
director children director plays horror
minutes 10 played jack young
pretty kid performance joe goes
doesn old mr performances around

Ecau cyautb 110 cioBaM, CBI3aHHBIX C TOW WJIM MHOU TE€MOM, MTOXO0Ke, YTO
TeMa 1 COOTBETCTBYeT HCTOPUYECKMM U BOEHHbIM (ujbMaM, TemMa 2,
BO3MOJKHO, CBsI3aHA C TIJIOXMMHM KOMEAWSMH, a TeMa J, BepPOSITHO,
coorBercTByeT TB-cepuamam. IToxosxke, uTo Tema 4 BoOpaia B ceOst HEKOTOPHIE
OUeHb pacIpocTpaHeHHbIE€ CJIOBA, TOTJA KakK TeMa 6, MO Bcell BUIUMOCTH,
CBsI3aHa C JieTcKuMu duyibMamMu. Tema 8, MO-BUAUMOMY, COAEPKUT OT3BIBHI,
CBsI3aHHBIE ¢ KMHOHarpagamu. IIpu n_topics=10 TeMbl JOKHBI OBITH OUEHb
HMIMPOKKUMU, 4TOOBI BOOOpaTh B ce0s1 Bce MHOT00Opas3ie KMHOOT3bIBOB.

Tenepp MbI ITOCTPOUM ellle OJTHY MOjiesib, Ha 9TOT pa3 BbifeauB 100 Tem.
YBenuuenune n_topics B 3HAYUTEIBbHOU Mepe YCIOKHSIET aHalu3, HO TpU
3TOM TIOBBIIIAET BEPOSITHOCTh HAUTU C TIOMOIIBIO TIOJYUYEHHBIX TeM
WHTEpPeCHbIE TTOMHOKECTBA TaHHbBIX:

In[46]:

1da100 = LatentDirichletAllocation(n_topics=100, learning_method="batch",
max_1iter=25, random_state=0)

document_topics100 = 1da100.fit_transform(X)

BoeiBox Bcex 100 Tem ObL10O OBl HEMHOTO TPOMO3IKUM, IIO9TOMY MBI
BBIOpAJIN JINIIb HEKOTOPble MHTEPECHBIE Y XapaKTEPHbBIE TEMBI:

In[47]:
topics = np.array([7, 16, 24, 25, 28, 36, 37, 45, 51, 53, 54, 63, 89, 97])

sorting = np.argsort(1da100.components_, axis=1)[:, ::-1]

feature_names = np.array(vect.get_feature_names())

mglearn.tools.print_topics(topics=topics, feature_names=feature_names,
sorting=sorting, topics_per_chunk=7, n_words=20)
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Out[47]:

topic 7 topic 16 topic 24 topic 25 topic 28
thriller worst german car beautiful
SUSpEnse awful hitler gets young
horror boring nazi quy old
atmosphere horrible midnight around romantic
mystery stupid joe down between
house thing germany kill romance
director terrible years goes wonderful
quite script history killed heart
bit nothing new golng feel

de Worse modesty house year
performances waste cowboy away each
dark pretty jewish head french
twist minutes past take sweet
hitchcock didn kirk another boy
tension actors young getting Loved
interesting actually spanish doesn girl
mysterious re enterprise nowW relationship
murder supposed von night SawW
ending mean nazis right both
creepy want spock Woman simple
topic 36 topic 37 topic 41 toplc 45 topic 51
performance excellent war music earth
role highly american SOng space
actor amazing wor Ld SONgs planet
cast wonder ful soldiers rock superman
play truly military band alien
actors superb army soundtrack world
performances actors tarzan singing evil
played brilliant soldier volce humans
supporting recommend america singer aliens
director quite country sing human
oscar performance  americans musical creatures
roles performances during roll miike
actress perfect men fan monsters
excellent drama us metal apes
sCreen without government concert clark
plays beautiful jungle playing burton
award human vietnam hear tim

work moving il fans outer
playing world political prince men
gives recommended  against especially mOon

IToxoske, 9TO TeMbI, U3BJI€UEHHBIE HA HTOT pa3, 6ojiee KOHKPETHBI, XOTSI
MHOTHE U3 HUX TPYAHO WHTEPIPETUPOBaTh. Tema 7, TO-BUANMOMY,
COOTBETCTBYET (puIbMaM y:KacoB M TpUJLiepaM, TeMbl 16 1 54 3apukcupoBaiu
IIJIOXKE OT3BIBBI, TOT/Ia Kak TeMa 63 IpenMyIiecTBeHHBIM 00pa3oM Bobpasia B
ce0OsT IOJIOKUTENbHBIE OT3BIBBI O KOMeAMSX. Eciam MBI XOTUM CleIaTh
JIOTIOJTHUTE/IbHBIE BBIBOJBI O BBIJIEJIEHHBIX TeMaX, Mbl JOJIKHBI ITOATBEPAUTD
CBOM TPEATNOJIOKEHNUs, BBIABUHYTbIE HaMU, WCXOs M3 aHaan3a Hambosee
Ba)KHBIX CJIOB 10 Kakaoii Teme. JlJ1st 5TOro HEOOXOAMMO B3IJISSHYTH Ha
JTOKYMEHTBI, KOTOpbIe ObLIM OTHeceHBbI K 9TUM TeMam. Hampumep, Tema 45,
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IIOXO’Ke, CBsI3aHa ¢ My3bIKOH. /[aBaiiTe MOCMOTPUM, KaKue OT3bIBbl OTHECEHBI
K 9TOU TEME:

In[48]:
# copTupyem [JOKYMEHTHI 110 BECY Tembl 45 "my3sika”
music = np.argsort(document_topics100[:, 45])[::-1]
# neyaraem fAaTb JOKYMEHTOB, B KOTOPHIX [JAHHAA Tema ABJIAETCA HaNbBOJEe BAaXHOM
for 1 in music[:10]:
# BbIBOAMM TEPBLIE [BA [IPEA/IOXEHNA
print(b".".join(text_train[i].split(b".")[:2]) + b".\n")

Out[48]:

b'I love this movie and never get tired of watching. The music in it is great.\n'

b"I enjoyed Still Crazy more than any film I have seen in years. A successful
band from the 70's decide to give it another try.\n"

b'Hollywood Hotel was the last movie musical that Busby Berkeley directed for
Warner Bros. His directing style had changed or evolved to the point that
this film does not contain his signature overhead shots or huge production
numbers with thousands of extras.\n'

b"What happens to washed up rock-n-roll stars in the late 1990's?

They launch a comeback / reunion tour. At least, that's what the members of
Strange Fruit, a (fictional) 70's stadium rock group do.\n"

b'As a big-time Prince fan of the last three to four years, I really can\'t
believe I\'ve only just got round to watching "Purple Rain". The brand new
2-disc anniversary Special Edition led me to buy it.\n'

b"This film is worth seeing alone for Jared Harris' outstanding portrayal
of John Lennon. It doesn't matter that Harris doesn't exactly resemble
Lennon; his mannerisms, expressions, posture, accent and attitude are
pure Lennon.\n"

b"The funky, yet strictly second-tier British glam-rock band Strange Fruit
breaks up at the end of the wild'n'wacky excess-ridden 70's. The individual
band members go their separate ways and uncomfortably settle into lackluster
middle age in the dull and uneventful 90's: morose keyboardist Stephen Rea
winds up penniless and down on his luck, vain, neurotic, pretentious lead
singer Bill Nighy tries (and fails) to pursue a floundering solo career,
paranoid drummer Timothy Spall resides in obscurity on a remote farm so he
can avoid paying a hefty back taxes debt, and surly bass player Jimmy Nail
installs roofs for a living.\n"

b"I just finished reading a book on Anita Loos' work and the photo in TCM
Magazine of MacDonald in her angel costume looked great (impressive wings),
so I thought I'd watch this movie. I'd never heard of the film before, so I
had no preconceived notions about it whatsoever.\n"

b'I love this movie!!! Purple Rain came out the year I was born and it has had
my heart since I can remember. Prince is so tight in this movie.\n'

b"This movie is sort of a Carrie meets Heavy Metal. It's about a highschool
guy who gets picked on alot and he totally gets revenge with the help of a
Heavy Metal ghost.\n"

Kak BuaHo m3 BBIBOJA, JaHHAs TeMa OXBAThIBA€T IIUPOKUU CIIEKTP
MY3bIKQJIbHBIX OT3BIBOB, IIOCBAIIEHHBIX MIO3MKJIaM, OHOrpapuIecKuM
(bunbMax u TPYAHO ONpeNeJUMbIM KaHpaM, KaK B IocjeHeM OT3biBe. Ele
OJIMH WHTEPECHBII CII0COO MCCAeI0BaTh TeMbl — IIOCMOTPETh, KaKOW Bec
MoJIyyaeT Kaxk/iasd TeMma B I1eJIoM, MpocyMMupoBaB document_topics 1o BceM
oT3biBaM. Kaxkoii Teme Mbl JaJiluM Ha3BaHWUS, UCIIOJIb3YS JBa CAMbBIX YacTO
BCTpedaeMbIX coBa. Puc. 7.6 moka3biBaeT BBIYMCIEHHBIE BECA TEM:

In[49]:
fig, ax = plt.subplots(1, 2, figsize=(10, 10))
topic_names = ["{:>2} ".format(i) + " ".join(words)
for 1, words in enumerate(feature_names[sorting[:, :2]])]

# gBe CTo/IbMKOBbIE ANATDPAMMbI:
for col in [0, 1]:

start = col * 50

end = (col + 1) * 50
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ax[col].barh(np.arange(50), np.sum(document_topics100, axis=0)[start:end])

ax[col].set_yticks(np.arange(50))

ax[col].set_yticklabels(topic_names[start:end], ha="left", va="top")

ax[col].invert_yaxis()
ax[col].set_x1im(0, 2000)
yax = ax[col].get_yaxis()
yax.set_tick_params(pad=130)
plt.tight_layout()

0 silent hollywood
1 kelly sinatra

2 world australian
3 god church

4 batman jane

5 horrar zombie

& new city

7 drew baseball

8 guy car

9 music michael
10 ed wood

11 hitler bugs

12 jones dan

13 seems audience
14 ford american
15 series episode
16 didn going

17 french paris

18 bill oliver

19 performance cast
20 fight lee

21 war world

22 funny comedy
23 japanese animation
24 ben lines

25 emma elvira

26 anna taylor

27 robert grand

28 years saw

29 george simon
30 superman indian
31 school high

32 fantasy rob

33 minutes hour
34 fisci

35 british arthur
36 role oscar

37 ship titanic

38 woman wife

39 son father

40 budget low

41 wersion actors
42 musical song
43 harry action

44 sex nudity

45 documentary footage
46 wife husband
47 part che

48 black white

49 dvd release

0 500 1000

1500

50 richard candy
51 world green
52 witch mr

53 moon mike

54 show shows
55 dog prison

56 tom jerry

57 gay davis

58 want Il

59 italian zero

60 chan jackie

61 war men

62 doctor dr

63 drugs drug

64 charlie adam
65 island boat

66 joe city

67 tarzan jane
68 game games
69 men screen
70 worst script
71 old steve

72 western stewart
73 eddie 80s

74 tony park

75 match ring

76 killer girl

77 horror scary
78 mother family
79 peter allen

80 action military
81 star wars

82 art beautiful
83 keaton computer
84 family kids

85 de john

86 fun 10

87 page chris

88 jeff wave

89 jack king

a0 van jean

91 nightmare freddy
92 john johnny
93 effects special
94 young queen
95 grace bruce
96 book read

97 our us

98 original disney
99 andy sean

Q 500

Puc. 7.6 Beca TonukoB, nony4yeHHble ¢ nomoLbio LDA

1000 1500 2000

Hanbosiee BakHBIMU TeMaMu sBJsioTcss Tembl 70 u 16, Koropsle, 10-
BUINMOMY, COJIEPKAT OTPUIIATENbHBIE OT3bIBHI.

[Toxoxe,

yto LDA B OCHOBHOM BbBIZEJWJI JBa THIIA TEM:

TEMBI,

OIKCHIBAONINE KAaHPOBbIE 0COOEHHOCTH (PUIBMOB ¥ TEMbI, 000CHOBBIBAIOII[IE
Ty WJIA MHYIO PeHTUHTOBYIO OlleHKY. Kpome TOoro, HeCKoJIbKO TeM He Y/1aJ0Ch
OTHECTM K KOHKPETHOMY THUIy. IJTO HHTepecHOoe OTKpbITHe, TaK Kak

OOJIBIINHCTBO  OT3bIBOB

COCTaBJICHbI 13

HECKOJIbKNX KOMMEHTAPUEB,
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CBSI3aHHBIX C KaHPOM OIIMCBhIBAEMOTO (PUJIbMA, U HECKOJbKUX KOMMEHTapUEB,
B KOTOPBIX aBTOP 0OOCHOBBIBAET MJIN IMOAYEPKUBAET CBOIO OIECHKY.

Mogenn, mosydaembie ¢ momomnibio LDA, mpencraBisiior  coboii
MHTEpPEeCHbIE METO/IbI, II03BOJIAIONNE NHTEPIIPETUPOBATH OTPOMHBIE KOPILYChI
TEKCTOB, KOT/la METKHU KJIACCOB OTCYTCTBYIOT MJIM KOIJJa OHU UMEIOTCS, KaK B
nanHoMm caydae. Opnako anroputm LDA sBisgercss paHIOMU3UPOBAHHBIM U
pasHble 3HaYeHusd napamerpa random_state MOryT NMpuUBECTH K COBEPIICHHO
Pa3IMYHBIM pe3yabTaThl. HecMOTpst Ha TO 4TO BbIZEIEHHE T€M MOKET ObITh
TI0JIE3HBIM, JTI0OBIE BBIBOIBI, KOTOPBIE MOKHO C/IEIaTh, ICXO/IST U3 PE3yIbTaTOB
MOJIE/I HEKOHTPOJIUPYEMOTO 00yUYeHMsI, HY;KHO IPUHUMATD C OIPeIeIeHHOI
J07Iell COMHEHUS M MBI PEKOMEHJYeM TIPOBEPSATb BBIBOJbI, AHAJIU3UPYS
JIOKYMEHTBI, TPUCBOEHHbIE oIpeeeHHO Teme. Kpome Toro, Ttembl,
MOJy4YeHHbIE C TIOMONIbI0 MeTojna LDA.transform, MOXHO WHOTIA
HCII0Jb30BaTh B Ka4eCTBE BXOAHOTO IIPU3HAKA JJISI MAIIUHHOTO OOYyYEHUs C
YUUTEJIEM.

B aroif riaBe MbI paccMOTpes OCHOBBI 0OpabOTKM TEKCTa, KOTOPasi erre
U3BECTHA KaK 00paboTKa ecrectBeHHOTrO 43bika (natural language processing,
NLP), ncriosnb3oBaB B KadecTBe TpuMepa KJaacCH(UKAINIO KWHOOT3BIBOB.
PaccMorpenHnbie 31ech MHCTPYMEHTBI JOJKHBL CTaTh WUIeaJbHON OTIIPABHOU
TOYKOM JIJIsT 00paOOTKHU TEKCTOBBIX JAHHBIX. B yacTHOCTH, TP pelieHnn 3a1a49
KJIacCU(UKAIMN TEKCTOB THIIa OOHAPY’KEHMS CllaMa U MOIIEHHUYECTBA MJIN
aHaJM3a HACTPOEHUU TIpe/iCcTaBIeHNe «MEIIOK CJIOB» SBJISETCS TPOCTHIM U
s exTuBHBIM MeTOZOM. Kak aTo wacTto ObIBaeT B MAIIMHHOM OOYYEHMHH,
Tpe/icTaB/IeHre JaHHBIX UTPaeT KII0YeBYIO POJIb B TPUKJIAAHBIX 3a/1a4ax NLP,
a ¥cceoBaHie U3BJIeKaeMbIX TOKEHOB U -TPaMM ITO3BOJISIET TIy0/Ke MTOHSATh
CyTh TIpoliecca MojiesimpoBanusd. I[lpm pemeHnn TPUKIAAHBIX —3a7ad
00pabOTKM TeKcTa (KaK KOHTPOJUPYEMBIX, TaK U HEKOHTPOJIMPYMbBIX) YaCTO
CYIIECTBYET BO3MOKHOCTH 3arJISTHYTh BHYTPh MOJIETH, KaK MbI YK€ BUJIEIU B
9TOM rJjaBe. Bbl JOJKHBI B TOJHOW Mepe BOCHOJIb30BaThCSI 3TOU
BO3MOKHOCTBIO TIPU UCITOJIb30BaHUM MeTo10B NLP Ha mpakTuke.
EcrecTBeHHBIN SI3BIK 1 00pabOTKa TEKCTa — 9TO KPyITHast HayuHast 00J1acTh,
u oOCysKIeHMe JeTajell MepeJoBbIX METOJ0B BBIXOAUT 3a PaMKH JaHHOI
KHUTH. EC/IM BBI XOTHUTE MOJIYYUTh OOJblie WH(MOPMAIIUN, MbI PEKOMEH/IYEM
kaury maparenbcerBa O'Reilly Natural Language Processing with Python,
Hanucanuyto CtueHom bepaom, 9Banom KustitHoMm u JaBapaom Jlomepowm, B
KoTopoil maH 0030p NLP, a takxe pacckasblBaercsl O IIMTOHOBCKOM IIaKeTe
nltk zast NLP. Enre ogra nHTepecHas u 6osiee KOHIENTya IbHas KHUTA — 3TO
cTaHAapTHOe crpaBouyHoe m3fanue Introduction to Information Retrieval,
HancanHasg Kpucropepom Mennunrom, Ilpabxakapom ParxaBanom u
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http://shop.oreilly.com/product/9780596516499.do
http://nlp.stanford.edu/IR-book/

F'enpuxom [ToTme u MOCBSIIIIEHHAs OCHOBHBIM aJIrOpuT™MaM
nHdopMaroHHoro norcka, NLP 1 marmmaHoro ooydetnst. O6e KHUTH UMEIOT
OHJIAITH-BEPCUM, KOTOPbIE MOKHO IOJIy4YUTh Oeciiatio. Kak Mbl  yike
roBOpUJIM paHee, Kjaccbl CountVectorizer m TfidfVectorizer mo3BoOJSIOT
peaji30BaTh TOJBKO OTHOCHUTEIBHO IPOCTBIE METOABI OOPabOTKM TEKCTa.
YT06bI BOCIIOIB30BAThCs H0JIee MPOABUHYTHIMI METOAaMI 00pabOTKHU TEKCTa,
MBI PEKOMEHJyeM ITMTOHOBCKHE TaKeThl spacy (OTHOCHUTETbHO HOBBIN, HO
o4eHb 3(hGHEKTUBHBIN 1 XOPOIIO pa3paboTaHHbIl makeT), nltk (0YeHb XOPOIIOo
oTJaskeHHast OMOMMOTEKA, XOTS W HECKOJbKO ycTapeBiiasi) U gensim (Iaker,
npeaHazHadyeHHbIN 1751 NLP, ¢ ymopoMm Ha MojieJiupoBaHue TeM).

B mocienuune roapr B ob6actu 06pabOTKM TEKCTa TOSIBIIOCH HECKOJIBKO
OUeHb MHTEPECHbIX HaIlPaBJIeHWI, KOTOPbIE BBIXO/AT 3a PaMKU 3TOW KHUTH U
OTHOCSTCS K HEMPOHHBIM ceTsM. IlepBoe HalpaBieHne — 3TO UCIIOJIb30BaHUE
HeITPEPbIBHBIX BEKTOPHBIX MPeACTaBIeHUN (TakyKe M3BECTHBIX KaK BEKTOPHI
CJIOB UJIA paclipe/ie/ieHHbIe TIpe/ICTaB/IeHnsI CJIOB), KOTOpPble pealn30BaHbl B
oubmorexe word2vec. OpurnnajibHas crarbs Distributed Representations of
Words and Phrases and Their Compositionality, nanucanHas Tomacom
MuKOJOBBIM € CcOaBTOpaMU, SIBJIsIETCSI TPEKPACHBIM BBEJCHUEM B TeEMY.
[Takersr spacy 1 gensim obecrreunBaOT GYyHKIIMOHATBHBIE BO3MOKHOCTH JIJIsI
peasn3aliu MeTOJ0B, PACCMOTPEHHbBIX B IAHHOW CTaThbe U ee MPOA0KEHUSIX.

Emre ongno nanpaBienue B NLP, koTopoe cTaso monyasspHbIM B TIOCJeTHUE
TOJbI — 3TO TIPUMEHEHNE PEeKyPPEHTHBIX HEHPOHHBIX ceTeri (recurrent neural
networks, RNN) 15t 06paboTKi TeKcTa. PeKyppeHTHbIe HePOHHbBIE CeTH —
9TO 0COOEHHO MOIHBIN B HEHPOHHOI CETH, KOTOPHI B KaueCcTBe BHIBOJA
MOKeT CHOBA IeHepUpoBaTh TEKCT B OTJAWUYME OT Mojesiell KiaaccuuKaluu,
KOTOPbIE MOT'YT JIMIIh Ha3HAYaTh METKU KaaccoB. CII0COOHOCTh TEHEPUPOBATH
TEKCT B KauecTBe BbIBO/IA TIO3BOJISET C YCIIEXOM MCIOJIb30BaTh PEKYPPEHTHBIE
HEepOHHBIE CEeTH /IS aBTOMATHYECKOTO IiepeBofia U pedepupoBaHUS.
[TosHaKOMUTBCA € 3TON TEMOW MOKHO B UCKJIIOYUTEJIBHO TEXHUYECKOU CTaThe
Sequence to Sequence Learning with Neural Networks Masu Cyckesepa,
Opuonss Bumbsinca u Kyoka Jle. Bosee mnpakruuHoe 1mocobue 110
HCIIO/Ib30BaHMI0 (peiiMBopka tensorflow MOKHO HailTm Ha BeO-caiiTe
TensorFlow.
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https://papers.nips.cc/paper/5021-distributed-representations-of-words-and-phrases-and-their-compositionality.pdf
https://papers.nips.cc/paper/5021-distributed-representations-of-words-and-phrases-and-their-compositionality.pdf
http://papers.nips.cc/paper/5346-sequence-to-sequence-learning-with-neural-networks.pdf
https://www.tensorflow.org/tutorials/seq2seq/
https://www.tensorflow.org/tutorials/seq2seq/

[ NABA 8. NOABEAEHVE NTOI OB

WNrak, Termephb BB yMeeTe IPUMEHSATb  Ba)KHEUIINE  aJTOPUTMBI
KOHTPOJIMPYEMOTO U HEKOHTPOJUPYEMOrO MAIIUHHOTO OOYYEHHS, KOTOPBIE
MO3BOJIAIOT peliaTb IUPOKUN CIeKTp 3ajad. [Ipexae dyeM ocTaBUTH Bac
HaeHe ¢ 9TOM KHUTOU JJIS CaMOCTOSTEJNbHOTO WCCIEOBAHUS BCEX TeX
BO3MOKHOCTEH, KOTOPBIE IIPEIaracT MalluHHOe o0ydueHne, Mbl XOTUM JaTh
HECKOJTbKO  3aKJIIOUMTEIbHBIX  COBETOB, paccka3aTh O  HEKOTOPBIX
JIOTIOJTHUTEJIBHBIX pecypcax U JaTh PEKOMEHJAIluM 10 IOBOJAY TOTO, Kak
MOJKHO JOTIOJTHUTEIBHO YIYYIIUTh HABBIKKA B 00JIACTH MAITUHHOTO OOyYeHUsI
1 HAYKU O JJAaHHBIX.

Terepb, KOr/Ia BCe 9TU 3aMedaTebHbIe METO/IbI, O KOTOPBIX MbI PaccKa3aju B
9TOI KHUTE, HAXOASATCS B BallleM PACIOPSLKEHNN, BOSHUKAET co0JIa3H, YTOObI
cpa3y, MPOIYCTUB HECKOJbKO Ba)KHBIX MOMEHTOB, MPUCTYIUTh K PENIeHUIO
KOHKPETHBIX 3a/1a4, IIPOCTO 3aIyCTUB CBOI J0OMMbIN aaroput™. OIHAKO 3TO,
KaKk IIpaBMJIO, He Jy4YIuid crmocoOd HavaTh aHaan3. OOBIYHO aJITOPUTM
MAIIMHHOTO OOydYeHUsI — 3TO JIHUIIb HeOOoJblIas AeTaab 0ojiee CepPbe3HOTO
mpolecca aHajan3a JaHHBIX W TPUHSATUS pemneHnid. UToOb abdeKTUBHO
HCIIOJb30BaTh MallMHHOe OOydeHre, HaM HY)KHO cjejaaTh Iar Hasag u
paccMOTpeTh 3ajlauy B I1eJioM. Bo-TiepBbIX, BaM CTOUT TOAYMaTh O TOM, Ha
KaKOW BOIIPOC BBl XOTUTE OTBETUTh. BBl XOTHUTE IMPOBECTU Pa3BelOYHbBIN
aHAJIN3 U BBISICHUTD, COJZIEP)KAT JIM JIaHHble YTO-TO WHTepecHoe? Miu y Bac
y2Ke eCTb KOHKpeTHas 1esib? Kak mpaBuio, Bbl cHavaja (popMyaupyere 1ieib,
HampuMep, OOHApy’KeHHe  MOINEHHUYECKUX  TpaH3aKIUH, IOJIydeHne
pekoMeHaaIii o ¢puabMaM WM TIOWCK HEM3BECTHBIX ImaHeT. Eciau y Bac
YK€ eCTh Takasl IIeJib, TIPEXkKIe YeM CTPOUTh CHCTEMY MAIIUHHOTO OOy4eHMUsI
171 ee peajii3allni, Bbl IOJIKHBI CHavasa MoJAyMaTh O TOM, KaK OIPeleJIUTh 1
n3MepuTh 3(hGEKTUBHOCTD JOCTHKEHUS 1€/ M KaKoe BJIMSHUE OKaXKeT 3TO
apdexTUBHOE pellieHMe Ha Ballld JleJIOBble WU HayuyHble 1iesu. JlomycTtum,
Ballla 11eJib 3aKJII09AeTCsI B TOM, YTOOBI OOHAPYKUTH MOLIEHHIYECTBO.

Torma HEOOXOANMO MPOSICHUTD CJIEAYIOIINE BOIPOCHL:

* Kak ompenesnThb, 4TO MO cUCTeMa ITPOTHO3MPOBAHUS MOIIEHHUYECTBA

Ha camoM Jiesie paboraer?

* Ectb i y MeHs nioaxois1e JaHHbIe /IS OIleHKU KayecTBa aJropurma?

* Ecom g omyunn addexkTrBHOE peleHne, KakKiuM OyIeT ero BAnusSHue Ha

OusHec?

Kak Mbl yXe TOBOpWMJIM B TJIaBe O, JIydllle BCErO M3MEPSITh KauyecTBO
AJITOPUTMA C KCIIOJb30BaHUEM OM3Hec-MeTpuKy (yBeandeHne MPUObLIN UK
cHIKeHne yObITKOB). OHAKO 5TO 4YacTO TPYAHO cienath. Bompoc, Ha
KOTOPBII Jierde OyJeT OTBETHThb, 3BYYUT Tak: <«UTO ecaum s IMOCTPOIO
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njeagbHylo Mozeiab?» Ecam Mopenb, WaealbHO OIpeAesionias Joobie
MOIIIEHHUYECKUEe OIepaIliy, MO3BOJUT Ballell KoMIaHuu sKoHoMuTh 1008 B
MeCI], BEPOATHO, ITUX CPEACTB OyAeT HeJ0CTaTOYHO, YTOOBI OIIpaBAaTh
YCHJINS, HallpaBJeHHbIe HAa Pa3paboTKy asroputMa. C Ipyroil CTOPOHBI, €CIn
MOJIEJTh TTO3BOJINT Balllell KOMIAHUNU SKOHOMWTH IECSITKH THICSY JOJIIAPOB
esKeMeCsIuHO, 3ajlada CTOMT TOTO, YTOOBI €€ PellaTh.

JlommycTuM, BBI ONpeAenIn 3aiady, KOTOPYIO HYKHO PEIINTh, Bl 3HAETE,
YTO pellleHre MOKeT MMeTh 3HauUTeIbHOE BJNSHUE JJIS Balllero MpoeKTa, 1
BbI YOEIUINCh, YTO y Bac e€CTh HeoOXoauMmasi WH(pOPMAI[Us, TO3BOJISIONA
u3Meputh sddekruBHOCTh pererust. Creayoiie Imark — 9T0 MOJIydeHne
JTAHHBIX U ITOCTPOEHME pabOdYero MPOTOTHIIA. B 9T0I KHUTE MBI PacCKa3bIBAIN
O Pa3JIMYHBIX MOJEJSAX, KOTOPBIMU BBl MO’KETE€ BOCIIOJb30BAThHCS, a TAKXKe O
TOM, KaK IIPaBUJIBHO OIIEHUTH KAYeCTBO MOJEIN U HACTPOUTH €€ IapaMeTpHhI.
OpHAKO 9KCIIEPUMEHTHUPYS ¢ BBIOOPOM MOJEJIEi, TIOMHKTE, YTO MOZEIb — 3TO
JIUIITH HEOOJIBbIIAs [eTajlb OOJIBIIIOr0 pabOYero MOTOKA M IMIOCTPOEHNE MOJEIH,
KaK IIPaBUJIO, SIBJISIETCS YACTHIO 0OOPATHOIO IMKJIA, BKJIIOYAIOIEro cOOp HOBBIX
JTAaHHBIX, OUMCTKHU JJAaHHBIX, TIOCTPOEHUST MojieJield 1 aHaiu3a mMojeneid. Jacto
aHa/IN3 OIMMOOK, JOMYIIEHHBIX MOJIEIbI0, TO3BOJISIET TIOJYUYNTh HH(GOPMAIIIIO
O TOM, YTO IIPOMYINEHO B JAHHBIX, KaKWe JOIOJHUTEIbHbBIE TaHHBIE MOKHO
erfe coOpaTh WM KaK MOKHO repeopMyIHpoBaTh 3aa4y, 4TOOBI TIOBBICUTh
9 PEeKTUBHOCTh MAIIUHHOTO 00y4eHus. COOp OOIBIIET0 KOIMUECTBA JaHHBIX
WIM JAHHBIX U3 JPYTUX WMCTOYHUKOB, HE3HAYUTEJIbHOE M3MEHEHUe
(OPMYJIMPOBKH 3alaui, BO3MOYKHO, MO3BOJISAT IOJYYUTH TOPas3go OObIIYIO
OTJady, 4YeM 3allyCK OeCKOHEUHBIX IPOIEAYpP PEeIIeTYAaTOr0 IIOWCKA JIJIst
HACTPOWIKU ITapaMeTPOB.

Kpome Toro, BBI JOJZKHBI PAacCMOTPETh BOIPOC O TOM, OYAYT JIM JIHOIN
BMEIINBAThCA B padOTy MOJENN W €CJIM Jia, TO KaK 9TO OyAeT peaansobaHo.™
Hexotopsrie mporecchl (Hampumep, oOHapy KeHHe MMeNexo[0B OeCImI0THBIMI
aBTOMOOMJIIMI) TPeOYIOT HeMeJIEHHOTO MPUHATHS —pelneHuii. Jpyrue
IIPOIECChI, BO3MOXKHO, He TpeOyioT HEeMEIJIEHHON peaKIuu U I0ITOMY
YEJIOBEKY TPEAOCTABJSACTCI BO3MOXKHOCTH IIOATBEPAUTh Te€ WU WHBIE
pemienns. Hampumep, B MeIWIIMHE, MOJKET IIOHAZOOUTHCS OUYEHb BBICOKUI

4 ABTOpBI MIMEIOT B BH/Y I[OCTPOEHHME MOJENHN <deJoBeK-B-cucreMe-ynpasienus» (human-in-the-loop).
TepMuH TpUIIesT W3 TEOPUM WCKYCCTBEHHOTO WHTENIEKTa W POOOTOTEXHUKH. Bce pobOTH 06mamaroT
ABTOHOMHOCTBIO, TO €CTh CIOCOOHBI OCYIIECTBJISITh Kakue-TuO0 MeldcTBUst Oe3 BMEIIATETbCTBA ETOBEKA.
CreneHb aBTOHOMHOCTU POOOTOB OIIPEENSIETCSI 3AJI0KEHHON MOZIENBIO. Y CJIOBHO MOXKHO BBIJIEJUTH TPH THIIA
MOJIEST: MOJIENTb «4€eJIOBEK-B-crcTeMe-ympasienns> (human-in-the-loop), korma okonuarenbHoe perenue
IPUHUAMAET TOJIbKO 4YesIOBEK, MOJIeJib <«4eJIoBeK-Haa-cucTeMoii-ynpasienus» (human-on-the-loop), korma
PEIeH s TIPUHUMAET CUCTEMA, HO YeJIOBEK, BBITIOMHSIONUE POTb HaGIOATE ST, BCET/Ia MOYKET BMEIIAThCS B
TIPOIIECC, W MOJIENb «YeJOBEK-BHE-CHCTeMbI-yTpaBienusay (human-out-of-the-loop), koraa cucrema mMoxer
OPUHUMATH pPelieHust BooOIe 6e3 4el0BEYeCKOr0 BMEATeNbeTBa. — [Ipum. mep.
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YPOBEHb TOYHOCTH, KOTOPOTO HEBO3MOKHO TOOUTHCS C IIOMOIIBIO JIMIIb
OHOTO aJrOpMTMa MalIMHHOrO oOyueHus. Ho ecou anropuTm MoKeT
npubath  90%, 50% wam, Bo3MOXKHO, gaxke Toabko 10%  pemreHuii
ABTOMATUYECKU, TO MOKHO VBEJUYUTh BPEeMs OTKJIMKA WIA CHHU3UTD
uznep:kkn. Kak mpasuiio, 60JbIast 9acTh IPUMEPOB — 9TO «IIPOCTHIE CIydans,
10 KOTOPBIM QJITCOPUTM MOSKET IIPUHATD PelleHre, a OTHOCUTEIbHO HeOOIbIIas
JIOJIST IPUMEPOB IIPEJACTABJISIET COOOIM «CJIOMKHBIE CJIydan», KOTOPbIE MOMKHO
IepEeHAIIPABUTh YEIOBEKY.

M HCTpyMEHTBI, KOTOPbIe MBI OOCYAWIN B TON KHHUTE? MPEKPACHO TOAXOST
JUIST PA3JINYHBIX TIPOEKTOB MAITUHHOTO O0YUYEHMST U TIO3BOJISIOT OY€Hb OBICTPO
IPOBOUTD aHAJIM3 1 porotunupoBanue. Kpome toro, Python u 6ubimorexa
scikit-learn wucnosb3yeTcss B TPOU3BOJCTBEHHBIX CHUCTEMaX Pa3JUYHbIX
OpraHu3aIiii, B TOM YKCJe OYeHb KPYITHBIX, HA[PUMEp, B MMPOU3BOICTBEHHBIX
crCcTeMax MeKIYHAPOAHBIX OAHKOB M TJI00AIbHBIX Meauakommannii. OmHako
MHOTHWE OpTaHU3alluh WMEIOT CJIOKHYI0 WH(MPACTPYKTYPy U WHTErpaIlus
Python B atu cucrembl [aneko He BCerha SIBISIETCST JIETKAM IPOIIECCOM.
BrpoueMm, aTO He sBiseTCss HEONMPeOoAOJMMON 1pobiemoit. Bo MHormx
KOMITAaHUSIX KOMaH/bl aHAJIUTHKOB MCIOJNb3YIOT sI3biku Thma Python m R,
KOTOpPBIE TO3BOJISTIOT OCYIIECTBUTH OBICTPOE TECTUPOBAHME UIEH, TOTAa Kak
KOMaH/Ibl, 3aHUMAIONINecs BHEAPEHUEM Mojeieil B IPOU3BOACTBEHHBIN
mpoitecc, paboraloT ¢ Takumu sg3bikamu, kKak Go, Scala, C++, Java,
MIO3BOJISTIONIMMI CTPOUTH HaJeKHbIe, MacInTabupyemble CHCTEMBI. AHAIN3
JTaHHBIX M TIOCTPOEHUE HAAEKHO pabOTAONUX CEPBUCOB — COBEPIIEHHO
pasHble 3aJaul € PasHBIME TPeOOBAaHUSIMM, IIOITOMY HCIIOJb30BaHNE
Pa3JIMYHBIX SA3BIKOB JIJISI PENIeHUs 3TUX 3a/1a4 nMeeT cMbIca. OTHOCUTETHHO
pacrpocTpaHeHHOe pellleHre — pPeaanu30BaTh MOJesb, HallIeHHYI0 KOMaHION
AHAJIMTUKOB, B paMKax Oojiee KPYIMHOH  Iar@OpPMbI,  HMCIOJb3YsI
BBICOKOITPOU3BOIUTEBbHBIN S3bIK. JTO TIPOIle, YeM BCTpanBaHue IeJon
OUOMMOTEKN WM sg3bIKa  IPOrpaMMUpOBaHUs UM OeCKOHEYHbIe
peobpa3oBaHusI JaHHBIX U3 OZHOTO hopMaTa B IPYTOil.

Bhe 3aBrcuMocTy oT TOro, Oyjaere i Bbl KCIIOJIb30BaTh scikit-learn B
MIPOU3BO/ICTBEHHOM CHUCTEMe WJW HeT, Ba’KHO IOMHUTH, YTO B OTJIUYHE OT
CKPUIITOB, MCIOJB3YIONIUXCSA [IJId BBIIOJHEHUS OJHOPA30BOTO aHaIu3a, K
MPOU3BOJICTBEHHBIM ~ CHCTEMAM  TIPEIbSIBISAIOTCS  COBEPIIEHHO  JIPYTHE
TpeboBaHus. Eciam agroputM BCTpoeH B 0ojiee KPYIHYH CHCTEMY, TO
aKTyaJIbHBIMU CTAHOBSITCSI TaKHe aCIEeKThl MPOrPaMMHOTO 0OecIieueHus], KaK
HA/Ie)KHOCTD, TIPEICKa3yeMOCTh, BpeMsl 3allycka W TpeOOBaHMS K ITAMSITH.
[IpocTtoTa — KIIOUEBBIN (haKTOP, MO3BOJLIONIAN TOCTPOUTH IPDEKTUBHBIE
CHCTEMbl MAaITMHHOTO 00y4yeHusi. BHUMaTeNbHO HCCIenyiiTe KasKAbIi JTall
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Balller0  KOHBeliepa, IpeAHasHAaYeHHOro i o0pabOTKM  JaHHBIX U
IIPOTHO3UPOBAHMS, W CIpocUTe cedsl, B KaKoil Mepe KaykAbIii arall
YBEJMYUBAET CJIOKHOCTh, HACKOJbKO KaXK/Ibll KOMIIOHEHT YCTOWYUB K
M3MEHEHUIM B JJaHHBIX WA BBIYUCIUTEIbHON MHPPACTPYKTYPE, U OlIpaBiaHa
JIM CJIOKHOCTh KaKJoro 3atama. Ecaum BBl cTpouTe CJIOKHBIE CUCTEMBbI
MAIIMHHOTO OOy4YeHUsI, Mbl HACTOSITEJIbHO PEKOMEHIYEM IIPOYUTATh CTAThIO
Machine Learning: The High Interest Credit Card of Technical Debt,
OIyOJIMKOBAaHHYIO CIIEIUAIUCTAaMKA 110 MAIIUHHOMY OOYUYEHHIO KOMITAHWH
Google. B cratbe 0coboe BHUMaHUE YAEIEHO CO3MAHWIO U COIPOBOKIECHIIO
IIPOrPaMMHOIO  obecIliedeHus, KOTOpoe IIpeJHa3HaueHO I IMPUMEHEHUs
MAIIMHHOTO OOy4eHHus B KPYIHOMACIITAOHBIX IpoekTax. IIpobGiema
«TeXHUYECKOTO JI0JIra» >’ 0COOEHHO aKTyalbHa JIJI KPYIHBIX U J0JTOCPOYHBIX
IIPOEKTOB, OJHAKO YPOKW, W3BJIeYeHHbIE M3 CTaThHU, IIOMOTYT BaM CO3/aTh
6oJiee KaueCTBEHHOE ITPOorpaMMHOe oOecIieueHre Jake I KpaTKOCPOUHBIX 1
HEOOJIBIITNX CUCTEM.

| ec [TMPpOBadHWMe Npon3BOACTBEHHBIX CUCTEeM

B aroli KHMTe MBI paccKasaji O TOM, KaK OIEHUTh KayeCTBO IPOTHO30B,
HCIIOJIB3Ysl 3apaHee IOATOTOBJIEHHBIN TecTOBBIM Habop. /lanHas mpoieaypa
u3BeCTHA Kak onenka oggrarin (offline evaluation). Opnako ecau Baima
criCTeMa MAIIMHHOTO 00y4Y€eHUsI B3aNMO/IEIICTBYET C IOJIb30BATEIEM, 9TO JINIITh
MepBbIM 3TAll OIEHKU KadecTBa anroputma, ClieyloniuM IaroMm, Kak
IPaBWJIO, SABJSETCS  OHJadH-Tectupopanue  (online  testing) — wan
rectHpoBadne B peajabHbIXx ycaouax ([live testing), The OIEHUBAIOTCS
MOCIEICTBUS OT IMPUMEHEHUs aJropuT™Ma B o0Iieit cucreme. VsmeHeHue
PEKOMEHIAINI MM Pe3YJIbTaTOB IMOMCKa, OTOOpaKaeMbIX BeO-CaiiTOM, MOKET
KOPEHHBIM 00pa3oM H3MEHWTh ITOBEJeHHE I0JIb30BaTeNell 1 IMPUBECTH K
HEOKUJIAaHHBIM ~ TIOCTeICTBUSIM.  J[J14  3aIlMTBI  OT TaKUX CIOPIIPU30B,
pa3pabOTYNKKY WHTEPAKTUBHBIX CEPBUCOB WCIONB3YIOT A/B recrupoparie
(A/B testing), dopmy cienoro TecTHpPOBaHUS ToJb3oBaTesneii. B A/B
TECTUPOBAHWM OIIPEIEJEeHHOI TpyIle IMoJb3oBareeil 6e3 uX BeaoMa
IPEIbABIIETCS BeO-CallT WU CEPBUC, UCIIOIb3YIOIINI alTOPUTM A, a IPyroit
TPYIIIIe TOJIb30BaTeNel TIPEAbIBIISETCS BeO-CallT MM CEPBUC, UCITOIb3YOIUI
amroputM B. B ob6oux rpymnmax (GUKCHPYIOTCS peJIeBaHTHbIE METPUKH
apekTUBHOCTH 3a OIpesie/IeHHBIN Tepuoji BpeMeHU. 3aTeM MeTPUKU JIJIs
anroputMoB A u B cpaBHUBaIOTCs, BBIOOD OINTHMAIBHOTO aJTOPUTMA

50 Texnnueckuil pour wim mosir xomuura (technical debt) — ato meradopa-Heomorusm, oboszHavaioIast
IJIOXYI0  MPOAYMAHHOCTh  CTPYKTYPbl ~ CHCTEMbI,  HEIPOAYMaHHYIO apXUTEKTYPy  IPOrPaAMMHOTO
obecrieueHust WM HeKadecTBeHHYIO pa3paborky I1O. Jloir Moxer paccMaTpuBaTbesi B Buje paboThI,
KOTOPYIO HEeOOXOJAMMO TIpOjieJiaTh, MMOKa 3ajlada HE CMOMKET CUMTAThCs BBINOJHEHHOW. Ecim poar He
Horaiiaercst, To OH OyJeT IPO0JKATh YBEJUUNBATHCS, YTO YCIOKHUT AAJbHENIIy0 paspaboTKy. — [Ipum.
mep.
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OCYIIIECTBJISIETCS  COTJIAaCHO 3TUM Iokazaresnsim. Mcnonb3oBanue A/B
TeCTUPOBAHUS TIO3BOJISIET HaM OIIEHWTb KauyeCTBO aJTOPUTMa B PeabHbBIX
YCJIOBUSX U OOHAPY/KUTh Pa3jIMyHble HElpPeABUACHHBIE IIOCIEACTBHS, KOrja
MOJIb30BaTEN M B3aUMOJIEMCTBYIOT ¢ Halell Mojenbio. Kak mpasusio, A — 370
HOBasi MOjieib, TOT/la Kak B — 270 meiicTtByiomas cuctema. CyliecTByIOT U
boJiee CJIOJKHBIE MEXaHU3Mbl OHJIANH-TECTHPOBAHMS, BBIXOIMAIINE 32 PAMKHN
A/B recrupoBanus, Haupumep, oangurckne aaroparmsl (bandit algorithms).
3amedaTeTbHBIM PYKOBOJICTBOM TIO 3TOI TeMe SIBJISIeTCS KHUTAa U3/1aTeIbCTBA
O'Reilly Bandit Algorithms for Website Optimization 3a aBropctBoM J[;koHa
Maiinca Yaiira.

ITa KHUTA OXBAThIBAET MHOKECTBO MHCTPYMEHTOB U aJITOPUTMOB OMOIHOTEKN
scikit-learn, KoTopble MOKHO MCHOJb30BaTh I IIMPOKOrO Kpyra 3ajad.
OpHako dYacTo BaM IOTPeOYIOTCS KaKHe-TO KOHKPETHBIE IIPOIEIYPhI
peaBapUTeNbHON 00pabOTKM, KOTOPhble He peann3oBaHbl B scikit-learn.
JloctaTouHo JIAIIb TPeABAPUTENBLHO 00paboTaTh JaHHBIE IEepe] TeM Kak
nmepenatb uxX B Mozaenb scikit-learn mam konBeiiep. OpHako, ecay Balia
npeaBapuTeabHas 00paboTKa 3aBUCUT OT JAaHHBIX U BBl XOTUTE IIPUMEHUTDH
peleTyaThli MOMCK WX IePEKPECTHYIO MIPOBEPKY, BCe CTAHOBUTCH CJOKHEE.
B riaBe 6 MbI 06CY KA Ba)KHOCTh PasMEIeHIsT BCeX IpoIeLyp 06paboTKy,
3aBUCSIINX OT JAHHBIX, BHYTPH IMKJIa IepeKpecTHOU MpoBepKu. Tak Kak ke
MOKHO HCIIOJIb30BaTh COOCTBEHHBIE IPOILEAYPHI 00pabOTKM Hapsmy C
nacTpyMeHTaMmn scikit-learn? CymecTByeT mpocToe pelieHue: MOCTPOUTH
CBOIO cOOCTBEHHYTO MOJIesib! Peamsarius Moen, KoTopast Oy1eT COBMeCTHUMA
c wuHtepdeiicom scikit-learn (m TakuM o00pa3oM e MOXHO Oyzger
BOCIIOJTb30BaThCS € IOMOIIBIO KJaccoB Pipeline, GridSearch u dynknuun
cross_val_score), BBIIVIAAUT JOBOJBHO TIpOCTO. Bbl MokeTe HauTH
O{POOHbBIE WHCTPYKIIMM B JOKyMeHTalmu 10 scikit-learn, 3mech xe
HPUBOANUTCS camasi cyThb. CaMblil POCTON cIocob peaan3oBaTh KJACC,
BBIIIOJIHAIONIUI IIpeoOpasoBaHe — BOCIIOJb30BaThCsl HACIE[0BaHIEM, TO €CTh
Ha OCHOBe 0a30BBIX KJaccoB BaseEstimator m TransformerMixin cosnartb
CIIeIIMAJIM3UPOBAHHbBIN KJacc, a 3aTeM co3fath yHkuuu __init__, fit u
predict, KaKk Ioka3aHO B HUIKEIIPUBEJEHHOM IIPOTPAaMMHOM KOJI€:
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In[1]:
from import BaseEstimator, TransformerMixin

class MyTransformer(BaseEstimator, TransformerMixin):
def __init__(self, first_parameter=1, second_parameter=2):
# Bce napameTpsl [OJIXHb ObiTb 3343Hbl B QYHKYmu __init__
self.first_parameter = 1
self.second_parameter = 2

def fit(self, X, y=None):
# Fit [JONIXHA NPpUHUMATH B KAYeCTBE 3pryMEHTOB TOJAbKO X U Y
# [laxe ecim Bawa Mogesb ABAAETCA HEKOHTDPOJMPYEMOV, Bbl [OJXKHb MPUHATE dPrymMeHT y!

# [logroHka mogesn OCyuecTBAAETCA MPAMO 34€Ch
print("noaroHdaem mMogens npamo 3aecb")

# fit Bo3Bpawaer self

return self

def transform(self, X):
# transform fnpuMHUM3ET B K34YeCTBE aprymMeHTa ToJbko X

# [pumeHaem npeobpaszoBanne kK X
X_transformed = X + 1
return X_transformed

Peanuzanust coOCTBEHHOTO KJjaccH(UKaTOpa WJIN Perpeccopa BBITJISIUT
aHAJIOTUYHO, TOJbKO BMecTO TransformerMixin BaM HY;KHO HacjeoBaThb OT
kjgaccoB ClassifierMixin wuam RegressorMixin. Kpome Toro, BMecCTO
transform Bbl MOXeTe peann3oBaTh predict.

Kak BugHo wu3 mnpumepa, IPUBEJEHHOTO 3/IeCh, peanu3alus CBOel
COOCTBEHHOI Mozie/i TpeOyeT He3HAYNTETbHOTO 00beMa ITPOrPaMMHOr0 KOJIa,
1 OGOJIBIIMHCTBO IMOJIb3oBareseil scikit-learn co BpemMeHeM CO31ai0T IeJIbIid
HAOOP COOCTBEHHBIX MOJIETIEN.

KyAa ABUaTbCs AanbLIe

ITa KHUTA [IPEeJICTaBIsIeT COOOI BBeleHIE B MAITMHHOE 00yUeHUEe U TTO3BOJIUT
BaM cTaTh 9dderTuBHbIM creruaanuctoM. OHAKO ecau BBl  XOTUTE
COBEPIIIEHCTBOBATh HABBIKM MAITMHHOTO 00yUYeHUs, 3/IeCh JAI0TCST HEKOTOPhIE
KHUTHU U CIIEI[HAIN3POBAHHBIE PECYPCHI st Oojiee TaAyOOKOro N3YUYeHMSI.

Teopus

B 9T0i#i KHUTe MBI ITOIBITAINCH JaTh BaM IIpecTaBaeHne o pabore Hanboee
YaCTO MCIIOJIb3YEMbBIX aJTOPUTMOB MAIIMHHOrO 00ydeHus1, He TpeOyst OT Bac
IIPOYHBIX 3HAHUI B 06/1aCTH MaTEMATUKN WU KOMITbIOTepHOI Hayku. OmHaKo
MHOTHME PacCMOTPEHHble HAaMU MOJIeJIU MCIHOJb3YIOT TPUHIIUIILI, B3SATbIE U3
TEOPUH BEPOSITHOCTEH, JTUHEIHONW ajareOpbl U METOL0B ONTUMU3ALMA. XOTS
MOHMMAaHIE BCEX JleTajleil 9TUX aJTOPUTMOB He SIBJISIeTCSI 00s13aTeIbHBIM, MbI
CYMTaeM, YTO 3HAaHUE HEKOTOPBIX TEOPUH, JIesKalllUX B OCHOBE PACCMOTPEHHBIX
QJIITOPUTMOB, TIO3BOJISIT BaM CTaTh XOPOUIUM CIEIUAIUCTOM [0 aHAJIU3y
manubIxX. [To Teopun MaMHHOrO 00y4YeHMsT HallMCaHa Macca XOPOIINX KHUT U
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ecau ObI MBI MOTJIM 3alHTEPECOBATh BAC TEMHM BO3MOKHOCTSIMU, KOTOPBIE
OTKPbIBAeT MAIIMHHOE OOydeHHe, Mbl TIPEAJOKUIAN Obl BaM BbIOpaTh 110
KpailHell Mepe OJIHy M3 HUX U YWUTHU B Hee ¢ roJoBoil. Mbl y:ke YIIOMUHAIU B
npeuciaoBun kuury Xactu, Tubmmpanu u @puamana The Elements of
Statistical Learning, omHako CTOUT IIOBTOPUTH 9Ty PEKOMEH/IAINIO 371ech. Ee
OTHOM BIIOJIHE JOCTYITHOW KHUTOW, K KOTOPOW IIPUJIATAIOTCS ITPUMEPDI
nporpammHoro koga Python, siBistercst kuura CtuBena Mapcenanna Machine
Learning: An Algorithmic Perspective (usmarenbctBo Chapman and
Hall/CRC). Eme paBe Kgaccuyeckue KHUTH, KOTOPbIE HACTOSITENHHO
PEKOMEHIYIOTCS K TMPoYTeHuio — 3To KHura Kpucrodepa bumona Pattern
Recognition and Machine Learning (u3marenbctBo Springer), B Heill ocoboe
BHUMaHUe yzessiercss BeposTHocTH, U kHura Kesuna Mepdu A Probabilistic
Persprective (nu3pareabctBo MIT Press), ucuepmbiBaiomas HaydHast paboTa
(o6bpemom Gostee 1000 cTpaHmIr) IO METOAM MAITUHHOTO OOYUYEHMSsT, KOTOpast
BKJIIOUAET JIeTaJbHOE PACCMOTPEHNEe HOBEUINX METO/IOB U BBIXOJUT JAJIeKO
3a paMKH TOTO, YTO Mbl MOTJIM OXBAaTUTh B 3TOW KHWUTE.

Hecmorpss Ha TOo uro scikit-learn — 2T0O Haml JIIOOMMBIN IAKeT ISt
MamuHHOro oOyuenus®', a Python asigerca nammM TOGMMBIM S3BIKOM
MAaITUHHOTO 00yY€eHNsI, CYIIECTBYET €llle Macca MaKeTOB 3a MpeesaMi CPEeIbl
Python. B cumimy Tex wiam WHBIX 3aad, CTOSIIUX TIepell BaMM, BIIOJIHE
BO3MOKHa cuTyanusi, korga Python u scikit-learn He OyayT SBISATHCS
onTUMaIbHBIM BbIOOpoM. Kak mpasuio, Python orimuno momxomut s
ampobanyy W OIIEHKM KadecTBa Mojesell, HO KpYyIHble BeO-CEepBUCHI U
MPUJIOKEHM Yallle Bcero Hanucanbl Ha Java uau C ++ u /1151 pa3BepThIBaHUS
BaIllleil MOJIe/T MOJKET MOTPebOBaThCsT ee MHTErpaius B 3TH cucTeMbl. Ele
O/lHa TPUYMHA, IO KOTOPOW BBbI, BO3MOKHO, HE 3aXOTUTE OrPAaHUYMBATHCS
pamkamu scikit-learn — curyarus, korjga Bac 6osblie OyaAyT HHTEPECOBAThH
He TIPOTHO3bI, a BO3MOKHOCTH CTATUCTUYECKOTO MOJEJUPOBAHUS U
CTaTUCTUYECKOTO BBIBO/A. B 5TOM ciydae BbI IOJLKHBI 0OPaTUTh BHUMAHME Ha
IMMTOHOBCKMUI MakeT statsmodel, B HeM peajiM30BaHO HECKOJbKO JIMHEHHBIX
Mojiesieii ¢ umHTepdeiicoM, B OOoJbIlell CTeNeHn OPUEeHTHPOBAHHBIM Ha
cratucTukoB. Eciu Bl He siBisieTech (hanatom Python, BbI MokeTe Tak:ke
paccMOTpeTh BOIPOC 00 HMCIOJb30BaHMKM R, €llle OZHOM YHHBEPCATHHOM
SI3bIKE, KOTOPBII MCITOJMB3YIOT CHEIUATUCTHI 10 PadoTe ¢ JaHHBIMU. R — SI3BIK,
pa3paboTaHHBI CIEIUAIbHO JIsI CTAaTHCTUYECKOrO aHAJIM3a, OH CJIaBUTCS
CBOMMH TIPEBOCXOAHBIMUA BO3MOKHOCTSIMU ~BU3YAJM3aIl[M ¥ OOJIBIITUM
KOJIMYECTBOM TIAKETOB [IJIsI CTaTUCTUYECKOTO MOJeJIMPoBaHusl  (4acTo
Y3KOCTIeITNaJIN3UPOBAHHBIX ).

51 Aaneac HE MOXET 6bITb ITOJTHOCTBIO O6'b(3KTI/IBHbIM B 9TOM BOIIPOCE.
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Ente momyispHBIA TaKeT AJisg MaIlnHHOTO oOydeHust — vowpal wabbit
(4acTo  HasbIBaeMbIii  vw, dYTOOBI ~He  CJIOMaTb  SI3BIK),  BBICOKO
ONTUMU3UPOBAHHBIN MMaKeT MAIIUHHOTO 00y4YeHWs, HamucaHHblil Ha C++, ¢
nHTepdEicoM KOMAHHON CTPOKH. VW OCOOEHHO II0JIe3eH /IS OOJIBIINX
MacCMBOB JlaHHBIX W JJs TIOTOKOBOW  Tepeiauyn  AaHHBIX. Jljs
pacIpee/IeHHOTO 3allyCKa aJrOPUTMOB MAIIUHHOTO OOy4YeHHsI Ha KJacTepe
OJHUM U3 CaMbIX IOIYJISPHBIX PELIeHUI Ha MOMEHT HAIIMCAHWS KHUTH ObLIa
mllib, OmubOamorexka Scala, peasn3oBaHHasg Ha Oase spark, cpezbl
pacripesieIeHHBIX BBIYNCIEHUH.

[TockoabKYy JaHHAs KHUTA SBJSETCS BBOJHOW, MbI COCPEJOTOYUIN CBOE
BHUMaHIe Ha HanOoJiee pacpOCTPaHEHHBIX 33[adyaX MAITUHHOTO OOyYEHUS:
3a/auax KaacCUMDUKAIUN U PETPECCUN JIJIsI MAIIIMHHOTO OOYUYEHUSI C YUUTETIEM,
a Takske 3a/1auax KJacTepu3alluyd M JeKOMIIO3UIIMKA CUTHAJIA JIJIs MAIlTUHHOTO
oOyuenust Ge3 yuutens. CylmecTByeT Macca APYTUX BHIOB MAaIIMHHOTO
0OyYeHUS ¢ pasJNYHBIMU 33[auaMi, KOTOpPbIe He ObLIN PAaCCMOTPEHHBI HAMMU
B atoii KHure. CyIecTByeT aBe OCOOEHHO BaKHBbIE TEMbI, KOTOPbIE MBI He
OXBaTWJIM B aTOi KHure. IlepBast rTeMa — a10 pamxnposanmne (ranking), Koraa
MBI XOTHUM TOJIY9UTh OTBETHl Ha KOHKPETHBIN 3a1poc, ynopsiloueHHbIe 10 UX
peneBanTHOCTU. CerofHd Bbl YyKe HaBepHAKa WCIOJIb30BAIU CUCTEMY
PaHKMPOBAHMS, OHA JIEKUT B OCHOBE JIIOOOW TIOMCKOBO# CHCTEMBI. Bbl
BBOJIMTE TIOMCKOBBIN 3aIIpOC U TTOJy4aeTe OTCOPTUPOBAHHBIN CIIUCOK OTBETOB,
PaHKUPOBAHHBIX T10 CTEIIEHNW WX PeJeBAaHTHOCTU. 3aMeyaTebHbIM BBOJHBIM
mocobueM, IOCBSIIEHHBIM BOIPOCAM PAHKUPOBAHUS, SIBJISIETCS KHHTA
Mbsuuunra, Parxasana u Illortue Introduction to Information Retrieval.
Bropast tema — pexomerzareapHbpie crcrembl (recommender  systems),
KOTOPbIE€ JIeJIAl0T [PEIJIOKEHUsT T10JIb30BaTe/sIM B 3aBUCUMOCTH OT UX
npeanoyTeHuii. Bol, HaBepHOe, yXKe CTaJKUBAJIUCh C PEKOMEHAaTeJTbHbIMU
cucreMamMu Tuma <«JIIou, KOTOPbIX BbI MOKeTe 3HaTh», <«Ilokymarenwu,
KOTOPbIE KYITUJIU 3TOT TOBAP, TaK:Ke MOKYTaoT> Uian «J/lydiime npenyioxeHus
s Bacy. CylecTByeT Macca JuTepaTypbl 1O 3TOM TeMe, U eCJii Bbl XOTUTE
riay0:ke M3Yy4nuTh ee, Bac, BO3SMOKHO, 3amHTepecyeT KOHKypc «Netflix Prize
challenge». B pamkax aroro KoHKypca mOTOKOBBINA Buaeocepsuc Netflix
BBUIOKIJI Ha CBOeM caiiTe OoJbIioii HabOp MaHHBIX, COAEpsKaIUil
KWHOIPE/IIOYTEHNsT TT0JIb30BaTeselt, u npemanokusa npu3 1 mun § xomanse,
KOTOPasi CMOKeT TPEIJIOKUTh HAUJTyUIIIyI0 PeKOMeHIaTelbHYyI0 cucteMy. Ee
OfIHA  paclpoCTpaHeHHas  3ajlada  MalIMHHOTO  OOydYeHWst —  9TO
MIPOrHO3UPOBAHUE BPEMEHHbBIX PAI0B (HAIIpUMep, 1leH Ha aKI[UK ), IO KOTOPOU
TaK’Ke CYIIECTBYET IIeJIbIi pasziest JUTepaTypbl. 3aad MAIuHHOTO 00yYeHNsI
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ropaszio OOJIbIIe, YeM MbI MOKEM TTEPEUHCIUTD 371€Ch, 1 MbI PEKOMEH/IyeM BaM
oOpaTuThCst 3a WHGOpMaIMell K KHUTaM, HaydHBIM CTaThbsIM W OHJIANH-
coobmiectBaM, YTOOBI HAWTH IOAXOMAbI, KOTOpbIE OYAYT MaKCHMAaJIbHO
IIPUMEHUMBI K Balllell CUTyaIuH.

BOJIBIIMHCTBO MMAaKETOB MAIIMHHOTO OOYYEHHSI IpearaloT yiKe TOTOBBIE
MOJIEJIA MAITMHHOrO O00y4YeHMsI Ha 0ase KaKOrO-TO OJHOIO KOHKPETHOIO
anroputMa. OpHAKO MHOTHE peabHble 33Ja4yil UMEOT OIpeaeJeHHYIO
CITPYKTYpy U IPU YCJOBUM, YTO 9Ta CTPYKTypa OYIeT IPaBUIbHO
MpejicTaBlIeHa B MOJIEJINA, MBI MOKEM ITOJIy9UTb ITPOTHO3BI TOPA30 JIYUIIero
KadecTBa. YacTo CTPYKTYpPy KOHKPETHOM 3a/aull MOKHO BBIPA3UTh B
TepMUHAX Teopuu BepodTHocTel. [lomydeHne Takoi CTPYKTYPbI CTAaHOBUTCS
BO3MOKHBIM OJ1arofiaps HaJTMYIIO MaTEMAaTHUeCKON MOEIN ITPOTHO3UPYEMOIt
cutyaumu. /I MoscHeHWMsS  TOro, 4YTO MBI IIOZpa3yMeBaeM IO
CTPYKTYPUPOBAHHON 3ajlauell, paCCMOTPUM CJEAYIONINIA IIPUMED.

JlomyctM, BB  XOTHUTE CO3JaTh MOOWJIBHOE MPWIOKEHHE, KOTOpPOe
MTO3BOJISIET OUE€Hb TOYHO OIPENENUTh MOJ0KEeHNE B OTKPBITOM ITPOCTPaHCTBE
W TeM CaMbIM ITOMOTaeT TIOJIb30BAaTEISIM IepeMeNaThCsl 10 UCTOPUIECKUM
JIOCTOIIPUMEeYATeTbHOCTIM. MOOWIbHBI TenedoH CcHabKeH MHOMKECTBOM
JATYUKOB JIJISI TOYHOTO ofpesiesieHust Mecromnogoxkenus: (GPS, akcesepomerp,
KoMIlac M T.I.). ¥ Bac TakKe ecTh TOYHAs KapTa MECTHOCTH. JTa 3ajaya
SIBJISIETCST XOPOIIO CTPYKTYpMpoBaHHOU. bBiaromapss kapre BbI 3HaeTe, Tie
MIPOXO/ISAT MHTEPECYIOoN[e Bac MapHIPyThl U Te HAXOASTCSI WHTepecyrolne
Bac 00beKThl. Kpome TOro, y Bac ecThb TIpyOble OIEHKH MECTOIOJIOKEHUS,
noJsiydyeHHbie ¢ nomolbio GPS; a akcesiepoMeTp M KoMIlac, UMerommecs B
TesieoHe, TTO3BOJSIOT BaM IIOJYUYUTh OTHOCHUTEJBHO TOUYHBIE W3MEPEHUSI.
OpHako 3arpysuTh BCe 9TH JaHHbIE B CHUCTEMY MAIIUHHOTO OOYYeHWs,
HCITOJIb3YIOILYIO AJITOPUTM «YEPHOTO SAIUKay, OyeT He caMOi JIyuIIeil naeei.
ITO BCe PaBHO YTO BHIOPOCUTH BCIO (haKTUUECKYI0 MH(POPMAIIIIO, KOTOPYIO BBI
y:Ke 3HamM. Ecim kommiac m akcesepoMeTp TOBOPUT BaM, UTO TOJIb30BaTeJb
HampasJseTcs Ha ceBep, a GPS coobiaer, uTo 1moib30BaTe/b HAIIPABISETCS
Ha Ior, BaM, BeposTHO, He crTouT JoBepsaATh GPS. Ecam oienka
MEeCTOTIOIOKEHUSI TOBOPUT BaM, YTO I10JIb30BaTeb ITPOCTO IPOIEJ] CKBO3b
CTeHY, BBl TakKyKe JOJUKHBI OBITh HACTPOEHBI BEChbMa CKeNTHYecKh. MOKHO
MPEJICTaBUTh 3Ty CUTYaIlMIO C MOMOIIbIO BEPOSATHOCTHOU MOENH, a 3aTeM
HCII0JIb30BaTh MallnHHOE OOy4YeHMe WU TEOPUI0 CTaTHCTUYECKOTO BBIBOJIA,
4yTOObI BBISICHUTH, B KaKOH CTEIeHW BaM CJIEAyeT JOBEPSATh KaxKIOMY
W3MEPEHUI0 U 3aTeM CTPOUTH MPEAINOJOKEeHUs 110 TOBOAY TOTrO, YTO
IpeJICTaBIsieT coO00i Harboee TOUHAS OI[EHKA MECTOIOJIOKEHNS.
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Kak ToMbKO BBl Jasu TPaBUJIbHOE OIMCAHWE CUTyalluM W CO3Jaju
KOPPEKTHYIO  BEPOSATHOCTHYIO  MOJIeJIb  B3aUMOJIEHCTBUS — PA3JIMIHBIX
(hakTOpOB, K BalllUM yCJayraM — CIlelfiagbHble METO/bI, KOTOPbI€ BBIYUCJISIOT
MIPOTHO3bI, HETIOCPEICTBEHHO UCIOJb3YysT 9T MOAEIU. DOJBIIMHCTBO 2THX
METOZIOB ~ peaJiM30BaHbl €  TIOMOIIbIO  S3BIKOB  BEPOSTHOCTHOTO
MPOTPAMMUPOBAaHNS, KOTOPbIE IO3BOJSIOT OYE€Hb 2JIETAHTHO M KOMITAKTHO
omucaTb  u3ydaeMyio  3agady. [IpuMmepamMu  TOMyJISPHBIX  SI3BIKOB
BEPOSTHOCTHOTO TIPOTPAMMUPOBaHUS SABJS0TCS PyMC  (KOTOPBI MOKHO
ncmonb3oBath B Python) m Stan (dpeliMBOpK, B KOTOPOM MOYKHO
HCII0JIb30BaTh HECKOJIBKO SI3BIKOB, B ToM uncie Python). Xors atu makersl u
TpeOyIOT — OINpENEIeHHOTO  TOHWMaHWsI  TEOPUU  BEPOSITHOCTEH,  OHH
3HAYUTEJHHO YIIPOIIAIOT CO3/IaHNe HOBBIX MOIesiell 3HAaUUTEIbHO.

HecmoTps Ha TO 4TO MBI 3aTPOHYJIM TeMY HEHPOHHBIX CEeTel JIUIIb KPaTKO B
rjaBax 2 W 7, JaHHOEe HalpaBJeHUE SIBISIETCST OBICTPO Pa3BUBAOIIEICS
00/IaCThI0 MAIIMHHOTO OOYYeHUs, B paMKaxX KOTOPON MbI KayKAYIO HEIEsIIO
y3HaeM O HOBBIX JIOCTUKEHUSIX W HOBBIX cepaX MPUMeHEHUS HEeHPOHHBIX
cereit. Ilocimenume ycrmexu B 00JIacTH  MalIMHHOTO — OOy4YeHUs] WU
HNCKYCCTBEHHOTO MHTEJJIEKTa, HanmpuMmep mobexa mporpamMbl Alpha Go Haz
yeMIMMOHOM 110 urpe Go, IOCTOSTHHOEe yJydllleHhe KayecTBa paclio3HaBaHUS
peur, BO3MOKHOCTh IIOYTH MTHOBEHHOTO IIepeBoJla peuyu, TOJHOCTBIO
00YCJIOBJIEH TUMU JOCTHKEHUSIMI. XOTSI IIPOTPECC B ATOM 00IACTH ABUKETCSI
CTOJIb OBICTPBIMU TEMITAMMU, YTO JIF0OAsk CChIIKA Ha MEPEOBON METO BCKOPE
ycTapeBaeT, HeJlaBHO Bbllleaniagd kuaura Deep Learning 3a aBTOPCTBOM SlHa
Tyndemnnoy, Momya Benrno u Aapona Kypsusrs (usgateasctso MIT Press)
IIPECTaBIISIET COO0M KOMILJIEKCHOE BBEEHIE B TEMY HEHPOHHBIX cereii.”

B sT0ii KHUTE TPUHSTO, 4YTO OOpabaThiBaeMble JaHHBIE MOKHO XPaHUThH B
olepaTUBHON TaMATU B BuUje MaccuBa NumPy miau pa3pekeHHOU MaTpUIlbI
SciPy. /laxke HecMOTpsl Ha TO YTO COBPEMEHHbIE CepPBepPbl YAaCTO OCHAIIEHBI
cotusimu  turabaiit (') omepaTwBHOI HaMSATH, MaMSATb  SBJSETCS
dyHIaMeHTAJIbHBIM ~ OTPpAaHUYEHUEM,  HaKJJ[bIBAeMbIM  Ha  pa3Mep
0OpabaThIBaeMbIX JaHHBIX. He KaKabIil MOXKeT O3BOJUTE cebe KyITUTh TaKOil
OOJIBIION cepBep, MW Jake apeHA0BaTh y IIpoBaiiepa OOJAYHBIX YCJIIYT.
OpHako B OOJIBINMHCTBE IMPOEKTOB JaHHBIE, KOTOPBIE HCIOJb3YIOTCS IS
MIOCTPOEHUsI  CUCTEMBI ~MAIIUHHOTO OOydYeHWsI, WMEIT OTHOCHUTEIHHO
He6obIIoN 00beM. HabopoB, cocToAmMX M3 COTEH IMradaiiToB JAaHHBIX U

52 [Tpenpunt kuurn Deep Learning MOXHO OCMOTPETh 110 aapecy http://www.deeplearningbook.org/.
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6osiee, MOBOJIBHO Maiio. JlaHHbBIN (DAKT MO3BOJSIET CYUTATh, YTO BO MHOTUX
clydasX yBeJndeHHe oObeMa IMaMsITH WM apeHIa cepBepa y IpoBaiizepa
00JIaYHBIX YCJIYT SBJSETCS KU3HECHOCOOHBIM perreHneM. OIHAKO eCIr BaM
HeoOXouMO 00paboraTh TepaballT JaHHBIX WJIM BaM HYKHO 00paboTaTh
GoJibliie OOBEMBI JAaHHBIX IIPU OrPAaHUYEHHOM OIO[KeTe, CYIIECTBYET [IBE
6a3oBbIe CTpaTeruu: out-of-core learning (0Oy4YeHIe BO BHEIIHEH MTAMATH) N
parallelization over a cluster (pacnapaJre/imBadne Ha KJIACTEDE).

OO6yueHne BO BHEIIHEH MaMITH — 9TO 00ydeHre Ha OCHOBE JaHHBIX, KOTOPBIE
HE MOTYT OBITh COXpaHEHbI B OCHOBHOI IIAMSITH, HO IIPA 9TOM IIPOIIECC
OCYIIIECTBJISIETCS Ha OJHOM KOMIIbioTepe (TP 3TOM MOKET MCII0JIb30BaThCI
JlasKe OJHOSIIEPHBIN Mpolleccop KOMIbioTepa). /laHHbIe CUMTBHIBAIOTCS U3
HNCTOYHMKA THUIIA JKECTKOTO AMCKA MU CeTH OO0 IO OJHOMY IIPUMEpY 3a
Ipoxoj, b0 B BHUAe OJOKOB, COCTOSIINX M3 HECKOJbKUX IPUMEPOB, C TEM
4TOOBI IIOMECTUTD KasK/IbIil OJIOK B OIIEPATUBHYIO IIAMSTh. 3aTEM STOT IIPUMEP
nan OJIOK HPUMEPOB 00pabaThIBaeTCs W MOJAEIb OOHOBJISIETCS C YUETOM
uH(OPMAIK, BBIYNCAEHHOI MO 9THM JaHHBIM.* 3aTeM 3TOT OJIOK JaHHBIX
yAAJISEeTCST M CYMTBIBAETCS CJEAYIOMNi moaHabop maHHBIX. B 6ubimoreke
scikit-learn obydeHne BO BHEIIHEH MaMSATH PeaIM30BaHO IS HEKOTOPHIX
MojeJiei, W BBl MOJKeTe HalTH MOAPOOHYI0 UHGPOPMAIMI0 O HEM B
PYKOBOJACTBe IMOJIb30Barest. IlocKoabKy oOyueHHe BO BHEIIHEH IMTaMsTH
mojipasyMeBaeT 06pabOTKy BCeX JaHHBIX Ha OJHOM KOMIIBIOTEPE, TO B CJIydae
60BIINX HAOOPOB JAHHBIX BBIIOJHEHUE MOJO00OHBIX BBIYMCICHUI 3aiiMeT
MHOTO BpeMeHU. KpoMe Toro, He /i BceX aJITOPUTMOB MOKHO OCYIIIECTBUTD
oOydyeHne BO BHEIITHEN aMSITH.

Eie omgaa crparernst MacmTabupoBaHWS — 9TO paclipefie/ieHre JaHHBIX 110
HECKOJIbKUM MallliHaM BBIYUCJIUTEIbHOTO KJacTepa, KOorja KaxK/as MallliHa
00pabaThIBaeT CBOIO YacCTh JaHHBIX. J[JIs HEKOTOPHIX MOJENell 9Ta CTpaTerns
MOKET JaTh Topa3fo Oojiee CyINIECTBEHHOE YCKOpeHHe U pa3Mep
00pabaThIBaeMbIX JaHHBIX OTPaHWYEH JIMIIb pasMepoM Kiactepa. OgHAKO
O00HBIE  BBIYMCJICHUS qacTo  TPeOYIOT OTHOCHUTETHHO  CJIOKHOM
uHdpacTpykTypbl. Ha maHHBIII MOMEHT OZHON W3 HamboJjiee IOIYJISIPHBIX
miaTdopM pacupesieIeHHbIX BBIUMCIEHUN sBJseTcs ImaTdgopma spark,
Bxozsmas B akocuctemy Hadoop. B pamkax makera MLLib mist miatdopmbl
spark peaj30BaHbI HEKOTOPbIE AJTOPUTMBI MAIIMHHOTO 00y4eHwus. Ecim
Ballll JlaHHble YsKe 3anucanbl B aiinoBoii cucreme HDFS uam B yike
HCIIOJIb3YeTE Spark JJIst peBapuTebHO 00pabOTKHN JaHHBIX, OIACHIBAEMBII
crrocob BBIYMCJIEHUIT MOKET cTaTh Hambojiee pocThiM BapuanToM. OmHAKO
ecIu y Bac elle HeT TaKou WH@PaCTPyKTypbl, YCTAaHOBKAa W WHTerpaIus

3 Hanpumep, Npy OleHUBaHUKM HapaMeTPOB KOHKPETHOTO JMHEHHOro MeTofa (BECOB B JIOTMCTHYECKOi
perpeccun) GyIeT MHUIUATU3UPOBAHO HEKOTOPOE HAYaIbHOE 3HAUYEHHE ITHX IMapaMeTpOB, MOCHE Yero
Moydass Ha BXOI OYepemHON TpuMep WiH OGJIOK TPUMEPOB u3 ofydalomieil BBHIOOPKU, Beca OyAyT
obHOBIsATRCSI. — [IpHM. mep.
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KJjacTepa spark MOryT HOTp€6OBaTI) OoYeHb OOJIbIIUX yCI/IJII/IfI. Panee
yHOMHHyTbeI ITaKET vM IIPEAJIATAET DAL BO3MOKHOCTEN AJIAd OCYHIECTBIIEHUA
paclipeaeJI€EHHbIX BBIYMCJIEHUN 1, BO3MOJKHO, 6y]_[eT JIYYIIIMM pe€lIeHnueM B
JaHHOM CJIy4dace.

Kak m Bo MHOrmX acmekTax >KM3HM, TOJIbKO IPAKTHKA IO3BOJUT BaM CTaTh
HKCIIEPTOM B BOIIPOCAX, PACCMOTPEHHBIX HaMH B 3Toi KHure. [Iporiemypbl
BBIICJIEHUST TIPU3HAKOB, IPEABAPUTENbHON 00paOOTKM, BHU3yaJH3allu U
MIOCTPOEHMST MOJIETM MOTYT  CHJIbHO BapbUPOBaTh B 3aBUCUMOCTU OT
pasIMYHBIX 3a7ad U pa3HBIX HAOOPOB JaHHBIX. BO3MOXKHO, B BalleM
PACIIOPSLKEHUM YK€ HMMEIOTCST pasHble HaOOphI JAHHBIX C PasInIHBIMU
3amauamu. Eciam BbI ellle He peliaeTe KOHKPETHYIO 3ajady, XOPOIIein
CTapTOBON ILJIOMIAAKON CTAaHYT KOHKYPCHI II0 MAIIWMHHOMY OOydYeHUIO, B
paMKaX KOTOPBIX IyOJUKYIOTCS JaHHbIE ¢ KOHKPETHOH 3ajadeil M KOMaH/IbI
COPEBHYIOTCSI B IIOJYYEHUM HAWIYYIINX ITPOTHO30B. MHOrHe KOMITaHUH,
HEKOMMeEpUYeCKHe OpraHu3allii W YHUBEPCUTETHI  IMPOBOJSAT  TaKUe
copeBHoBaHus. OHA M3 CaMBIX MTOMYJISIPHBIX ILIOIIA0K, Ha KOTOPOM MOKHO
HAITH 9T KOHKYPCHI - 310 Kaggle, BeO-caiiT, KOTOPBIN PEryJIsIPHO IIPOBOIUT
COPEBHOBAHUS 110 aHAIU3y JAaHHBIX, HEKOTOPbIE M3 HUX UMEIOT COJIMIHBIN
pu30BoI (HoH/I.

Kpowme Toro, hopym caiita Kaggle — ato xopomnit ncTouHrK nHGOpMAaIAN
O HOBEHIINX WHCTPYMEHTAaX M TeXHUKAX MAIIMHHOIO OOyYeHWs, Ha caiTe
Tak)Ke MOKHO HAalTH pasjndyHble HAOOPBI AaHHBIX. Emie Oosbie HabOOPOB
JAHHBIX C COOTBETCTBYION[MMHM 3aJadaMd MOKHO HaWTh Ha Iuiardopme
OpenML, Ha kotopoii pasmerriero 6osee 20000 HaOOPOB TaHHBIX ¢ OojIee YeM
50000 3agauamMy MaIlIMHHOTO 0Oy4eHus. Paborta ¢ aTuMu HabOpaMu JaHHBIX
OTKPBIBAE€T 3aMedyaTeIbHble BO3MOKHOCTH [IJII OTTAaUYMBAHUS HABBIKOB B
obacTu MarmHHOrO oOydeHus. HemocTaTok cOpeBHOBaHMII 3aKII0YAETCS B
TOM, 4TO pelleHne A0KHO YAOBIETBOPSATh KOHKPETHOW U 3apaHee 3aJaHHO
METPUKE ONTUMU3AINU, ¥, KaK IIPAaBWJIO, JaHHbIE IIPEACTABJISIOT COOOIl
(PMKCUPOBAHHBII TIPeABAPUTEIHHO 00pabOTaHHBIA HAOOP AaHHBIX. MeiiTe B
BU/Yy, IIOCTAaHOBKa 3afauyn ¥ cOOp JaHHBIX TakK/Ke SIBJSIOTCS BasKHBIMU
acIieKTaMi, ¥ TPaBUJbHOE TMOHMMAaHUE 3aa4di, BO3MOKHO, TOpPa3/0 BasKHee,
yeM  BBDKMMaHHEe  MaKCHUMaJIbHOIO  IPOIEHTAa  IMPaBUJIBHOCTA W3
KJaccuduraTopa.

Mbl HazeeMmcs, 4YTO yOeAUIM Bac B IOJIE3HOCTH M JIETKOCTH IPUMEHEHUsI
MAIIMHHOTO OOydYeHUs [ PelIeHWsT CaMbIX pa3HOOOpPa3HBbIX 3ajad.
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HpOHO]I)K&fITG HNCCJIEN0BATDb JaHHbIE, HO HE ynyCKafITe n3 BUAY
KapTHUHY B LEJIOM.

OO0 aBTOpax

Anzpeac Miosutep mosryuns yaenyio crererdb PhD mo mammanomy o0yuennio
B DoHHCKOM yHHBepcurere. 3aHMMal B TedeHHe ToJa JOJKHOCTD
CcIIelMaINCTa 110 MAITUHHOMY 0OydYeHHUIo B Amazon, rje pemaj IPUKJIaJHbIe
3ajaun B 00JIaCTH KOMITBIOTEPHOTO 3peHus. B HacTosmmit MoMeHT AHIpeac
paGoraer B llenTpe msyuenust panueix Hbio-llopkckoro ynusepcurera. B
TedyeHue IOCJeHUX YeThIpex JieT AHjpeac CTal KypaTOpoM U OIHHUM U3
KJIIOYeBBIX ~ paspaborumkoB Oubaumoreku scikit-learn, wuHCTpyMeHTa
MAIIMHHOTO 00y4YeHNs, ITUPOKO KCIIOJIb3YEMOTO B IIPOMBIIILIEHHOCTH 1 HaYKe.
Kpome Toro, Auzipeac aBseTcst aBTOPOM U Pa3pabOTUMKOM elile HECKOJIbKIX
MOIMYJIIPHBIX ITAKETOB MAIIMHHOTO 00y4eHusi. CBOIO MICCHIO OH BIANUT B TOM,
YTOOBI CO3/[aBaTh MHCTPYMEHTHI C OTKPBITHIM ITPOTPAMMHBIM KOIOM, KOTOPBIE
yOMparoT MPelsSTCTBUs, MeIIalire 0ojiee aKTUBHOMY HCIIOJIb30BaHUIO
MAIIMHHOTO OOyYeHMsI B IPUKJIAAHBIX 3ajadax, COAEHCTBYIOT MPOABIIKEHUIO
BOCIIPOM3BOJIMMOI HayKu °* ¥ yIpomamoT IIpUMeHeHHe BbICOKOTOYHBIX
AJITOPUTMOB MAIIMHHOTO OOYYeHHUSI.

Capa I'Buzio — crieruayinet 1o aHajansy JaHHbIX, UMeeT OOJIBIION OIBIT PabOThI
B crapramax. Ee cdepa mHTEepecoB — s3bik Python, mammaHOe 00yuerue,
6osbinre 00beMbl JaHHBIX 1 MuUp TexHojoruii. CoBcem HemaBHo Capa crasa
BEAYIIMM CIEHAJINCTOM TI0 aHaJu3y AaHHbIX B KoMmaHuu Bitly, sBasercs
MIOCTOSTHHBIM CIIUKEPOM KOH(MepeHIMil 1Mo MallrmHHOMY o0yueHuio. Kpome
toro, Capa uMeeT cTelleHb Maructpa 1o uHGopMaTruke MUYNUTAHCKOTO
VHUBEpCUTeTa U B HacTosiiee BpeMst poxkusaer B Hoio-Mopxke.

KonodoH
JKusorHoe, nsobpaxkeHHOe Ha O0JIOKKe KHUTU BBejeHne B MAIIHHHOE
oOyuenne c¢ momompio Python — ajjneranckuii CKpbITOx)abepHHUK (JIaT.

Cryptobranchus alleganiensis), ambubusi, obuTarIass B BOCTOYHONW YaCTH
CIIIA (apean oburanus npocrupaercst ot Hpro-Mopka no Jxxopmkun). Ito
36MHOBOZHOE KMEET MHOKECTBO KOJIOPUTHBIX IIPO3BUIN, B UX YHUCIE
«aJIIETAaHCKWI ~ aJLINTAaTOP», <COILIM  BBIAPBI» W <«IPsI3b  JbSIBOJIA>.
[Tpoucxoxaerne oQUIMAIBHOTO aHIJIOS3bIYHOrO HasBaHus <«hellbender
salamander» HesICHO: COIJIACHO OJHOW W3 TEOPHUM, IEepPBble IOCEIEHIIbI
MOCYNTAIN BHEIIHUI BUJ| CaJlaMaH/Pbl OTTAJKUBAIOIIUM U IIPEIIIOJIOKILIN,
YTO 3TO CYIIECTBO M3 aJia, B KOTOPBI OHO CTPEMUTCSI BEPHYTHCSI.

54 Bocrnpoussoaumas Hayka (reproducible science) — HayuHas gesTelbHOCTbD, B IIPOLECCE KOTOPOM OTKPBITHS
OCYTIECTBISIIOTCS TI0 3apatee U3BECTHOMY U OTPAGOTAHHOMY <«MapIpyTy», KaK 9TO, HATPUMED, TTPOUCXOIUT
B CTPYKTYPHOII TEHOMHUKE TIPU OTKPBITUU HOBBIX MOJIEKYJL. — [Ipum. mep.
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AJLeTaHCKMI  CKPBITOKAOEPHUK SIBJISIETCS TIPEACTABUTEIEM CeMelCTBa
TUTAaHTCKUX CaJaMaHApP W MOKET JOCTUTATh 73 CAaHTHUMETPOB B JJIMHY. IJTO
TPETUH 10 BeJIMYWHE BUJ BOAHBIX cajamaHap B mupe. CamamaHapa mMmeer
VILUIOIEHHOE TEJIO C TOJCTBIMUA CKJIAJAKAaMU KOXH 10 OokaM. XOTs
caJlaMaHAPbl ¥ MMEIOT IO OAHOI »KabepHOil Imear ¢ KaxI0il CTOPOHHDI,
OOJIBIITYI0 YacTh KHCJIOPOAA OHHU IOIJIOIIAIOT dYepe3 CKIAAKA KOKU: Tra3
MPOHUKAET W  BBIAEISETCST 4epe3  KaluJLISIPhl, PaCIOJIOKEHHbIE —Ha
IOBEPXHOCTH KOJKIL.

B cuiy aroro ux mpeanbHas cpega OOMTaHUS — 9TO YUCTHIE, OBICTPHIE M
Her7lyOOKWe  pydbd, TJe BOJAa  XOPOIIO  HACBIIEHA  KHCJIOPOIOM.
CKpBITOKAOEPHUK TPSTYETCS TI0/] KAMHSIMU M OXOTUTCSI TJIaBHBIM 00pa3oM ¢
IIOMOII[bI0 OOOHSHUSL, XOTsI CIIOCOOEH OIIYIaTh MaJjeiiinne KojaebaHus B BOJIE.
Ero paimmoH cocToMT W3 PEYHBIX pakoB, MeJkux poi0.  VHorma
CKPBITOKa0EPHUK TIOefaeT siila caaaMaHap cBoero Buaa. CKpPhITOKAOEPHUK
SIBJISIETCST KJTIOYEBBIM YYACTHUKOM CBOEH 3KOCHCTEMBI, Oyaydn H0ObIYei st
KPYITHOI PBIOBI, Yeperax u 3Meii.

B  Teuenme mOCHEIHMX ~ HECKOJBKUX  JECATUIETUH  TOIYJISIUS
AJLIETAHCKOTO CKPBITOKAOEPHIMKA 3HAUMTEIbHO CHU3WIACh. KauecTBO BOIBI
CTaJo caMoii OOJIBIION TPOOJEMOM, TIOCKOJBKY JbIXaTelbHas CHCTEMA
CKPBITOKa0EPHUKOB JIEJIAET UX OUEHb YYBCTBUTEIbHBIMU K 3aTPA3HEHHON WM
MYTHOH Boje. AKTHBU3AIMS YEI0BEYECKON JEeSITeIbHOCTH BOJU3U MECT
OOMTaHWST  CKPBITOKAOEPHUKOB  O3HA4YaeT  yBeJWYeHHe  KOJMYecTBa
XUMHUYECKUX OCaAKOB B Boje. IIbITasich COXpaHUTDH 9TOT MCUE3AIOIINI BUI,
OUoJIOTM  CTalu  pas3BOAMTH amMpuONii B HEBOJEe M BBHIIYCKaTh HUX B
€CTECTBEHHYIO Cpeay OOWTaHUS IO JOCTVKEHMH HMHU MeHee YSI3BHUMOIO
BO3pacra.

MHorre >KMBOTHBIE, M300pa’KeHHbIe Ha OOJOKKAX KHUT H3JaTeIbCTBA
O'Reilly, maxozxsTcs mox yrpo3oil MCUE3HOBEHHS, BCe OHU MMEIOT BasKHOE
3Ha4YeHue /I OKpyKafouero Mmupa. Utobsl moapobHee y3HATh O TOM, KaK BbI
MOJKEeTe TIOMOYb, 3alInTe Ha cailT animals.oreilly.com.

N3obpaxkenne mist 00JI0KKU B3gaTo u3 kuuru Wood's Animate Creation.
Ipudtsr ob6mokkn — URW Typewriter and Guardian Sans. IHIpudr Texcra
— Adobe Minion Pro, mpudrt saromoBkoB — Adobe Myriad Condensed,
mpudT mporpammuoro kozxa — Dalton Maag’s Ubuntu Mono.
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ObpaTHas CTOpoHa OOAOXKN

BeeaeHve B MalwmHHOe oby4HeHne C noMoLLbIo Python

MawwnHHoe oOy4yeHne CTano HEOTLEMSIEMOM  YacTbio
PasnnYHbIX KOMMEPYECKMX W UCCNeaoBaTENbCKMX NPOEKTOB,
0fHaKo 3Ta 06NMacTb He ABNAETCS MPeporaTMBON OOMbLLKX
KOMMaHUIA C MOLLHbIMM aHANUTUYECKUMM KOMaHaamu. daxe
€CIn Bbl €LLe HOBMYOK B 1Cnonb3oBaHum Python, aTta kHura
MO3HAKOMMT Bac C MpaKTM4eckummn cnocobamu noCTpoeHNs
CUCTEM MalUMHHOTO 00y4eHns. [pu BCcem MHOroobpasuu
[aHHbIX, OOCTYMHbIX HA CErOAHSLIHWA AeHb, MPUMEHEHNME
MaLUMHHOTO  OOY4YeHWst OrpaHNYMBaETCA NWWb  BallvM
BOOOpaXeHNEM.

Bbl n3yunte atanbl, HeoOXoaUMbIe [Nt CO3AaHMS YCNELLHOTO
npoekTa MallnMHHOro 00yyeHus, wucnonb3ys Python u
oubnwuoteky scikit-learn. Astopbl AHapeac Mionnep u Capa
BMOO COCPEAOTOMMNM CBOE BHWMAHME Ha MPaKTUYECKMX
acnekTax NPUMEHEHUs anropUTMOB MALUMHHOTO 0OYy4eHms.
3HaHne Oubnmotek NumPy n matplotlib nossonut Bam
N3BMeYb 13 3TON KHUTK eLLe 6onbLue NMoNe3Hon MHgopMaLmn.

C NOMOLLbHO 3TOW KHUIM Bbl U3y4nTE:

e OyHoameHTanbHble MOHATUS U CPepbl NPUMEHEHUS
MaLLMHHOMO 0By4eHms

e [IpenmyluectBa W HegoCTaTKM LIMPOKO MCMOMb3yeMbIX
anropuTMOB MaLLMHHOIO 06y4eHus

e Cnocobbl 3arpy3kn AaHHbIX, obpabaTbiBaeMbIX B Xxoae
MaLUMHHOTO OBy4YeHMs, BKMOYas pasnuyHble acnekTbl
paboThl C JaHHLIMM

e [lpoaBuHYTbIE METOAbI OLEHUBAHUS MOZENN W TOHKas
HacTpoWnKa napameTpoB

e  [IpuHUMNBI NOCTPOEHMS KOHBENEPOB AN 06beaNHEHMS
MoZenen B Lienoykmn U MHKancynsumuy paboyero noToka

e MeTtoabl paboTbl C TEKCTOBLIMI AAHHBIMY

e PexomeHgauuu no ynyylweHWI0 HaBbIKOB, CBA3AHHbIX C
MaLLMHHBIM 0BY4EHNEM U HAYKOW O AaHHbIX

Oma  KHuea -  haHmacmudeckud,
cynepnpakmuyeckull pecypc 0nsi Kaxdoeo,
Kmo  xo4em  HaYamb  UCNOSIb308amb

MawuHHoe oby4yeHue 8 Python — kak xarb,
umo Koe0a A Ha4yuHana ucnosb308amse Scikit-
learn, amoli kHu2u He bbiro.

XaHHa Yonnok,
CTapLUMin Hay4HbI coTpyaHuk Microsoft Research

Anppeac Mionnep nonyuun yyenyto crenedb PhD
no MawuHHomy oOyyeHmto B BOHHCKOM
yHMBEpcuTETE. 3aHUMan A0MKHOCTb CreLman1eTa
no MawwHHoMy obydyeHmio B Amazon, rge
3aHumarncs paspaboTkoi NPOEKTOB
KOMMbIOTEPHOTO 3peHNs. B HACTOSILLMIA MOMEHT
Angpeac paboTaeT B LieHTpe M3yyeHus aaHHbIX
Hblo-Mopkckoro  yHuBepcuteta.  Kpome  Toro,
AHOpeac — KypaTop M OAMH U3  KIHOYEBbIX
paspaboTumnkoB 6ubnuotekm scikit-learn.

Capa N'BMAO — cneumanucT no aHanusy AaHHbIX,
nMeeT Gonblwoit onbIT paboTbl B CTapTanax,
COBCEM HEaBHO CTana BeayLwuM CreuuanucTom
Mo aHanu3y AaHHbIX B koMnaHuu Bitly, nocTosHHbIN
CrMKEP KOHEPEHLMIA NO MALUMHHOMY OBYYeHMIO.
Kpome Toro, Capa umeeT cTeneHb maructpa no
WHhopmaTmke MuymraHckoro yHuBepeuTeTa.
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