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06 aBTope

Ankyp Ilaten — Buue-npesupeHT komnanun 7Park Data, Bxopsieit B mopr-
denb akTMBOB MHBECTULIMOHHOI koMmanuy Vista Equity Partners. Bmecre co cBo-
elf KOMaH/[0/ pa3pabaThIBaeT MpOrpaMMHBIE IPOAYKTHI IO 06paboTke AaHHBIX A/
xeK-poHOB, a Takke cucTemy MLaaS (MalumHHOe 06ydeHMe KaK ycyTa), Ipen-
Ha3HaYeHHYIO A/ KOPIOPaTMBHBIX KIMeHTOB. B cucreme MLaa$ peanusoBansl Ta-
K1e yCIyTH, Kak 06paboTka eCTeCTBEHHOTO A3bIKa, 0OHapy)KeHe aHOMaJINif, KJlac-
TepU3aLyA ¥ NPOTHO3MPOBaHMe BpeMEHHbIX psAAOB. Jlo TOro Kak Hayarb paborars
B komnanuy 7Park Data, AHKyp 3aHMMancsa MCCIEJOBaHUAMM [/I1 M3PAU/IbCKOM
kommanuyu ThetaRay, ogHoro u3 nuoHepoB B 06/1acTH IPUKIaZHOTO MAlIMHHOIO
obyueHus 6e3 yuurens.

AHKyp HauMHa/l CBOI0O Kapbepy B KauecTBe aHanuTuka B J.P. Morgan, nocne
4ero paboTan BeAYIIUM TpeiiepoM MO KPeAUTHBIM OIepalMsAM C Pa3BUBAIOIIN-
MMCS CTpaHaMM B MHBECTMIUMOHHOJ KoMmaHuy Bridgewater Associates, ABndio-
IIeiicA KpyIHeimuM Xemx-poHnoM B Mupe. Biocnenctun ydpennn xemx-¢GoHn
R-Squared Macro, paspabarbiBaBIunit 4711 KIMEHTOB CTPAaTETMM ITIO6AIBHBIX Ma-
KPOMHBECTULIMIA Ha OCHOBE METOHOB MalIMHHOro obyuenmsa. Boimyckumx Ilko-
JIbl O61LECTBEHHBIX ¥ MEXAYHapPOAHBIX OTHOIIEHNI uMeHu Byapo Bunbcona npu
ITpuHCTOHCKOM YHUBepcuTeTe, rae 6bIT yrocToeH npemun nMenn JIkona JlapkuHa
3a JIy4IIyI0 MaTMCTEPCKYIO UCCEPTALIMIO B 06/1aCTH OMMTUYECKOI SKOHOMMML.

06 u306paxkeHUM Ha 06n0XKKe

JKuBoTHOE Ha 06/10)KKe KHUTY — KOPOMKOulepcmHbiil, UM 06biKHOBEHHbIL, B0M-
6am (nat. Vombatus ursinus). HecMoTps Ha TO 4TO ero BUOBOE Ha3BaHMe BK/IIOYa-
eT c7oBo “ursinus” (MefBexb), BOMOAT — CyM4aToe )XMBOTHOE, OM3KMiA POJICTBEH-
HMK KOa ¥ KeHrypy. [Iukue BombaTsl BoaATcs maiub B ABctpanuu u Tacmanuu. Vix
€CTeCTBEHHOI Cpefioft 06MTaHuUA CITy>KaT MpUOPeXHbIE NIeca, PeAKONEeChs U KyCTap-
HMKOBBIE CTEIIN, TT{e OHM POIOT HOPBI CBOMMM OCTPBIMM KOITAMM.

Teno BoM6ara NOKPHITO KOPOTKOM TYCTOI LIEPCTHIO, ET0 KOHEYHOCTH KOPOTKME
¥ CM/IbHBIE, HOC TOMBII, a yun Hebonbiume. Kak u y mo6oro cymyaroro, y Bomba-
Ta MMeeTCA CyMKa (BHEIIHMII MeLIoYeK), B KOTOPO >KMBET [eTEHBII, HO OHA I10-
BepHyTa Ha3afl. Takum o06pa3oM, MOpAOYKa MasIbIlIa o6pallieHa B CTOPOHY 3aiHUX
KOHe4yHoCTeit MaTepy. Brarogaps aToMy, Korga BoM6aT poeT 3eMIII0, IpsA3b He MOo-
najaeT B CyMKY. JleTeHbIUN pOXKAAIOTCA NILICBIMUA. BepeMeHHOCTh A/MMTCA MecAL,
HO B Te4eHye IPYMEPHO ellfe OHOTO rofia MaTh MIPOAO/KAET KOPMUTD M COTPEBATh
Marbllia.



JlnuHa Tena B3pocioro Bom6ara B CpeffHeM JOCTUTAET OFHOTO METPa, a BeC —
npumepHo 20 Kr. B ukoit npupose BoM6aTbl XUBYT OKOMO 15 €T ¥ NPOU3BOAAT
IIOTOMCTBO pa3 B iBa rofia. B HouHOe BpeMsA OHM IPBI3yT BCEBO3MOXHbIE TPABbI U
KOPEeHbsI CBOMMM HENPEPLIBHO PacTYILMMI NepeHMMM pestiaMu. B nieom Bomba-
TBl — HOYHbBIE )XMBOTHBIE, TEM He MEHee OHYM He IPOYb IIOHEXUTHCA Ha CONMHBIIIKE,
KOI'la HaCTYTAIOT XO/Ofa.

HepaBHo 65110 06Hapy>keHO, 4TO caMKa BoM6aTa, FOTOBas K CIIapMBaHMIO, 110-
KYCBIBAaeT caMIja c3aay. Takue yKycbl HU4€M He BPEAAT CaMLy, IOCKO/IbKY €ro WKY-
pa B 3TOM MecTe [OCTaTO4HO rpy6as. Bomee Toro, korma BombaT oTpaxkaeT Hama-
[ieHMe XMLIHMKA, OH IOBOPAaYMBAETCA K HEMY 3a[iOM M 3a/1a3UT B HODY, OCTaB/IAA
He3alIMIEeHHOM CaMylo IPOYHYIO YaCTh CBOETO Te/a. BHelllHe HeyKMoXuMi, nepen
JULIOM YTPO3bl BOM6aT crioco6eH pasBMBaTh CKOPOCTh 710 40 KM/4ac.

MHorue U3 >KMBOTHbIX, M306pakaeMbIX Ha OONOXKaX KHUI M3[ATENbCTBA
O’Reilly, HaxopsTcs mop yrpo30it BBIMUPaHNsA, 1 BCe OHM NIPECTAB/IAIOT LIEHHOCTDb
15 Hallero Myupa. UTo6bl y3HATb O TOM, KAKMM MOXET OBITh Balll TUYHBIA BK/Iaf B
MX CITaceHye, MOCeTUTE CaiiT animals.oreilly.com.

Uso6paxeHne Ha 06/10)kKKe KHUTH — KOMMsA YepHO-6enoit rpasiopsl XIX crone-
TUA U3 MHOTOTOMHoOTO u3gauus Royal Natural History JInnexkepa.



BBeneHue
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KpaTkas uctopua mawmuHoro o6yuenus

MamnHHoe oby4eHue — K/1acC METOOB MCKyccTBeHHoro uHremnekra (VM),
MO3BO/AIONUIMX KOMIIbIOTepaM 06y4aThcst Ha OCHOBE IaHHBIX (OOBIYHO B XOfie pele-
HMA y3KOCIeIManu3MpOBaHHBIX 3a/ja4) 6e3 ABHOro NporpaMMMUpOBaHus. TepMuH
MawunHoe o6yyerue 6bI1 BBemeH ApTypoM CamioaneM, nerenon B obmactu VU,
eme B 1959 rony, ogHako Ao KoHua XX Beka /MIIb HEMHOTMM NIPOEKTaM yAanoch
JOCTUTHYTb KOMMEPYECKOTO ycrexa B 06/1acTM MalIMHHOTO 00y4eHus, KoTopas
ocTaBa/ach He 60/iee YeM HuUILel A1 aKafieMINYECKMX MCCIIEROBaHMIL.

Ionavany (B 1960-e rogsr) MHOrMe YneHsl coobimectBa VIV 6pimm momHb! on-
tumuama. Hanpumep, Tep6ept Caitmon 1 Mapeun MuHCKMiT Io1arany, 4ro foc-
TU>XKEHMEe VICKYCCTBEHHBIM MHTEN/IEKTOM YPOBHA 4e/lTOBEYECKOTO pasymMa — M0
6mKanIImnx necATUIeTH

Yepes gBaguaTh /€T MalUMHBI GYAYT COCOGHDBI BBLIMOMHATH Mobyio pabory,
KOTOpas IOf CUTTY YENOBEKY.

TI'epbepm Caiimon, 1965 .

Yepes 3-8 eT y Hac MOABATCA MallMHBI, o61afanoume o6UMM MHTENIEKTOM Ha
ypOBHe TUITMYHOTO YeNloBeKa.
Mapeun Munckuii, 1970 a.
OcnenieHHble ONTUMU3MOM, UCCIEfOBaTeNnM CPOKycHpOBanUCh HA PasBUTHU
MIPOEKTOB TaK HasbIBaeMoro cusnvHozo VIV, VIX uenbio 6bUIO CO3aHMe MHTE/IEK-
Tya/bHBIX aT€HTOB, CIIOCOOHBIX pellaTh 3a/jauu, OpMUPOBATh 3HAHMA, 06yIaTbCA
M I/IAaHUPOBATh CBOM [ENCTBMUA, IOHNMMATh €CTECTBEHHBIN A3bIK, BOCIPMHUMATD
OKPY’KaloLlyI0 CPeRy M KOHTPOMMPOBaTb MOTOPUKY. Bceobmmit aHTy3smasm cmo-
CO6CTBOBa/I TIPUB/IEYEHNIO CEPbe3HOTO PMHAHCUPOBAHMA CO CTOPOHBI TaKMX Op-
raHusaumit, kak Munmucrepctso o6oponst CIIIA, oaHako 3afauu, CTOABLIME TIEpeN
UCCI/IeROBaTeNAMY, OKa3a/IMCh HACTONBKO aMOMLIMO3HBIMM, YTO IOIBITKY PELIUTh
UX B Ty NOpy 65111 3aBefloMO 06pedeHbl Ha MPOBAJL.

! 9tu npen spoxuoBumu Cranmm Kybpuka Ha cospanue B 1968 rony o6pasa pasyMHOTo KOMIbIOTEpa
HAL 9000 B ¢punbMme “KocMuyeckas ogucces 2001 ropa”



AxageMudeckye UCCTIEROBaHUA PEAKO AOBOAMU/INCDH 10 YPOBHA IPOMBIIIZIEHHBIX
pa3paboToK, YTO NPOABMU/IO ce6A B cepuy TaK Ha3bIBaEMBIX “3MM MCKYCCTBEHHOTO
uHTeIeKTa . DTN “3uMHMe” TepuOoAbI (a//II03UA Ha BHIpaKEHMe “sflepHast 3UMa’,
6bITOBaBILEE B 3[I0OXY XO/IOGHOI BOJHbI) XapaKTepU30Ba/INCh yTacaHNEM MHTepeca
K IV 1 cooTBeTCTBYIOIMM COKpallleHueM $uHaHCUpOBaHuUA. BpemeHaMu Bokpyr
MW nogHuManach pexnaMHas IIYMMUXa, OJHAKO HMKAKOro peanbHoro sddekxra
aTo He npuHocuno. K Hagany 1990-x ronos nnTepec k VIU u ero ¢punHancupoBanue
6bLIM TOYTH CBEAEHDI Ha HET.

WU cHoBa Ha nuKe NONYNAPHOCTH, HO NOYEMY UMEHHO
ceifyac?

TeM He MeHee 3a OCNIEAHNE 1BA AECATUIETUA OTPACIb BO3POANIACh — CHAYaza
B aKafileM4YeCKUX KPyTax, a 3aTeM B BUJe MacCOBOro (eHoMeHa, B KOTOPbI/ BOB-
JIe4eHBI Ty4LIMe YMBI U3 YHUBEPCUTETCKONM M KOPIOPATHBHOI cpefbl. Pemaronyyio
ponb B Bo3poxxaeHuu UV ceirpanu Tpu dakropa: MpopHIB B pa3paboTKe anropuT-
MOB MaLINHHOTO 06y4eHMA, LOCTYNMHOCTD 60/b1IMX 06HEMOB JAHHBIX Y TIOAB/IEHNE
CBepXOBbICTPBIX KOMIIBIOTEPOB.

Bo-nepBbix, BMECTO TOro, 4To6bI (OKYCMpOBATbCSA Ha Yepecyyp aM6uiymos-
HbIX IpOeKTax cunbHoro MV, mccnemoBareny coCpeROTOYMMNCh Ha 6onee y3KMX
3ajjayax, M3BECTHBIX KaK (71a0bili, MU ozparudenHviti, VIV1. PesynbTaToM akiieH-
TUPOBAaHMA BHUMAHMA Ha YNy4IEHMM PeLIeHMi 1A Y3KMX 3afiad CTa/ MPOPHIB B
pa3paboTke a/IrOPMTMOB, POMTOXKXUBLINIA IMyTh K YCIENIHBIM KOMMEPYECKUM NIPH-
NOXKeHNsIM. MHOrMe U3 3TUX aITOPUTMOB — YacTO M3 YMC/Ia TeX, KOTOPBIE IIepBO-
Ha4ya/JIbHO pa3pabaThiBa/liCh B YHMBEPCUTETAX MM YACTHBIX MCCIENOBATEMbCKIX
nabopaTopusax, — 6bICTPO NPEBPATU/INCH B IIPOEKTHI C OTKPHITHIM MCXOHBIM KO-
JIOM, 4TO YCKOPM/IO BHEPEHME ITUX TEXHONOTHIA B IPOMBILITIEHHO Cpefe.

Bo-BTOpBIX, GONBIIMHCTBO OpPraHM3aLMii 3aHANOCH HAKOIVIEHMEM MNaHHBIX, a
CTOMMOCTb MX XPaHeHWs Pe3Ko ymana 61arofaps nporpeccy B cosfanuy 3¢ dek-
TMBHBIX KOMITbIOTEPHBIX XPaHU/INIL, B TO BpeMs Kak VIHTepHeT obecnednn foCTym-
HOCTb 60/IbIINX 06 BEMOB JaHHBIX B HEBUAAHHBIX paHee MacIITabax.

B-TpeTbux, 6marogaps 06/ayHbIM TEXHONOTMAM CTalMM AOCTYIHBI CBEPXMOIL-
Hble BBIYMC/TUTENbHBIE PECYPChI, YTO IO3BOMAET MCCIEHOBATEAM JIETKO M HefIo-
poro MmaciitabupoBath IT-uHdpacTpyKkTypy, He fieas OTPOMHBIX MHBECTULMI B
obopynoBaHue.
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Noasnenue npuknagHoro U

Ilop BNMsAHMEM TpeX BblllenepednCIeHHbIX GaKTOPOB MCCIEROBaHNMSA B 06/1acTH
UMW nepeMecTunuCh U3 aKkafeMuyecKoy cepsl B IPOMBILIIEHHYIO, YTO CIIOCO6-
CTBOBA/IO MOBBILIEHNIO MHTepeca K VIV u npusnedennio 6onee cyuiecTBeHHOro
¢bMHaHCMPOBaHMUsA, KOTOPOE 13 TOfa B TOJ YBENMUMBaETCA. Tenepb MCKYCCTBEHHBIN
VIHTE/UIEKT — He TOJIbKO NpeAMeT TeOpPeTMYECKMX MICCIIEROBAHMIA, HO U MO/THOLIEH-
Has npukaagHaa o6macts. Ha puc. 1 mokasau rpadmk u3 Google Trends, cBupe-
TE/bCTBYIOLLMIA O POCTE MHTepeca K MalIMHHOMY 0Oy4eHMIO 3a IOC/IeHME TOIbI.

AuHamMuka nonynsapHOCTH $

pumesanne

Puc. 1. Pocm unmepeca Kk MAUIUHHOMY 06y4eHUro

B Hactosmee BpeMa MM paccmaTpuBaeTcs Kak peBOMIOLIMOHHAA TEXHONMOTUS,
CPOHM TOSIBTIEHUIO KOMIBIOTEPOB M CMapT(HOHOB, KOTOpas Ha MPOTHKEHUM I10-
CTIeAYIOLIEro JECATMNIETUS OKaXKeT 3HaYMTeNbHOE BIMAHME HA BCE OTPACIy Mpo-
MBIIIIEHHOCTH?,

Ycneursble KOMMepYecKye MPMMEHEHUA MALIMHHOTO 06y4eHua BK/IIOYAOT OIl-
TUYeCKOe pacrio3HaBaHMe TEKCTa, PU/IBTPALIMIO CTIaMa 3/1eKTPOHHOM MOYTHI, KOM-
IIBIOTEPHOE 3peHMe, pacllo3HaBaHME pedyM, MALIMHHBINA NepeBOfi, TeHepMPOBaHue
CMHTETUMYECKMX JAaHHBIX, OOHapy>XeHue aHOMa/ui1, NpefoTBpalleHne Kubepnpe-
CTYIUIEHU, BbIABTIEHME MOIUEHHNYECKMX ONepanmii ¢ 6aHKOBCKMMM KapTamiu,
TIPOTHO3MpPOBaHNe BPEMEHHbIX PANOB, KIacCH(PUKALMIO TOKYMEHTOB, PEKOMEH/Ia-
Te/IbHble M TIOMCKOBBbIE CMCTEMBI, POOOTOTEXHMKY, OH/IAH-PEeKIaMy, CEHTUMEHT-
aHanM3, aHanu3 GQMHAHCOBBIX PHIHKOB ¥ MHOTO€ AAPYTOE.

2 Cor/1acHO IPOrHO3aM MEXAYHapOLHOM KOHCANTUHIOBOM koMmanuyu McKinsey 6oiblie OOBMHbI
BUAOB NpodeccHOHaNbHOMN AeATeNbHOCTH, OCYILIECTB/IAEMBIX B HAaCTOALLiEe BPEMs TOIbMM, MOTYT
6bITh aBTOMATH3UPOBAHBI K 2055 T.
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OcHoBHble 3Tanbl pa3BuTuA npuknagHoro U
3a nocnegHune 20 net

Huxenepeuncinentsle Bexu passutus VIV cnoco6cTBOBamm TOMY, 4TO 3Ta 06-
NaCTb UCCNIE[OBaHMIA, IEPBOHAYAIbHO NPECTAB/IABIIASA IMIIb AKaleMUYECKMI MH-
Tepec, IpeBpaTMIACh B NIEPEAOBOI Kpaii COBpEMEHHOI HayKH.

1997 rop; uraxMatHslit cynepkommnsiotep Deep Blue mon ynpasnennem UMY,
HaXOAMBLIMICA B paspaboTke c cepemmubl 1980-x rogoB, BIMTPan Mard y
yeMmMoHa Mupa 1o maxmaram fappu Kacmaposa — co6biTie, IMpPOKO OCBe-
1aBLIeecs B Ipecce.

2004 rop: ympaB/ieHME IIEPCIEKTMBHBIX MCC/IENOBATENIbCKUX IIPOEKTOB
Munnucrepcrsa o6oponnl CIIIA (DARPA) opranu3oBano npoBeiEHNUE B IyC-
ThIHE eXXEeTOAHBIX COPEBHOBaHMI aBTOMOOMIEN-po6oTOB. B 2005 romy rnas-
Hbli1 1pu3 3aBoeBan Crandopackuit yausepcutet. B 2007 rogy yHuBepcureT
Kapnern — MenmoHa g0o6M/IcsA aHANMOTMYHOTO pe3ynbTara B TOPOACKUX YC-
noBusix. B 2009 roxy komnaumns Google cospana 6ecrmnoTHbI aBTOMOGHUID.
K 2015 ropy MHOrMe TexHONOrM4eckue ruranThl, BKkmovas Tesla u Uber, 3a-
NycTUM 1eApo (GpuHaHCUpYeMble IPOTPaMMBI 110 CO3AHUIO 6eCTIMMTOTHBIX
MallIyH.

2006 rox: Dxedpdppu XuHTOH U3 yHUBepcuTeTa TOPOHTO MPEMTOXUT GBICT-
PbIit aITOPUTM OOYYEHMA MHOTOC/IOMHBIX HEPOHHBIX CETEN, YTO MTO/IOKMIIO
Havasio PeBOMIOLIMM ITy6OKOro o6ydeHns.

2006 rox: xomnauusa Netflix oprannsosana copeBHoBanmua Netflix Prize ¢
IPU30M B OMH MW/I/IMOH JO/I/IapOB, IIPEANOXMUB KOMAaHAaM pa3paboTynKoB
UCTIONDb30BATh MaLIMHHOE 06y4YeHMe A/IS TOBBIIIEHNA TOYHOCTU CBOEI PeKo-
MEeH/IaTe/IbHOM CUCTEMBI N0 KpaitHeit Mepe Ha 10%. OnHa #3 KOMaH[ 3aBoe-
Basa 310T pus B 2009 rogy.

2007 rom: MM poctur ypoBHA 4elOBeYECKMX BO3MOXXHOCTEN IPU UIpe B
IIAIUKY; COOTBETCTBYIOLIEe pelleHMe 6bII0 PENIOXKEHO KOMAH/0M paspa-
60TYMKOB U3 yHUBepcUTeTa ANIbOEPTEI.

2010 roa: B pamkax npoekTa ImageNet 65111 OpraHM30BaHBI €XKErOIHbIE CO-
pesHoBanus ILSVRC (ImageNet Large Scale Visual Recognition Challenge), B
KOTOPBIX KOMaH/Ibl-y4aCTHUKM O/DKHbI MCTIO/Ib30BATH a/ITOPUTMBI MalllVH-
HOTO 06y4eHMs [i/Is KOPPEKTHOTO Paclo3HaBaHusA 1 KIaccuduxanmm o6bex-
TOB, XPaHALIMXCA B BUAE KPYITHOTO M XOPOLIO eTanM3MPOBaHHOrO Habopa.
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ITU COpeBHOBaHUA NMPUBIEK/IM 3HAYUTETbHOE BHMMaHME CO CTOPOHBI KaK
aKaZieMM4YecKyMX, TaK ¥ TEXHOMOTMYECKMX TMTaHTOB. braromapsa mporpeccy
B pa3paboTKe IMy6OKMX CBEPTOYHBIX HEMPOHHBIX ceTell olMOKy Kraccudu-
Kaiuu, koropas B 2011 ropgy cocraBuna 25%, yaanocb CHU3UTb BCETO JIUILID
A0 HECKONMBbKMX npoueHToB B 2015 roay, 4yTo cenano BO3MOXHBIM CO3/IaHMe
KOMMePYEeCKMX NMPUI0XKEHUA /11 KOMIIBIOTEPHOTO 3peHMs U paclIO3HABaHUSA
00BEKTOB.

2010 rom: xoMmaHua Microsoft BeImycTMIa 6€CKOHTAKTHBIA CEHCOPHBIN
urpoBoit KoHTponnep Kinect mna xoHconn Xbox 360, cioco6Hblit OTC/IEXM-
BaTb [IBVM)KEHUA Y€/I0BEYECKOTO TeNla ¥ TPAHC/IMPOBATh MX I/Is yIIPaB/IEHUA
UTPOL.

2010 rop: xoMnaHus Apple kynuna Siri, OfMH 13 TepBbIX TOTOCOBBIX OMOILL-
HUKOB, 1 B OKTA6pe 2011 rofa BK/IIOYNM/IA €TO B COCTAB IIPOrPaMMHOro obe-
cniedyenus ans iPhone 4S. B koHe4HOM cyeTe roocoBoi MOMOIHMK Siri cTan
COCTaBHOM YacTbIO BCex NPOAyKToB Apple. Brrarogaps ucnonb3oBaHMIo cBep-
TOYHBIX HEPOHHBIX CeTell 1 PeKYPPEHTHBIX CeTell C JO/Iroi KPaTKOCPOYHO
nmamAThIo,Siri crocobeH pacnosHaBaTh peyb M 06pabaThiBaTh €CTECTBEH-
Hbli1 A3bIK. Bckope B 3Ty roHKy BKIIOYMINCh KoMnauuu Amazon, Microsoft
n Google, BBIIYCTUB aHa/IOrMYHble NpOrpaMMHble MPORYKTH Alexa (2014),
Cortana (2014) 1 Google Assistant (2016) cOOTBETCTBEHHO.

2011 rop: IBM Watson, MHTeN/IEKTya/IbHbI areHT BONPOCHO-OTBETHOM CU-
CTeMBl, pa3paboTaHHbI KOMaH/oI1 NIof pykoBoacTBoM [eitBuaa Oeppydun,
MO6MN pe3ynbTaThl MpebIAYIIMX To6enuTeNnell aMepUMKaHCKOM TeeBUKTO-
punsl Jeopardy! Bpana Partepa u Kena /xeHHuHrca. B HacTosmee Bpems
IBM Watson ucnonb3syetcs B pafie OTpacieil, BK/I04as 3paBOOXpaHEHNE U
PO3HMYHYIO TOPrOBIIIO.

2012 rop;: rpynna, pa6oraBumas Hag npoekToM Google Brain nox pykoson-
crBoM JHApio blHa u [Ixedda [uHa, 06y4unna HePOHHYIO CETh PaclO3Ha-
BaHMIO KOTOB Ha Hepa3MeueHHbIX M3006paXeHNAX, B3ATHIX M3 BUAEOPOINKOB
YouTube.

2013 rop: xomnanua Google Bbimrpana copesHoBanus Robotics Challenge,
nposoaumbie DARPA, B KOTOPBIX IIO/TyaBTOHOMHBIE POOOTHI PEIIAIOT C/I0XK-
Hble 3a/ja4M B YCTIOBUAX M3MEHYMBOTO OKPYXXEHU: yIIpaB/eHMe aBTOMO6K-
JleM, NepellarMBaHue Yepe3 MpPEMATCTBUA, OCBOOOX/AEHNE BXOM]A OT 3arpo-
MOXX/JAIOLIIMX €r0 MPeAMETOB, OTKPHITHE JBEPE 1 IIOJbeM MO JIECTHHMIIE.
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e 2014 rox: koMnanus Facebook ony6mikoBana pe3ynbTraTsl pa3paboTKy Heit-
pocucteMsl DeepFace, cioco6Hoi pacrio3HaBaTh MIIa MOAeH Ha [U(pPOBBIX
M306paKeHNAX C TOYHOCTBIO 97%, 4To 6onee yeM Ha 27% NPEBOCXOANIIO pe-
3y/IbTaThl MIPEbIAYLIMX CUCTEM M NMPUOMMKANOCh K YPOBHIO Ye/TOBEYeCKUX
BO3MOXHOCTEI.

o 2015 rop: komnauusa DeepMind paspa6orana nporpammy AlphaGo s urper
B ro, KOTOpas BbIMIpaNa Mary y mpodeccuoHana mupoporo knacca danp
Xyas. B 2016 rony AlphaGo no6eauna Jin Cepons, a B 2017 rogy — Ko [Ise.
B 2017 romy HoBas BepcuaA nmporpaMmbl nop HasanueMm AlphaGo Zero
ofiep>xana nobeny Hap mpepbigymeit Bepcueit AlphaGo co cuerom 100:0.
[Tporpamma AlphaGo Zero ucnionb3yeT MeToab! 06ydeHus 63 yumurens u os-
MafieBaeT MacTepCTBOM UIPHI B IO, UTpas cama ¢ coboit.

e 2016 ro;: xommaHua Google BbIMycTM/Ia KapAMHANbHO IepepaboTaHHYIO
BEPCUIO CBOEl CHCTeMBl MauIMHHOTO IepeBoga Google Translate, 3amMenuB
CYILeCTBYIOILIYI0 IPOrPaMMy, OCHOBaHHYIO Ha NepeBofie ¢pas, Heitpocucre-
Mot I/Ty60KOTro 06y4eHMs, YTO IIO3BOINIO CHU3UTD YMCTIO OLIMOOK ITepeBofia
Ro 87%, mpubIM3UB ee K YPOBHIO Ye/IOBEYECKMX BO3MOXKHOCTEIA.

o 2017 ron: mporpamma Libratus, paspa6orannas B ynuBepcurere Kapaern —
MennoHa, crana mobeguTeneM B TypHUpE MO 6e3NMMMUTHOMY TEXacCKOMY
XO/NfieMy.

e 2017 ron: 60T, 06y4eHHBII HEKOMMEPYECKOIT MCCTIeHOBATENbCKOM KOMITaHN-
eit OpenAl, o6birpan npogeccuoHaIbHOTO UrpoKa Ha TypHupe mo Dota 2.

0t cnaboro W k cunbHOMY

KoHeyHo, nepeyncnenHsle ycnexu B npumeHennn VIV pna pemenns y3kux 3a-
fila4 — 3TO BCEro JMUIIb OTNpaBHasA To4yKa. B cpene coobmectBa MM xpenner Bepa
B TO, YTO 0ObeMHEHe HECKOMBKIX n1a6bix cucTeM VIV oTKpoeT myTh K pa3paboT-
Ke cunvrozo VIV (artificial general intelligence — AGI). Takoit AGI-areHT cMoXeT
GYHKLUMOHMPOBATb Ha YPOBHE Ye/I0BEYECKMX BO3MOXHOCTE /1A PellleHNs Iupo-
KOTo Kpyra 3ajay.

HexoTopsle uccnenoBareny NporHo3MpYIoT, YTO BCeR 3a TeM, Kak MU cpaBua-
€TCsA TI0 CBOMM BO3MOXHOCTAM C Y€TIOBEKOM, CTONb cunbHBIN VIV mpes3oitneT ve-
JIOBEYECKMII MHTE/IEKT ¥ JOCTUTHET YPOBHSA TaK Ha3bIBAEMOTO CynepuHmennexma.
CorI/IacHO pa3lMyYHbIM OLIEHKaM /L1 3TOro noTpebyercs Kak MUHMMYM 15, a To 11 100
JIeT, HO 60/IbIIMHCTBO MCC/IEAOBATENE CXOAATCA B TOM, 4To VIV cMOXeT focTaTo4Ho
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MPOABUHYTHCA B 3TOM HAIlpaB/IeHU! Ha NMIPOTKEHMM HECKONbKMX MOKoeHuit. Uro

3TO: pe3ynbTaT BHOBb Pa3fyToi peKIaMHOM IIyMMXHM (C YeM MBI y)K€ CTa/lIKUBa/IUCh

Ha NpeAbIAYIMX UMKIaxX passutus VIN), nm ke Teneps Bce 6yzeT mo-gpyromy?
Bpems nokaxer.

Llenu u noaxoab!

Ha ceropHswmHmit feHp B GONBUIMHCTBE YCIEIIHBIX KOMMEPYECKMX IPHUIONKe-
HMIT — a 3TO TaKye 06/1acTy, KaK KOMIBIOTEPHOE 3pEHMe, PACTIO3HABaHUE PEdy, Ma-
IIMHHBII TIepeBOX U 06paboTKa eCTeCTBEHHOTO A3bIKa, — NpPUMeHsAETCA obydyeHue
C yuuTeseM, MO3BO/IAIOLIEE UCTIONb30BATh MpPEMMYIIECTBA pasMeYeHHBIX Ha6opoB
naHHbIX. OfHaKo NOAAB/IAIOMas YacTh HAKOIIEHHBIX B MUPE JAHHBIX He pPa3MeYeHa.

Ta KHUTa MOCBALLEHa 06CYXXAEHNIO METOOB 06y4eHus 6e3 yuumens (unsuper-
vised learning) — HanpaBneHus MalIMHHOTO O6YYeHMA, IPUMEHAEMOTO [I/ISl BbIsAB-
JIeHNsI CKPBITBIX 3aKOHOMEPHOCTell B Hepa3MeYeHHBIX JaHHBIX. [Io MHEHMIO MHO-
TMX 3KCIIEpTOB, HanpuMep fHa JlexyHa, aupexTopa moppasfenenusa Al Research
B komnanmuu Facebook u npodeccopa Hbio-Vlopkckoro yHuBepcuteTa, obydenue
6e3 yuuTens — ImepefoBOit py6exx TEXHONMOIMiA MCKYCCTBEHHOTO MHTENIEKTa M,
BO3MOXXHO, KII0Y K co3fanuio AGI. B cuny aToit u psAfa Apyrux npuumuH obyyenue
6e3 yuuTesns B HacTOAILLEe BpeMsl AB/IAETCS OFHOM U3 CAMBIX BOCTPE6OBaHHBIX TEM
B ob6mactu VIN.

Uenb kauru — cHOpMMpoBaTh y unTaTenei obiee npefcTabaenne 06 0CHOB-
HBIX KOHLIENLMAX ¥ MHCTPYMEHTax 0OydeHus 6e3 y4mTend, YTO JOMKHO CIOCo6-
CTBOBaTb pasBUTUIO MHTYULIMM, KOTOPasA HEO6XOAMMA I MPAKTUIECKOTO pUMe-
HeHMUs JaHHOI TexHonoruu. Byzmer Takke mokasaHo, Kak 3¢ deKTUBHAA pa3sMETKa
HeMapKUPOBaHHBIX fAHHBIX [IO3BO/AET NPEBPAILATD 3a/jauy 06yyeHns Ges yuure-
/1A B 3ala4 C YaCTMYHBIM NIPUB/ICYEHNEM YUNTELA.

B kuure Mb1 6yfieM crefoBaTh NpuKIagHOMY nopxony. IlpensapuTenbHO Mbl 03-
HaKOMMMCS C HEOOXOAMMBIMY TeOPETUIECKMMM OCHOBAMM, HO 3aTEM YAENMM OC-
HOBHOE BHMMaHMe PElEHMIO [IPaKTUIECKMUX 3afad. Vicronb3yembie Ha6OpbI MaH-
HBIX ¥ KOJ| JOCTYTIHBI B Bufie 6/10kHOTOB Jupyter Ha caiite GitHub (http://bit.
ly/2Gd4v7e).

BoOpyXMBIIMCh TMOHMMaHMEM OCHOBHBIX KOHLENIMI M ONBITOM MX TPaKTH-
YeCKOro MCIONb30BAHMA, BBl CMOXKETe PUMEHATb MeTofl 06yueHns 6es yuurens K
KPYTIHBIM Ha60paM Hepa3MeUeHHbIX JaHHBIX /ULA BBIAB/IEHNSA CKPBITbIX 3aKOHOMep-
HocCTelt, 6o7ee ITTy60KOro aHa/M3a ENOBBIX AAHHbIX, 0OHAPY)KEHUA aHOMA/INIA, K/1a-
CTepu3aLMy Ha OCHOBE CXOACTBA, aBTOMATNYECKOTO KOHCTPYMPOBaHMA IIPU3HAKOB,
reHepUpOBaHMsl CUHTETUYECKMX HAGOPOB JAHHBIX M PElIEHMsA MHOTHX APYTUX 3a/ay.
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UcxopHble npeanonoXeHus

B xHure npeanonaraercs, YTO BB yXKe 06/1ajjaeTe ONMBITOM IIPOrPaMMUPOBAHUA
Ha si3bike Python, a Taxoke 3HakoMbI ¢ 6u6mnorexamu NumPy u Pandas.

Hononuurenbuyio nHpopManmio o Python MoxHo HaitTyt Ha 0pUIIMANBEHOM caii-
Te (www.python.org). [Ina nomy4enus unpopmauuu o cpege Jupyter Notebook
noceTuTe 0pMUIMaNbHbINA caiT npoekrta (http: //jupyter.org/index.html).
YT06BI OCBEXXMTH CBOYM 3HAHMA 110 BHICILIEN MaTeMaTHKe, IPOYMTATe YacTh | KHUTH
Iny6oxoe o6yuenue (www.deeplearningbook.org). Kuura Ocnosvr cmamuc-
MuU4ecKk0z0 06y4eHUA: UHMENNEKMYANbHbI aHANU3 0aHHDIX, N0ZUMecKUtl 661800 U
npozrosupoearue, 2-e usoanue (https://stanford.io/2Tjudal) nossomur
BaM OCBEXMUTb 3HAHMA 110 MAIUMHHOMY 06y4eHMIO.

CTpyKTypa KHUrH

Knura pa36m'a Ha YE€TbIpE YaCTH, OXBATbIBAIOLIME CIEAYIOLIME TEMBI.

Yacmo I. OcHoebl 06y4erus 6e3 yuumens

Pasniruns Mexxpy o6yuenneM ¢ yuureneM u 6e3 yauTes, 0630p MOMy/spHbIX
aNrOpPUTMOB Y TOTOBBII IIPOEKT MAILIMHHOTO OOYYeHNs.

Yacmy I1. O6y4erue be3 yuumens ¢ ucnonvsosanuem 6ubnuomexu Scikit-learn

CHixeHMe pasMepHOCTH, 06Hapy>keHVe aHOMa/IMIA, a TAKXKe K/IacTepusaLus
M CerMeHTALMA TPYTIIL.

Mnsa nomyyenusa 6onee nMoMHOM MHPOPMALMH, KACAIOLIEACA MaTepuana,
nsnoxxeHHoro B yacTaAx I u II, o6parurech k gokymeHTauuu mo 6u6-
moteke Scikit-learn (https://scikit-learn.org/stable/
modules/classes.html).

Yacmo III. O6yuerue Ges ywumensa c ucnonv3osanuem 6ubnuomex TensorFlow
u Keras

OG6yuenne npeacTaB/IeHNAM, aBTOMATHIECKOE M3B/IedeH)e IPU3HAKOB, aBTO-
KOAMPOBIUKY U 06y4YeHIe C YaCTUYHBIM IIPUB/ICYEHUEM YUUTETIA.
Yacmy 1V. Inybokoe o6yuenue Ge3 yuwumens c ucnonv3osamuem 6ubnuomex
TensorFlow u Keras

OrpanuyenHble MamyuHbl bonbuMana, rmy6okue ceT ROBepUs U reHepaTUB-
HO-COCTA3aTe/IbHbIE CETH.
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Cornawenus, NPUHATDIE B KHUTE

B KHMTe MCIIONB3YIOTCA C/IEAYIOLIE TUIIOTPadCKIe COITallEHMA.

Kypcus
KypcusoM Brigenennr HoBble TepMuHbl, URL-anpeca, afapeca 3MeKTPOHHOM
TIOYThI, MIMEHa ! pacIIMpeHns uMeH aiinos.

MOHOWMPUHHEEN WPUOT
Vicnionb3yeTcs B MMCTUHIAX IPOrPaMM, a TAK)XXe B OCHOBHOM TEKCTE /IS BbI-
e/eHusi TAKUX TPOrPaMMHBIX 37IEMEHTOB, KaK NepeMeHHbIe, MeHa QyHK-
LI/, TUIIBI IAHHBIX M K/I0YEBbIE CTI0BA.

MonyxMpHENE MOHOUMPHHHIIE WPHOT
Vcnonb3yeTcs AnA BbIAENEHNA KOMaH/l, KOTOPbIE JO/DKEH BBOAUTD MO/b30-
BaTeb.

KypCHuBHERT MOHOWUPMHHER WPHUOT

Vicnions3yercs ANA BbIGENEHUA TEKCTa, KOTOPHI AODKEH OBITh 3aMeHEH
MI0/1b30BaTENbCKMMM 3HAYEHNAMM MM 3HAYEHUAMM, OTpeieNIsIeMbIMU KOH-
TEKCTOM.

STolt NUKTOrpaMMOll TOMeYeHbI COBETHI M PEKOMEH/IALINH.

DTOit MUKTOTrPaMMOjt TOMEeY€EHBI 3aMe4aHNA 061IIero XapakTepa.

STOoi MMKTOrPaMMOil MOMeYeHB! NMPeAyNpeXAeHUs U MpefocTepe-
XKEHUA.
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Qaitnbl npumepos u UBeTHbie UNNIOCTPaLIUK

Bce npuMepsl mporpaMm, UCIONb3yeMble B KHUTE, JOCTYIIHBI /IS 3aTPy3Ky Ha
caitre GitHub:

http://bit.ly/2Gd4v7e
Tak>ke apxuB /I0Ka/IM30BaHHBIX (A/IOB JOCTYIIEH Ha CaliTe U3[aTe/TbCTBa:

http://www.williamspublishing.com/Books/978-5-907144-99-6.html

[m)By% 8] Bce unmocTpanyy K KHure B IBETHOM BapyaHTe HOCTYIIHBI 110 afpecy:
s,

http://go.dialektika.com/unsupervised

Xaem Bawuux ot3biBoB!

BbI, unMTaTENb 3TOM KHUTH, ¥ €CTD ITIaBHBI ee KPUTUK. MBI LIeHUM Ballle MHeHMe
M XOTMM 3HaTh, YTO ObITIO CA€TAHO HaMM NPaBM/IBbHO, YTO MOXHO OBIZIO cAenaTh
JIyY1LE ¥ YTO ellfe BBl XOTeM Obl yBUAETb M3NaHHBIM HamMu. HaM nHTepecHs! mo6bble
BalllX 3aMe4YaHuA B Halll ajipec.

MBI X7eM BalllX KOMMEHTapyeB ¥ HafleeMcA Ha HUX. Bbl MoXkeTe mpyc/iaTh HaM
37IEKTPOHHOE MUCbMO NGO IPOCTO MOCETUTH HAIl CAiT ¥ OCTABUTH CBOM 3aMeva-
Hus TaM. OGHUM CTIOBOM, MO6BIM YOOGHBIM 1A Bac CIOCOOOM fjaiiTe HaM 3HaTh,
HPaBMTCSA /1M BaM 3Ta KHUTA, a TaKXKe BBICKXKMTE CBOE MHEHME O TOM, KaK CeaTh
Haum KHUTU 60/1ee MHTEpeCHBIMM A/IA Bac.

Ornpasnss nucbMo MK cooblieHme, He 3a6y/bTe yKa3aTh Ha3BaHMe KHUTY U ee
aBTOPOB, a TaK>XKe CBOIf 00paTHBIi affpec. Mbl BHUMATENTBHO 03HAKOMMMCS C BaIIM
MHeHMeM ¥ 0653aTe/IbHO yYTeM €ero npy oT6ope U MOATOTOBKE K M3JaHMUIO HOBBIX
KHMT.

Hamn snexTpoHHbIe anpeca:
E-mail: info.dialektika@gmail.com

WWWw: http://www.williamspublishing.com
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YACTD |
OcHoBbl 00yueHus 6e3 yuntens

M5!I HauHeM NEPBYIO YacTb KHUTU C OOCYXKEHMA TEKYIIEro MONOXKEHUA A€M B
06/1acTi MauIMHHOrO 06yYeHMst U CIOCOOOB BHeApeHMs MeTofoB obyuenus 6es
yuutensa. Mbl peanusayeM roTOBBII IIPOEKT C HY/A, YTO MO3BO/IUT MOHATD, KaK Ha-
CTPOMTD IIPOTPAMMHYIO Cpefy, 3arpy3uTh ¥ IOATOTOBUTD [aHHbIE, BHIOpaTh anro-
PUTMBI MaIIMHHOTO 06y4eHMA U PYHKIMIO NIOTEPD, @ TAKXKE OLIEHUTD MOTyYEHHbIE
pesy/nbTaThl.



TNABA1

06yuyeHue 6e3 yuutens KaK 0avH U3 BU0B
MaLUNHHOrO 00y4eHus

https://t.me/it_boooks/2

Bonbuiyto yacTb 3HaHMI TOAM ¥ XKMBOTHbIE IPMOOPETAIOT B XOfE CAMOOGyYeHNMA.
O6yueHnue 6e3 y4uTeNns1 MOXKHO MPEACTABUTD KaK TOPT, INIa3ypb Ha KOTOPOM —
o6yueHMe c y4uTeneM, a BULIEHKA Ha TOpTe — 06ydeHMe C IIOIKpEeN/ICHNEM.

MB&I 3HaeM, KaK MOATOTOBUTb I/1a3yphb M BUIIEHKY, HO He 3HaeM, KaK MCIedb TOPT.
ITpexxne YeM 3aAyMBIBAaTbCA O TOM, KaK IpUOIM3UTBCA K co3fanuMIo ucturaHoro MU,
HaM HY>XHO CIIPaBUTBCA C 3afjadeit o6ydeHns 6e3 yumrens.

An Jlexyn

JlaHHas r/1aBa MOCBALIEHa M3YYEHMIO PasIuIMil MeXAY 0OydeHMeM C ydUuTeTeM
1 6e3 yuuTeNns, a TakKe CHMIbHBIX M CMabbIX CTOPOH KXAOro M3 3TUX IOAXOMIOB.
Kpome Toro, Mbl 06CyA1M MHOTHE IONY/IAPHBIE AITOPUTMbI 06YYEHMA C YUUTENEM
1 6e3 yunTe/ns ¥ KpaTKo pacCCMOTPMM TaKue METOAbI, KaK 06ydeHMe ¢ 4YaCTUYHBIM
TNIpUBJIEYEHNEM YUUTENA U 06ydeHNe C TOAKPEIUIEHUEM.

ba30Bas TepMUHONOIMA MALLMHHOTO 06yueHNA

IIpexxme 4eM YIIyOUTbCs B M3ydeHMe Pas/IMYHBIX THIIOB MAalIMHHOTO o6yye-
HMs, PACCMOTPUM IIPOCTOI IpyMep, KOTOPBIif IIOMOXET JTy4Ille IIOHATh BBOAVMbIE
NoHATUA: GunbTpauusa cnama. [Ipeanonoxum, Tpebyercs co3gaTh MpOCTYIO Npo-
rpaMMy, KOTOpas MONy4aeT COOOLIeHNA MEKTPOHHON TOYTHI M Knaccuduumupyer
nx 6o Kak “cniamM’, tnbo Kak “He cram”. DTO TMIIMYHAA 3afa4ya KnaccupuKaImmu.

OcBexxuM B [IAMATH K/I0YEBbIe TEPMMHBI MaLIMHHOTO 06y4eHus. B aToit 3agaue
BXOOHBIMU NEPEMEHHBIMY CITYXKAT TEKCTBI COOOLIEHNMIT 37IeKTPOHHO MoYThL. Bxop-
Hble TIepeMeHHbIe TaKXKe Ha3bIBAIOT HE3ABUCUMBIMU NEPEMEHHLIMU, NPUSHAKAMU
WK npeduxmopamu. B HalleM crydae 8vix00HAsA nepemeHHAs — T.e. TO, YTO MBI
NbITaeMCsl IPEICKa3aTh, — MMeeT 3HauYeHus “‘cmam” uam “He cmam’. Takylo mepe-
MEHHYIO0 TaK)Ke Ha3bIBAIOT $e/1e60tl, 3a8UCUMOU NN 0MeemHoti (a ewe k1accom, mo-
CKOJIbKY 3TO 3afja4ya Knaccupukaum).



Ha6op npumepos, Ha KoTopbix o6y4aercsa UV, HasbiBaIOT 06yarousum (mperu-
POBOUHBIM) HAOOPOM, @ KOXK/AbIIA OTAENbHBII IPUMep Ha3bIBalOT 00y4anousum (mpe-
HUPOBOUHBIM) NpUmepom UK o6pasyom (Bribopkoit). B mpouecce obydyenna VN
NbITaeTCA MMHMMM3MPOBATh CBOIO PyHKyuo nomeps (cost function), nnu wacmomy
owubox (error rate), unu xe (B 60mee nNo3uTMBHOM HOPMYITUPOBKE) MAKCUMMU3M-
poBaThb cBoI0 dyHKyuto 3Havernus (value function), B aHHOM c/Ty4ae — MpPOLIEHT
KOPPEKTHOI KlaccupuKauuy 3MeKTPOHHBIX coob1iennit. YacToTy ommb0ok Boramc-
JIAIOT yTeM CPaBHEHNUA NPENCKa3aHHON METKM C UCTHHHOI.

OpHako Hac 6o/blile Bcero MHTepecyeT TO, HaCKONbKO xopowo VMU cnocoben
06061waTh OMBIT, TPHOGPETEHHDI B Ipolecce 06ydeHus, Ha JaHHBIE, KOTOpbIE
eMy Tpexjfie He BCTpedanmuch. VICTMHHBIM TecToM 6ymeT cremyrommit: cocoben
mm VIV KoppeKTHO KnaccuuumpoBarh coo61eHns, KOTOpble He BOLIIM B COCTAB
NpUMepPOB, 06pa3yloMX TPEHMPOBOYHDIA Habop? VIMeHHO owiubka 0606uieHus
(generalization error), umu owubka 3a npedenamu evibopxu (out-of-sample error),
SIB/IAETCS OCHOBHOJ BETMYMHOIA, KOTOPYIO MBI MCIIO/Ib3YeM /IS OLIEHKM 3P PeKTHB-
HOCTM CHCTEM MAIIMHHOTO 06y4eHN.

Ha6op He npepnocTaBleHHbIX paHee NIPUMEPOB M3BECTEH KaK mecmosbii (om-
NoxMceHHbIll) HAOOD, TIOCKONMBKY 3TY AaHHbIE He NPUBJIEKAIOTCA WA obydenus UL
Ecu MBI pelMM MCIIONIb30BaTh HECKONMBKO TECTOBBIX HA60POB (BO3MOXKHO, C Iie-
JIbI0 Ka/MOpOBKY ommnbku 06061meHns B nporiecce 06yueHns, YTo peKOMEHAyeTCs
[enaThb), TO Y HaC MOTYT GBITH MPOMEXYTOYHBIE HAOOPBI, KOTOPblE IIPMMEHAIOTCA
UL OLIEHKY TIpOTpecca ellle A0 TOro, Kak 6y/ieT 3aieifCTBOBaH (HMHA/bHbII TECTO-
Bblit Habop. Takue MPOMEXXYTOYHbIE HAOOPBI Ha3bIBAIOTCA 8ANUOGUUOHHBIMU.

Mopsenem urorn. Utak, UM obydaeTcs Ha TpeHMPOBOYHOM HaboOpe AAHHBIX
(onbim) pns CHUKEHUA YAaCTOTHI OIINOOK (MPoU3B00UMenbHOCMb) IPU MapKUpPOBa-
HUU CllaMa (3a0a4a), a OKOHYATETbHBIM KPUTEPHEM yCIIeXa CIY)KUT TO, HACKO/IbKO
XOpO1IO OmBbIT, mprobpeTeHHbIt I, 060611aeTcs Ha HOBBIE, €llie He BCTPeYaBLIN-
ecs paHHble (owubra 0606uieHus).

06yuyeHue, ocHoBaHHOE Ha Habope npasun,
W MalMHHoe o6yyeHune

Vcnionb3ys MogXoA Ha OCHOBE MPaBMII, MBI MOT/IM OBl CIIPOEKTUPOBATh QUIIBTP
C MOMOIbI0O ABHO COPMYNMPOBAHHBIX MPABM/I, TOMEYAIOIMX KaK CIIaM TaKue,
HanpuMmep, coobLIeHNs IMEKTPOHHON MIOYThI, B KOTOPBIX BCTPeYaloTcs $pasbl Ha-
nogobue “kymure npamo ceirdac” ¥ T.. OgHako 06ecreYuThb JONTOBpPEMEHHYIO
TNIOfiiePXKKY TOJO06HOM cucTeMbl 6yAeT TPYAHO, TOCKONMbKY CITaMephl, M3MEHUB CO
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BpeMeHeM CBOIO TAKTHUKY, CMOTYT 060 T yCTaHOB/IEHHbIE HAMM ITpaBU/Ia QUIBTPa-
uuu cnaMa. [IpUMeHAA CUCTeMy Ha OCHOBE IIPaBW/I, Mbl 6y/IeM BHIHY)X/IEHbI YaCTO
M3MEHATD MX BPYYHYIO, IpUCIIOCa6MMBasACh K HOBBIM 06cTosTenbcTBaM. K ToMy xe
HaCTpOIKa TaKO¥ CHCTEMbI 3aifMeT OYeHb MHOro BpeMeHu. IlogymaiiTe TO/IBKO,
CKOJIbKO IIPaBU/I IPUAETCS CO3AATh, 4TOObI BCe paboTano a¢pdexTuBHO.

BMecTo OmMcaHHOTO MOAXO/a MBI MOXKEM MCIIONIb30BaTh MalIMHHOE O6y4eHMue,
TPEHUPYA CUCTEMY Ha Habope coOO1IeHNMI 57eKTPOHHOM MOYThI 1 aBTOMATUYECKU
KOHCTPYMPpYA IpaBMU/a /i MOMETKM cliama. Takas cucreMa o6ecrnednT aBTOMarK-
YeCKYI0 IOACTPOMKY C Te4eHeM BpEMEHH, a ee 0bydeHMe 1 COIPOBOXKeHNMe 060i1-
AYTCA rOpasjio AeLiese.

Ecnu ¢ oTceBOM cnaMa, peAcTaB/IAIoNmuM co60Ji CPaBHUTENbHO MPOCTYIO 3a-
fady, Mbl ellie MOI/IM 6Bl CIpaBUTbCA, 3a/laBas NNpaBU/Ia BPYYHYIO, TO BO MHOTHMX
APYTUX CIy4asaX peanusaumsA TaKOro IOAXofa Booblie HeBO3MOXHa. B xauecTse
npuMepa paccMoTpuM becniunorHble aBToMo6un. IpeacTaBbre, Kakoe Komuye-
CTBO IpaBM/I HYXXHO NMPOAYMaTh, YTOOBI OXBaTUTh BCE BO3MOXKHbBIE CUTYALIUH, €
KOTOPBIMM MOXET CTONKHYTbCS TaKoif aBToMo6M/Ib. Pemnts nmomobuyo 3amavy
IpaKTUYECKU HepealbHO, eC/Iu TOMBKO He Hafe/MTh aBTOMOGHIb CIIOCO6HOCTHIO
06y4aTbCsi M afaNTHPOBATbCA K OKPY)KEHMIO, OCHOBBIBAsACh Ha COOCTBEHHOM
OIBITE.

CycTeMBl MallIMHHOTO 06Y4eHMA TaK)Xe MOXXHO MCIIO/b30BaTh B Ka4eCTBE UH-
CTPYMEHTa /sl MCCIIEOBAHNA AaHHBIX C LeNbIo 60/mee I/ry60KOro MOHUMaHUA CYyTH
3ajiayy, KOTOPYIO MBI NbITAEMCA PelnTb. Tak, B MpUMepe C 3/IEKTPOHHOM IMOYTON
MOXXHO M3Y4MUTb, KaKye C/I0Ba U1K Qpas3bl Yallle BCETO OKa3bIBAITCA XapaKTePHbI-
MM IIPU3HAKAMU HeXKe/TaTe/lbHBIX COOOIEeHMI, ¥ UCTIONB30BATD 3Ty MHPOPMaLMIO
JUIA pacrio3HaBaHMUA HOBBIX IIa6/lOHOB CIaMa.

06yueHue c yuutenem n obyueHue 6e3 yuurens

Cy1iecTBYIOT ABe OCHOBHbIE METOJIOJIOTMI MAIIMHHOTO 06yueHus: o6y4eHue ¢
yuumenem (supervised learning), umm xonmponupyemoe 06yerue, u o6y4erue 6e3
yuumens (unsupervised learning), umm Hexonmponupyemoe o6y4erue (camoobyHe-
Hue). EcTb ellje MHOXX€CTBO MeTOAMK, KOTOPBIE AB/IAIOTCA CBO€OOPa3HBIMM MOCTH-
KaMu MeXAY HUMMN.

[Ipu 06y4eHMHM C y4UTeNneM MHTEIEKTYalbHBIN areHT MMeeT AOCTYI K mem-
Kam, WK MapKepam, KOTOpble MOTYT OBITb MCIIONIb30BaHbI A/IA YNy4IlIeHUs Mpo-
M3BOAMTENBHOCTH B pAfe 3afad. B 3ajaye QuabpTpaumu cnama y Hac MMeeTcs Ha-
60p coobLIeHNMIt 3MEKTPOHHOI MOYTHI C IMOHBIMM TEKCTaMy KaXxpaoro u3 Hux. Ham
TaKXKe U3BECTHO (IIOCPEICTBOM METOK), Kakye COOOUIeHNs AB/MAIOTCA CMaMoM, a
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Kakue — HeT. MeTKM LIeHHBI TeM, YTO OHM noMoraioT VI oTRenATh criaM OT OCTanb-
HBIX COOOLEHMIT IPY 0OYYEHUY C YIUTENEM.

B cnyyae obydyenus 6e3 yunrensa meTkyu orcyTcTByloT. [loatomy sanaya VI ne
AB/IAETCA YETKO ONPEENIeHHO, YTO OCTIOXKHSAET TOYHOE M3MepeHue 3 PexTUBHO-
ctu obydenus. BHOBb 06paTuMca K 3ajade GpuIbTpaLMy CriamMa, HO Ha 3TOT pas 6es
MCTIO/Ib30BaHUA METOK. Terepb MHTEIEKTyanbHbli areHT GyAeT NbITaThCA MOHATD
6a30ByI0 CTPYKTYpY 3/MEKTPOHHBIX COOOIIeHNIt, pa3buBas AaHHbIE Ha IPYTIIbI, B
Ka)XJ[0i1 13 KOTOPBIX COOOIIEHNSA CXORHBI MEX/Y C060i1, HO OT/IMYAIOTCA OT CO06-
LIeHUNA U3 APYTUX TPy

3agaya o6yyenns 6e3 yuntens GopMynMpYyeTCA MeHee YETKO IO CPaBHEHMIO
c 06y4eHMeM C YUUTENIeM, M MHTENNIEKTYaTbHOMY areHTy Tpy/iHee €€ pelarhb, U B
TO e BpeMsl XOPOLIO IIPOAYMAHHBI I/IaH AECTBUI NO3BOJIAET IOMyYaTh Gonee
MoIIHbIE pelieHus. ITo 06ycnoBneHo cneRylommm obcroaTensctsom. IU moxer
HaiiTV HECKO/IBKO TPYIIN, KOTOpble OH NOMETHUT KaK “CIlaM’, HO IIpM 3TOM MOTYT
6BITh 06HApy)KeHBI TAKOKe TPYIIILI, KOTOpbIe BIIOC/IENCTBUM OYIyT IOMEYEHbI KaK
“BakHOE” MM KaTErOpPM3UPOBAHBI KaK “ceMbs’, “paboTa’, “HOBOCTH, “IIOKYTKM™ U
T.0. JIpyT¥MM C/IOBaMy, ITOCKOMBbKY 3ajiaya He 3aJlaHa CTPOTO, MHTE/IEKTYa/IbHBINA
areHT MoXeT OOHapY>XUTb HOBble MHTEPECHBIE 3aKOHOMEPHOCTH IOMUMO TeX, KO-
TOpbIe Mbl IEPBOHAYA/ILHO IBITANIMCH HANTH.

Bornee Toro, cuctema ofydenus 6e3 yauTens nydlle CIpaBIsAeTca ¢ o6Hapyxe-
HJEM HOBBIX 3aKOHOMEPHOCTEN B IPEOCTABNAEMBIX /i HEN3BECTHBIX JAHHBIX, YeM
CUCTeMa, OCHOBaHHas Ha 06y4eHMM C yUUTeNIeM, YTO AETIaeT ee B IEPCIIEKTUBE KyAa
6onee apdextuBHOM. B 3TOM M 3aKmIOYaeTcs mpeuMylnecTBo 06ydeHus 6es yunu-
TENA.

CunbHble u cnabble CTOPOHbI 06yueHua ¢ yuutenem

O6yueHne ¢ yuuTeneM OTINYHO CIIPABIAETCA C ONTUMM3ALMEH B CTydae JOCTa-
TOYHO YETKO ONpee/IeHHBIX 3aflad C MHOXXECTBOM MeTok. IIpeamonoxmum, nmeert-
s 04eHb 6OMbIIOI Ha6op M306parkeHMIt, KaXA0€e U3 KOTOPBIX CHa6XKEHO METKOM.
Ecn aToT Habop AOCTaTOYHO BEMMK, @ TPEHMPOBKA OCYIECTBAETCA C UCIIONb30-
BaHMEM a/ITOPUTMOB MALIMHHOTO 06y4eHNns (HanpuMep, C IIOMOLIBIO CBEPTOYHBIX
HEJPOHHBIX CeTelf) Ha JOCTATOYHO MOIUIHBIX KOMIIBIOTEPAX, TO MBI CMOXXEM IIOTTY-
YUTb BeCbMa HEIIOXYIO CUCTEMY K/IaccuuKaryy u306paxeHnit Ha OCHOBe 06yye-
HUS C YUUTENEM.

I[TockonbKy B 06y4denny c yuntenem UV TpeHnpyeTcs Ha JaHHBIX, OH 6y7eT crio-
cobeH 13MepuUTb CBOK 3¢ deKTHMBHOCTD (IOCpencTBOM GYHKUMM IOTEDPD), CPaB-
HMBas NpefcKa3saHHYI0 MeTKy M300paXeHUA C MCTUHHOM, KOTOpas XpPaHUTCA B
daitne. M 6yneT MbITaTbcsl MMHMMU3UPOBATh QYHKIINIO IIOTEPh TaKuM 06pasoMm,
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4TO6BI OmMbKa Kraccudukanumu u3obpadkeHuit, KOTOpble ellje He IpefoCTaB/IA-
MUCh cucTeMe (HaIIpUMep, U306 pa>keHMI U3 TECTOBOTO Habopa), Obl/la KaK MOXXHO
MEHbIIEN.

BoT moyeMy MeTKM MIpaioT CTONMb BaXKHYI0 pO/Ib — OHM ObecnedmBaioT BO3-
MOXXHOCTb M3MEPEHNUA OMOKM NHTENNEKTyaIbHbIM areHToM. VIV ucnonb3yet sty
MHGOpMALMIO A/IA TIOBBILIEHNs IPOU3BOAUTENBHOCTM C TeYeHeM BpeMeHn. B or-
cyrctBue MeToK VM He 6ymeT 3HaTh, HACKONBKO YCIEIIHO (M/IM HEYCIEUIHO) OH
cpaBseTcs ¢ Knaccudukaunmeit 306 pakeHnit.

OpHaKo CTOMMOCTDb PYYHOII pa3MeTKy M306paxkeHMI! JOBOIbHO BhicoKas. [laxe
IpefBapUTeNbHO MOATOTOB/IEHHBIE HAOOPbl MaHHBIX COAEPXKAT BCErO HECKONMBKO
TBICSY METOK. ITO CTaHOBUTCA MCTOYHMKOM MPOG/IEeM, TTOCKONBKY CUCTEMBI 06-
yYeHMs XOPOLIO CIPAB/SIOTCA C KaaccuduKaument M306pakeHnis, I/ KOTOPBIX
MMEIOTCS METKU, M TI7I0X0 — ¢ Kaccudukarmeil Tex n306pa>keHui, /11 KOTOPBIX
METKM OTCYTCTBYIOT.

KaxuMmu 651 MOIHBIMM HY ObI/IM CHCTEMBI 00ydeHMs C yYUTeNeM, OHYU OTPaHu-
YeHBI B CBOMX BO3MOXKHOCTsIX 0600611eHN s OTyYeHHbIX 3HAHM Ha U306 pakeHns
IIOMMMO TeX, KOTOpbIe ObI/IM BKIIOYEHBI B pa3MeYeHHbIii TPEHNPOBOYHBII Habop.
I[Tockonbky 6onpluas YacTh JOCTYMHBIX B MUpE AaHHBIX He pa3MeyeHa, B CTydae
06y4eHns c yumureneM Bo3MOXHOCTH MM mo 3¢ deKkTMBHOMY MCIIONb30BAHMIO
NpHOOGPETEHHOTO OMBITA MPMMEHUTENBHO K HOBBIM JJAHHBIM JOBONIBHO OTPaHM-
YEeHB.

Wnave roBops, obydeHne ¢ yuuTeneM OTIMYHO TMOAXOAUT A/IA PElIeHUA 3afad
cnaboro VM, HO Xyke cCripaBisieTcs C pelileHneM 6onee aMOMLO3HBIX, HO MeHee
4eTKO 3aJjaHHbIX 3afa4 VIV cunpHOro THNA.

CunbHble u cnabbie cTopoHbl 06yueHus 6e3 yuutens

Oby4eHne ¢ yuuTeneM npeBoCXoauT obydenue 6e3 yauTens npyu peleHny Jer-
KO cOpPMYIMpPOBaHHBIX 3aja4, A/IA KOTOPBIX MMEIOTCA YETKO ONpefe/IeHHbIE Ila-
6/10HbI, He CM/IBHO U3MEHAIOIMECA C TeYEHEM BPEMEHH, U IIPY YCIIOBUH, YTO y HAC
€CTb JOCTYT K AOCTaTOYHO 60/1b1IMM HA6OpaM pa3MeYeHHBIX JaHHBIX.

Ho B Tex cmy4asx, KOraa 11a6/10HbI HEM3BECTHBI, TOCTOAHHO MEHAIOTCA MM XKe
MBI He MMeeM AOCTYTa K AOCTaTOYHO 60/IbIMM HabopaM pa3MedeHHBIX JaHHBIX, Ha
TIOMOLIb IPUXOAUT OOydeHne 6e3 yunrens.

BmecTo TOro 4To6Bl pyKOBOACTBOBAaThCSA METKaMM, CUCTeMa o6ydeHus 6es
y4uTeNA U3ydaeT 6a30ByI0 CTPYKTYPY AaHHBIX, MCIIONB3YEMBIX B MpoOLlecce Tpe-
HMPOBKM MOZIENN. ITO JOCTUIAETCA 32 CYET MOMBITOK MPEACTABUTD TPEHMPOBOY-
Hble JaHHbIE C TOMOILbI0 Habopa MapaMeTpoB, pa3Mep KOTOPOrO 3HAYMTENIbHO
MeHbllIe KOTM4YeCTBA NIPUMEPOB, JOCTYTIHBIX B Habope AaHHBIX. Braromaps stomy
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obyueHne 6e3 yunTens Mo3BONAET UAEHTUPUUMPOBATh Pas3NTN4YHble MA6GTOHBI B
Habope AaHHBIX.

B npumepe ¢ HabopoM uso6paxkeHnuit (Ha 3TOT pa3 He CHabGXKEHHbBIX METKaM)
VM moxeT upeHTMGULUMPOBATh M TPYNIIMPOBATh M306paskeHMs, MCXONA U3 TOTO,
HaCKO/IbKO OHM CXOXM MeXJAY c060if ¥ OTIMYAIOTCA OT OCTA/IbHBIX M300paXKEHNiA.
Hanpumep, 6yRyT 06beANHEHDI B OTAENbHbIE IPYTINBI BCe U306paKeHM, TOXOXKME
Ha CTYII, Bce M306paXkeHN, IoXoXue Ha cobaKy,  T.IL

Pasymeetcs, VIVl He IOMETUT 3TH TPYNIBI KaK “CTYNbsA” MIM “‘cob6aku’, HO Te-
nepb, KOTAa CXOfHble M306paXKeHMUsA CrPYNIMPOBaHBI, YelOBEKY OymeT HaMHOro
npole paccTaBUTh MeTKM. BMeCTO TOro 4ToGsI moMeyaTs MUIIMOHBI M306paxe-
HMII BPYYHYIO, CIIEIIMaMMCTBl MOTYT BPYYHYIO IIPUCBauBaTh METKM Pas3TMIHbIM
TpyTnaM, oc/e Yero 3T MeTKyM GyAyT aBTOMAaTH4YeCKM IIPUMMEHEHBI KO BCEM a7le-
MEHTaM TPYIIIbL.

Ecnu no 3aBeplueHny Ha4yanbHOM TPEHMPOBKM MHTE/IEKTYa/lbHbIN areHT 06-
HapY>XMUT 1306paxkeHus, KOTOpble He NPMHAMIEXAT HU K OXHOJ U3 IOMEYEHHBIX
TPYIIN, TO OH CO3AACT OTAENbHbIE TPYNNBI 1A TaKMX HeKnaccupUUMpOBaHHBIX
M306pakeHuit, IEPENOXKMB Ha YelOBeKa 3ajjady IOCIEAYIOlel pa3METKX HOBBIX
TpYyIIL

O6yyeHue 6e3 yuuTens NpeBpalllaeT 3afauy, KOTOpble paHee He YAaBanoCh
peliaTh, B TaKye, KOTOpble JONMYCKAlOT BO3MOXHOCTb MX PelLleHNs, U NMO3BONAET
HaMHOTO OBICTpee HaXORUTh CKPBIThIE 3aKOHOMEPHOCTH (LIa6IOHBI MOBENEHNUA) B
MCTOPUYECKUX AAHHBIX, KaK JOCTYIIHBIX B IIpOLiecce TPEHMPOBKY, TaK M Oyaymmx,
C KOTOPBIMM CHCTEMA JIO CMX TIOp He cTankuBanack. Bonee Toro, Tem campim UM
NpOK/IafbIBaET MyTh K 06paboTKe OrPOMHBIX XpaHU/IMIL Hepa3MeYeHHbIX JaHHbIX,
CYILeCTBYIOLIMX B MMPE.

HecMoTps Ha TO 4TO O6ydeHue 6e3 yduTensd MeHee NPUTORHO A/IA PelIEHNUS
creumduyecKnx 3afad co CTPOroit GopMynMpOBKOI IO CPaBHEHMIO C 06yyeHMeM
C y4MTeNeM, OHO JTyYllle CTIPAB/IAETCA C “PasMBbITHIMM . 3aJla4aMy, CTOSLIMMM IIepeN
cunbHbIM VI, 1 0606111eHMeM IPHOOpeTEHHBIX 3HAHUIA.

Takxe HeMa/OBaXkeH TOT QaKT, YTO 06ydeHye 6e3 yunTens cnocobHo okas3arb
MIOMOILb TIPY PelIeHNM MHOTMX OOBIYHBIX 3a/jad, C KOTOPHIMM 9acTO IIPUXORUTCA
CTaNKMBAThCA AHATIMTUKAM TIPU CO3TAHUN IIPUTOKEHMI MAIUMHHOTO 06yueHus.
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Ucnonb3oBaHue 06yuenns 6e3 yuutens ana ynyuileHus
CHCTeM MaLIMHHOTO 06yueHus

HepnaBHue ycniexu B 06/macti MalMHHOTO 06y4eHNs 00yC/IOB/IEHbl paclMpeHM-
eM BO3MOXKHOCTE BOCTYymna K 60/bIMM 06beMaM JaHHBIX, PE3KMM IIOBBIIIEHNEM
BBIYMCIIUTENbHBIX MOLIHOCTE!, TIOSAB/IEHNEM O6/Ta4HBIX PECYPCOB, @ TAKXKE IMPOPHI-
BOM B pa3paboTke COOTBETCTBYIOLMX anroputMoB. Ho 3Tu ycmexu rmaBHbIM 06-
pa3oM JOCTUTHYTBI IIpY pelueHuM 3afaq y3koro VM, Takux xak Kmaccudukanmus
U306 pakeHMt, KOMIIBIOTEPHOE 3peHMe, paclio3HaBaHue peuyu, obpaborka ecrec-
TBEHHOTO A3bIKA ¥ MALIMHHBIN [IEPEBOA.

Pemrenne 6onmee ambuimosHbix 3agad MM TpebyeT mpuBnedyeHMsa oOydeHMA
6e3 yunrensa. PaccMOoTpuM Hambonee pacripocTpaHeHHbIe IPOGIEMBI, ¢ KOTOPBIMMU
NPUXOAUTCSA CTANKMBATHCA UCCIIEROBATENAM IIPY MIOCTPOEHNM IIPUTIOKEHMIA, U T1O-
TbITaeMCsA OHATbH, KaKYI0 IIOMOLIb B 9TOM MOXKET OKa3aTh o6yyeHue 6€3 yanTens.

Hexsatka pasMeyeHHbIX aHHbIX

ITocTpoenne VIYI MOXXHO CPaBHUTb C CO3AaHIMEM KOCMUYECKOTO KOpabris.
Pacnionaras MOLIHBIM ABUraTeNeM, HO MU3EPHBIM 3aIlaCOM TOI/IMBA, BhI He
CMOXXETe BBIBECTH PaKeTy Ha op6uTy. B To ke BpeMs pakeTa C TOHHaMM
TOI/IXBA, HO Ma/IOMOLIHBIM /IBUTAaTe/IEM HE CMOXXET OTOPBATbCA OT 3€M/IU.
YTo6BI 3amyCTUTH paKeTy B KOCMOC, HEOOXO[MM MOLIHBIIA {BUTaTENb

¥ JOCTaTOYHO GO/IBIIION 3amac TOM/INBA.

Snopro bl

Ec/u npoBecT# aHanormio MeXxy MallMHHbIM OOydeHueM U KOCMUYECKUM KO-
pabineM, To JaHHBIE MOXXHO YIIOAOGUTb TON/IMBY — 6€3 HMX Halll annapar He CMOT
651 B3eTeTh. HO He Bce gaHHbIe paBHOLeHHbL. UTO6BI MCIIONB30BATh a/ITOPUTMBI
06y4eHNs ¢ yunTteneM, Ham TpebyeTCs MHOXKECTBO pa3MeYeHHbIX AaHHBIX, TE€HEPH-
pOBaHMe KOTOPBIX — TPYIOEMKUI U 3aTPaTHBIN Npolecc.

B cnyyae o6y4enns 6e3 yunresnst Mbl MOXXeM aBTOMaTH4eCKM IOMEYaTh Hepa3Me-
YeHHbIe 06pa3ibl. BOT Kak 310 memaeTcs. MBI K/1acTepusyeM Bce 06pasLibl, a 3aTeM
NIpMMeHSEM METKM U3 pa3MeYeHHBIX IIPMMEPOB K Hepa3MedeHHBIM, ITpUHaJ/IexXa-
MM K OBHOMY K/acTepy. HepasmedeHHbIe 06pasiibl MOMTy4aT METKM TeX 06pa3lioB,
C KOTOPBIMM OHY MMeIT Hanbonblree cxoncTBo. (Kmacrepusaumsa nogpobno yc-
CTelyeTcs B I7MaBe 5.)
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Nepeobyuenne

Ecnyu TpeHMpoBOYHbIE AaHHBIE MCIIONB3YIOTCA /1A TOTO, YTOOBI 0OYYMTD anro-
PUMTM MaLIMHHOTO 0GyYeHUs Ype3MepPHO COXHO QYHKIMH, TO OH MOXKET II/IOXO
paboTaTh Ha IpyMepax, KOTOpbIe €My ellie He IPEAOCTAB/IANNCH, CKXKEM, Ha IIpK-
Mepax 13 HabOpOB, 3ape3epBUPOBAHHbIX B Ka4eCTBE Ba/TMAALMOHHBIX M/IN TECTO-
BBIX. B 3TOM cryyae B pe3ynbTaTe M3BIeYeHMs Yepecyyp 6onbuioro o6veMa uH-
¢dopmanuy 13 IryMa, COfEepIKaLIErocs B JaHHBIX, BEIMKA BEPOATHOCTD IIPOSABIEHUA
addexToB nepeobyuenus (overfitting), mpuBOAAIMX K 3HAYNTEBHOMY YXYALIEHNIO
o6obmaromeit croco6HoCTH Mofenyu. VIHBIMM CTOBaMy, alrOpUTM 3anomuHaem
o6yJaroilye faHHbIE, a He YIUTCA TOMY, KakK 060611aTh Mpuo6peTeHHbIe 3HAHUA Ha
ApyTHe crydan’.

Jlnsa npeononeHns 3Toi Mpo6/IeMbl MOXKHO MCTIONb30BaTh 0by4eHMe 6e3 yunte-
7 B Ka4eCTBe perynapusatopa. Pezynsapusayus — 3TO MPOLIECC CHIDKEHMUSA CIIOX-
HOCTM /IFOPUTMa MAalIMHHOTO 06y4eHM A, CTIOCOOCTBYIOLINIT M3B/IEYEHNMIO CUTHAIA
U3 3allyM/IeHHBIX AaHHBIX. OnHOM M3 GOpM perynapusaumy CayXuUT mpeaBapu-
TenbHOe o6yyeHMe 6e3 yuuTens. BmecTo Toro 4To6nl NepefaBaTh OpUIMHAIbHbIE
BXOJIHBIE JTAHHbIE A/ITOPUTMY OOYYEHMS C YIMTeNIeM, Mbl MOXKEM T€HEPMPOBATh UX
HOBOe IIpefiCTaB/IEHNe, KOTOpOe U GyAeT nepenaBaThCs aITOPUTMY.

STo HOBOE NpECTaB/IeH)E 3aXBaThIBaeT Haubo/Iee CyLIeCTBEHHYIO COCTABIIA-
IOIIYIO MCXOAHBIX AaHHBIX — MX MCTMHHYIO 6a30ByI0 CTPYKTYPY, ORHOBPEMEHHO
M36aB/AA Hac OT He COfep)KAllero 3HaYMMoi MHpopMaumm wyma. AJTOPUTMY
o6yueHNs ¢ y4uTeNeM, KOTOPOMY IepefaeTcss HOBOe IpeAcTaB/IeHue, GyaeT nerye
CIIPAaB/IATBCSA C OCTABLUIMMMUCA IIyMaMy M U3BJIEKaThb MOJIE3HBIN CUTHAJI, YTO NPMBe-
ReT K yny4iIeHuIo ero o6o6maroeit cnocobroctu. (bonee nogpo6HOMY 06Cy>Xze-
HMIO 3TOi T€MBI MOCBAILIEHA I/1aBa 7.)

NpoknATHe pa3mepHOCTH

HecmoTps Ha HEBMAAHHBIIA POCT OCTYIHBIX BHIYMCINTENBHBIX MOI[HOCTE 06-
paboTKa Go/MbLIMX AaHHBIX BCe ellje AOCTAB/AET TPYAHOCTU aNTOPUTMAM MaLMH-
Horo oby4enus. Boob1ue rosops, fobasneHme 60/mb11ero KOMMIECTBa IPMMEPOB He

! Ipyras npo6neMa, ¢ KOTOPOJ MO)KHO CTOTIKHYTbCA B MPUIOXKEHNAX MAIIMHHOTO 06yueHus, — He-
0oobyyenue, HO OHa pelaeTcs nerde. [IpUuNHOI HeMOOOYYEHNA CTAHOBUTCA M3MUUIHAA IPOCTOTA
MOJle/It — aNrOPUTMY He YHRaeTCsA IOCTPOUTD HOCTATOYHO C/IOXKHYIO allIPOKCUMMUPYIOILYI0 PyHK-
110, MO3BO/AIOILYIO IPMHMMATh PeIlieH!s, KOTOPbIE XOPOILO MOAXOAMIN OBl /A TeKylLel 3a/ia-
4y, VI36aBUTbCA OT 3TOl MPO6/IEMBI MOXKHO TMGO 3a CUeT paclIMpeHMs anropuT™Ma (IIyTeM BBOAA
ROTOMHUTENbHBIX MTapaMeTPOB, YBETMYEHUA KOMMYECTBA UTepalLinit 0OydeHus K T.I1.), 160 3a cyeT
npuMeHeHUs 60/Iee CIOXHOTO arOpUTMa 0OyYeHH .
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AB/ISIETCS MPO6/IEMOIt, ITOCKO/IBbKY, MCTIONb3Ys TaKye COBpeMEHHbIE MOJIENIN pacIpe-
JielleHHBIX BBIYMCIEHM, Kak Spark, MbI MOXKEM pacrapajllelMBaTh BbIIIOTHEHME
omepanuit. B 1o e BpeMsi, yeM 6onbllie MMeeTCA IPU3HAKOB, TeM 6oee TpyHOeM-
KMM CTaHOBUTCA 06y4eHue.

B ciy4yae npocTpaHCTB OYeHb 6O/BIION Pa3sMepHOCTH alIrOPUTMBI O6ydeHus ¢
yYMTeNEM O/DKHBI 06YYaThCsl TOMY, KaK pasmensiTb TOYKM ¥ CTPOUTH GYHKIMIO-
aNIpOKCUMATOP, 00eCcreYnBaOLIYI0 IPMHATIE IPaBU/IbHBIX pemmennit. Ecim mpu-
3HaKOB OYeHb MHOTO, TO 3Ta NpOLeAYypa OKa3bIBaeTCA JOPOroCTOsAlIel Kak B OT-
HOLIEHUY BPeMEHU, TaK ¥ B OTHOLIEHUM TPeOyeMBbIX BHIYMCIUTETbHBIX PECYPCOB.
B HekOTOpBIX cTy4asnx AaHHbIA (HaKTOP BOOOILE fe1aeT HEBO3MOXKHBIM IOy deHNne
HOCTaTOYHO 3P PEKTUBHBIX M OBICTPBIX PEIEHMI.

Ota npo6/eMa N3BECTHA KaK NPOKAAMUE PA3SMEPHOCMU, U [IIA €€ PELIEHUS XO-
poto mopxoauT o6yyeHne 6e3 yuntens. Vcnonb3ys MHCTPYMEHTbI CHIDKEHUSA pas3-
MEPHOCTH, Mbl MOXXeM HaiiTu Hanbosee 3Ha4YMMble IPU3HAKM B MCXOAHOM Habope
¥ CHUSUTD, ITYCThb JAXKeE 33 CYET MOTEPH HE3HAYMTENBHOI YaCcTH BXHOI MHPOpMa-
LMY, YUCTIO U3MEPEHUIt 0 TIPMEM/IEMOTO YPOBHA, a 3aTeM NPUMEHMUTD aZITOPUTMBI
o6y4eHus c yuuteneM ans 6onee apdekTMBHOro MOMCKa MOAXOAALIElH alIPOKCH-
mupyomeit pyHkuuu. (CHyKeHne pa3MepHOCTH 06CyX/iaeTcsA B IiaBe 3.)

KoHcTpynpoBaHue npu3HakoB

Koncmpyuposarue npusnaxos (feature engineering) — ofHa 13 CaMbIX BaXXHBIX
3afja4, KOTOpble MO/DKHBI peuraTs uccnepoBatenu. He pacnonaras mocToBepHbIMU
NpU3HAKaMy, aITOPUTM MALIMHHOTO 06ydYeHMs OKaKeTCA HEeCHOCOOHBIM JOCTa-
TOYHO HafIeXXHO PasfeNATh TOYKYM B IIPOCTPAHCTBE A/IA TOTO, YTOOBI MPUHMMATD
KOPPEKTHBIE pellleHUA OTHOCUTENbHO He3HAKOMBIX eMy IpuMepoB. OnHako, Kak
IpaBu/Io, KOHCTPYMPOBaHMe IPU3HAKOB — BeCbMa TPyAOeMKas 3ajiaua, Tpebyro-
Ijasd KPeaTMBHOTO BMEILATENIbCTBA Y€/I0BEKA [UIA CO3[aHMA NPU3HAKOB HY)XXHOTO
TUIIA B PyYHOM peXXuMe. BMecTo 3TOro Mbl MOXKeM MCIIO/Tb30BATh NPEACTAB/IEHNE,
TIOTy4eHHOe C TOMOLIIBIO a/ITOPUTMOB 06ydeHns 6e3 yunTens, 1 aBTOMAaTUI€ECKO-
ro o6y4eHus NpU3HaKaM IOAXOAAILLETO TUIIA, IOMOTAIOIIMM PEMMTb KOHKPETHYIO
3afady. (ABTOMaTH4YeCKOe u3B/IedeH e IPU3HAKOB 06CyK/aeTcsa B I7aBe 7.)

Bbibpocb!

BaxkHy10 po/b MIpaeT TakKe Ka4yeCTBO JAHHBIX. EC/M anropmTmbl MalIMHHO-
ro o6y4eHuss TPEHUPYIOTCA HA AAaHHBIX, COEPXKAILMX PeAKue 6b/6p0Chl, KOTODbIE
HECKO/IbKO MCKXaloT UCTUHHYIO KapTHHY, TO owmbka 0606menns 6yner MeHb-
1le, YeM ec/y 6Bl MBI UTHOPUMPOBAMM MX MMM o6pabaTeiBamM OTAENbHO. B crryyae
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o6ydeHusa 6e3 yuuTens Mbl MOXeM OOHapyXHUBaThb BbIOPOCHI, MCIIONb3ys MeXa-
HM3MBI CHIDKEHUA PasMEPHOCTM, ¥ CO3JaTh ABa NMPU/IOXKEHNA: OFHO, CIIELMATbHO
npenHasHadyeHHOE A/ 06paboTkyu BLIGPOCOB, 1 APYyToe, NpefHasHaYeHHOe A/Ist 06-
paboTku HopManbHBIX faHHBIX. (ITocTpoeHneM cucTeMBl O6HAPY KEHMA aHOMA NI
MBI 3alIMeMcs B I/1aBe 4.)

Npeid AaHHbIX

Mopenyu MalIMHHOTO 06y4eHMA TakkKe HO/DKHBI CYUTATBCA C Opeiiom daHHbIxX
(data drift). Ecnmu paHHbIe, KOTOpBIE MCIIONB3YIOTCA MOAENBIO B Lie/ISAX IMPOTHO3M-
POBaHMsA, CTaTUCTUYECKM OTIMYAIOTCA OT JAaHHBIX, HA KOTOPBIX OHa 06ydYamacs,
TO MOXeET NOTPe6OBaTbCA MIOBTOPHO OOYYNTD €€ Ha TeX AaHHBIX, KOTOpPbIE TyYlle
COOTBETCTBYIOT TeKyllel 3ajade. Ecm Mozens He mopiBepraeTcs IOBTOPHOI Tpe-
HUPOBKE W/IM eit He YAaeTCA Paclo3HaTh Apeitd, To ee mpefcKka3aTe/IbHasA Coco6-
HOCTb Ha TeKyLIMX JaHHBIX OT 3TOTO NOCTPafaer.

Co3spnaBas pacipefie/leHMs BEPOATHOCTEN C MOMOILBIO 06y4eHuns 6e3 yuurens,
MBI MOXXEM OLIEHUTb, HACKO/IBKO TEKYIIYe AaHHbIe OTINYAIOTCA OT JAHHBIX TPEHM-
poBoyHoro Habopa. V1 ecnmu 3T pasnuums CylECTBEHHBI, TO MBI MOXXEM aBTOMa-
TUYECKM 3aNyCKaThb MOBTOPHYIO TpeHUpoBKY Mofeny. (IToctpoennto Takoro Tmna
CUCTeM MOCBAleHa IaBa 12.)

KpaTkuit 0630p anroputMoB MaLMHHOrO 06yyeHus
cyuutenem

Ipexxme yeM yrmy6uThcs B M3ydeHMe cUCTeM 0OydeHMs Ge3 yumrens, Liemeco-
06pa3HO KpaTKO 03HAKOMMTBCS C aITOPUTMaMy OOY4eHNUSA C YUUTENEM U TeM, KaK
OHM pa6oTaloT. ITO MOMOXKET HaM OYEPTUTb TPAHMIBI, B KOTOPbIE BIIMChIBAETCA
obydeHne 6e3 yunTens.

CylwecTBYIOT 1B OCHOBHBIX THMIIa 3ajja4, OTHOCAMXCA K chepe 06ydeHus c
yuurenem: xnaccuduxayus u pezpeccus. B cnydae xnmaccuduxauuu UV gomken
KOPPEKTHO OTHOCUTD 37IEMEHTBI K OTHOMY M3 IBYX M/IM HECKONBKMX KaccoB. Eciu
€CTb BCETO [1Ba K/IaCCa, TO MBI MIMEEM JIENIO C TaK Ha3bIBaeMO 6UHAPHOL Knaccudu-
xayueti. Ecnu >ke kmaccoB Tpu uiu 6ortee, TO 3afiauy Takoro pofia Ha3blBaloT MHO20-
Knaccoeoti (Mynvmuxnaccosoit) knaccuguxayuet.

3apaun KmaccuUKaUMyU TaKKe HA3bIBAIOTCA OUCKPEMHBIMU NPEOCKA3AHUAMU,
IIOCKO/IbKY Ka)KAblil K1acc 06pa3yeT oTaenbHyio rpymmy. [Ipyroe ux HasBaHue —
Ka4ecmeeHHbill, VI Kamez0pUuanvHuitl, aHanu3.
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B cny4ae perpeccuu VIV momkeH mpefcKasbiBaTbh 3HaYEHUSA HenpepvléHOU T1e-
PeMeHHOI1, a He AUCKPeTHOI1. [Jpyroe HasBaHMe PErpPeCCHMOHHBIX 3afjad — KONU-
HecmeeHHbith aHANU3,

AropuTMBI MaLIYHHOTO O6YYEHNUA C y4UTe/IEM PaclIMpPAIOT 3TOT CIIEKTP 3aay,
HO BCe OHM Halle/IeHbl Ha MUHMMM3ALMI0 HeKOTOpoit QyHKIMy noTepb (m6o Mak-
cumu3anuy QYHKIMM 3Ha4eHMA), KOTOpass acCOLMMPOBAHA C METKAMM, MMEIOIIN-
Mucs B Habope JaHHBIX.

Kax y>xe ymoMuHanocs patee, 60/blire BCero Hac JO/DKHO 3a60TUTD TO, HACKO/b-
KO XOpOIIIO CHCTeMa MalllMHHOro 06y4eHusa 06obuiaeTcs Ha paHee He MPeNOCTaB-
neHHble 06pa3ypl. [N MuHMMM3aLuM OINOKM 060061eHNA OYeHb BOXHO CAeNaTh
NpaBU/IbHBIIT BLIOOP anropuT™Ma 06y4eHNA C YINTEEM.

Ins obecrieyeHusA Kak MOXKHO MeHbIIel olun6xky 06061eHnsa Heo6X0aMMO, YTO-
6BI CIO>)KHOCTD a/ITOPUTMUYECKOI MOJIE/IY COOTBETCTBOBAIA CTIOXKHOCTY MCTUHHOM
GyHKUMH, 3a7I0)KEHHOI B [aHHBIX. MBI He 3HaeM, YTO B I€/ICTBUTEILHOCTH NIPEQ-
craBnseT co6oit aTa GyHkums. Eciv 651 310 6B1/10 M3BECTHO, TO HaM He OTpe6oBa-
10ch 6bI 3a/Ie/ICTBOBaTh MAIIMHHOE OOy4eHMe A CO3[aHUA MOJIETM — MBI MOTTIN
6BI IPOCTO MCIIONB30BATD 3TY PYHKIMIO /I MONTy4eHNs KOppeKTHoro oTBeTa. Ho
IIOCKO/IbKY MCTMHHAA QYHKLMA HEM3BECTHA, MBI BHIGMpaeM airOpUTM MAlIMHHOTO
00y4eHMA A/ TECTUPOBAHMUA TMIIOTE3 M HAXOAMM MOfENIb, KOTOpas HaWIy4IIUM
06pa3oM anmpoKCMMMUpPYeT MUCTHMHHYIO (GYHKIMIO (T.e. MPMBOAUT K HaMMEHbIIENH
BO3MOXHOI o1M6bKe 06061meHns).

Ecnu COXXHOCTh TOTO, YTO MOAENMMPYET aNTOPUTM, MEHbIIE CTOXHOCTU MC-
TUHHOM (PYHKLMM, TO MBI CTOZIKHEMCA C Ipo6nemoit Hedoobywenus (underfitting).
B TakoM ciny4ae ommnbKy 06061eHNns MOXXHO YMEHBIIUTb IOCPEACTBOM Bhibopa
anropurMa, cocob6Horo MopennpoBath 6onee cnoxHywo ¢pyukumio. Ho ecnu anro-
PUTM MOPOXKAAET Yepecyyp CIOXKHYI0 MOJIE/Tb, TO MbI CTOIKHEMCA C nepeoby4eruem
(overfitting) ¥ momy4uM moxme pe3ynbTaThl A/ paHee He BCTPEYABLIMXCA JaH-
HBIX, YBe/IM4MB OLMOKY 06061meHn.

Jlpyrumu crioBaMM, OTAABaTh MpeRINoYTeHMe 6o/ee CIOKHBIM a/ITOPUTMaM 10
CpaBHEHMIO ¢ 60/ee POCTHIMY He BCerfa OyieT MpaBU/IbHBIM BLIOOPOM — MHOTZIA
IPOCTOe NIyl CTIOXHOT0. KaXkioMy aIropuT™y CBOMCTBEH CBOJ HA6Op CHMIBHBIX
Y ClabbIX CTOPOH, a TaK)Xe JOIYLIEeHMI, M 3HaHMe TOTO, KaKye M3 HUX CTIeAyeT pH-
MEHATD J/Is pellleHUsA KOHKPETHOI 3afjlady C MMEIOIMMMUCA NaHHBIMM, AB/IAETCA
OYeHb BaXKHBIM YC/IOBUEM OB/IafieHNA MCKYCCTBOM MALIMHHOroO o6y4eHus Ha npo-
deccroHanbHOM YpOBHe.
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Hlanee MBI pacCMOTPUM Hau6oJ/Iee IONYNAPHbIE aNTOPUTMBI MALIMHHOTO 06yye-
HuA ¢ yunteneM (BK/IIOYAsA MX IIPAaKTUYECKIe IPUMEHEHNSA), @ 3aTeM — a/ITOPUTMbI
06yueHus 6e3 yunrens’.

JInHeiiHble MeToAbI

CaMmble IpOCThIE aITOPUTMBI OOYYEHMA C YYUTENIEM MOLETUPYIOT TMHEHOE CO-
OTHOIIIEH)e MEeXAY BXOAHbIMM NPU3HAKAMM M BBIXOJHOM INEPEMEHHOM, 3HaUYEHe
KOTOPOJ1 MBI XOTUM IIPEACKa3aTh.

JInHeitHan perpeccus

Ipocreitinm U3 BceX aIrOPUTMOB ABNAETCA AUHEUHAS pezpeccusi, B KOTOPO
UCIIONIb3YETCA MOJieNb, IPEAIIONATaloIasa MMHENHOE COOTHOLIEHME MEXY BXOAHDI-
My nepeMeHHbIMU (X) ¥ eEUHCTBEHHBIM BBIXOLHBIM 3HaueHueM (y). Ecnu cootHo-
IIEHKE MEX/y BXOTIaMy1 ¥ BBIXOJIOM [IEMCTBUTENIbHO IMHENHOE, 3 MEXX/TY BXOHBIMU
nepeMeHHBIMM OTCYTCTBYET 3HaUMTe/IbHAA KOPpenALma (CUTyalus, M3BECTHAS KaK
KONNUHeApHOCMY), TO TUHENHAA PErpPeccus CTaHeT HemnoxumM Boi6opom. Ecn xe
MCTUHHOE COOTHOILIEHUE HOCUT 6omnee CITOXHBIN M/IN HENMHEHHBIA XapaKTep, TO
MCIIONIb30BaHMe IVHEMHOM Perpeccuy pUBefeT K Hefoo6ydeHuIo’.

YyuThiBasg MPOCTOTY CaMOr0 aArOPUTMa, MHTEPNPETALMA MOLETMPYEMOTO UM
COOTHOMLIEHUSA TaKXXe He MpeJCTaB/sAeT HUKAKOTro Tpyfa. Mumepnpemupyemocmo
pesy/IbTaTOB — O4YeHb Ba)XHBIA (aKTOP MAIMHHOTO 06y4eHNs, IOCKONIbKY pelle-
HYe JO/DKHO GBITh IIOHATO ¥ BOIJIOLIEHO B XM3Hb KaK TEXHNYECKMMMU, TaK U HETEX-
HUYECKMMM OTPACNIEBBIMU CIELMANNCTAMU. B OTCyTCTBME BO3MOXHOCTU MHTEP-
NpeTaLyy pelleHNA OHO NPEBPALIAETCA B 3arafloYHbINA YEPHBIN SLIMK.

Cunvrovle cmopombvi

JInHeitHast perpeccus OTIMYAETCA MPOCTOTOM, MHTEPIIPETUPYEMOCTBIO U He-
CK/IOHHOCTBIO K IIepe06y4eHNI0, IIOCKO/IbKY OHa He B COCTOAHMM MOJIENMPO-
BaTb Ype3MEPHO CI0XHbIe OTHOLIeHMA. OHa BEeTMKO/IENHO MOAXONMT /IS TeX
CITy4aeB, KOTla COOTHOIIEHME MeX Y BXOAHbIMM ¥ BHIXOAHBIMM NIEPEMEHHBI-
MM B OCHOBHOM SAB/IA€TCA TUHEAHBIM.

2 3T0T CIMCOK He ABMAETCS MCYEPIILIBAIOIIUM, HO BKIIOYaeT GOMBIIMHCTBO aITOPUTMOB, KOTOPbIE
06bIYHO MCIIONB3YIOTCA B MALIMHHOM 06yYeHNM.

3 K 4MCITy APYTMX MOTEHIMAILHBIX IPO6/IEM, IENAIOLIMX TIMHEAHYIO PETPECCHIO HEYIadHbIM BapUaH-
TOM BbI60pa, OTHOCATCA BHIGPOCH, a TaK)Ke Ha/M4Me KOPPeNALMM MeXY COCTAB/LAIOIMUMM OIIMO-
KM ¥ HETIOCTOAHCTBO UX JUCTIEPCUMH.
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Cnabvie cmoporbi

JInneitHas perpeccus 6yfeT HeRoo6y4aTbCsA Ha AAHHBIX, €C/TM COOTHOIIEHME
ME>XAy BXORHBIMM U BBIXOHBIMY NIEPEMEHHBIMY HE/TMHEIHOE.

ITpumerenrue

IMockonbKy Bec YemoBeKa B 11e/IOM IMHEHO 3aBMCHUT OT €TI0 pOCTa, TMHENHAA
perpeccus 6yAeT XOpOILIO peAcKa3bIBaTh BeC Ye/IOBEKA, MCIO/Nb3Ys €ro POCT
B Ka4eCTBe BXOAHBIX JaHHBIX, ¥ HA060POT.

Noructuyeckas perpeccus

ITpocreitmmM anropuTMOM KaacCMUKALMM ABIAETCA N02UCMUYECKAS pe-
2peccust, KOTOpas TaK>Ke OTHOCUTCA K IMHEMHBIM METOaM, HO ee IpeficKa3aHus
npeo6pasyloTcs C MOMOLIbIO JIOTMCTHYECKON QyHKLMM. BpIxooM Taxoro mpe-
06pa3oBaHNA ABNAITCA 8ePOAMHOCMU KNACCO8 — MHade TOBOPS, BEPOATHOCTHU
NpUHaANeXHOCTH 06pasua K TOMY MM MHOMY K/Iaccy, IpyyeM CyMMa BCeX Be-
POATHOCTeIt 10 BceM 06pasiaM AO/DKHA PaBHATHCA efuHMIIE. 3aTeM KaXHAOMYy
NpUMepy NPUIIUCHIBAETCA K/IAcC, BEPOATHOCTb NPUHAMIEXHOCTH K KOTOPOMY
MaKcHMaJbHas.

CunvHble cmopoHbl

Kak u nuHeitHas perpeccus, TOTMCTUYECKAsA perpeccus OTIMYAeTCA POCTO-
TOJ Y MHTEepNpeTHpyeMocThio. Ecnu Kmacchl, KOTOpble Mbl IILITAEMCS IPEX-
CKa3aTh, He MePeKPHIBAIOTCA U IMHEMHO pa3fieMbl, TO IOTUCTUYECKASA pe-
rpeccus — OTIMYHBIIL BHIOOP.

Cnabvie cmoponbi
JlorucTuyeckas perpeccus He paboTaeT B CTydyae NMHENHO HEPA3/IEMUMBbIX
KJIaCCOB.

ITpumenerue

Ecmu kmaccel — HampyuMep, pocT pebeHka M pocT B3POC/IOTO 4e/loBeKa —
B 1[e/IOM He IIepeKpBIBAIOTCA, TO JIOTMUCTUYECKAsA PErpeccus AacT Xopouine
pe3ynbTaTHI.

MeToab! Ha 0CHOBe COCeACTBa TOYEK

Jlpyryto rpynny o4eHb MPOCTBIX aITOPUTMOB 06Pa3ylOT METOAbI, OCHOBAHHbIE
Ha TOHATMHM cocedcmaa mouex (neighborhood). MeTops! 310 rpynnbl — neHusbie
y4eHuKU, IOCKONbKY B JaHHOM ClTy4ae 0Oy4eHMe pasMeTKe HOBBIX TOYEK OCHOBBI-
BaeTCs Ha MX 6/IM30CTH K y)ke pasMeYeHHBIM To4YKaM. B oTmume oT nuneitHoOi nnu
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JIOTMCTUYECKOV PErpeccuy MOJENMM, OCHOBAHHBIE HA COCEICTBE TOYeK, He 06yya-
I0TCS TIPEACKa3aHMIO METOK /LA HOBBIX TOYeK. BMeCTO 3TOro OHM MpENICKa3bIBAIOT
METKMU [I/151 HOBBIX TOYEK, MCK/TIOYMTENIbHO MCXOIA U3 TOTO, HACKOIbKO HOBbIE TOYKM
yAa/IeHBI OT CYILECTBYIOLIMX pa3MedeHHbIX To4eK. /leHusoe 06y4enue (lazy learning)
TaKXKe OTHOCUTCA K METOZIaM 00y4eHus Ha npumepax (instance-based learning), mnu
Henanapamempu4eckum MeTOLAM.

Metog k-6nuxaiumnx cocegen

Haunbonee momynspHbiii MeTOR STOM Kareropum — k-6nusativaux cocedeti
(k-nearest neighbors — KNN). [Ina moMeTKM KaXkfioif HOBOJ TOYKM alTOPUTM
OCYILECTB/AET MOMCK Kk OMVDKAMIINX COCEHMX MOMEYEHHbIX Tovek (rme k — ire-
JI0e YMCTIO) ¥ Hafe/AeT y)Ke pasMEeYeHHBIX COCefiell MPaBOM rooca mpu NpuHA-
TUM pellleH!s] OTHOCUTENTBHO TOTO, KaKyI0 METKY C/IefiyeT IPMCBOMTDH HOBOV TOYKe.
B kayecTBe Mepbl yia/IeHHOCTY HOBOJ TOYKM OT 6mpkaitmmx cocepeirt B KNN mo
YMO/T4aHMIO MCIIONB3YETCS €BK/INI0BO PACCTOSAHME.

Or Bbi6Opa 3HaueHNs k 3aBUCUT O4eHb MHOroe. Eciu oHO ycTaHOBNEHO Crymui-
KOM HM3KUM, TO METOJ NpuoOpeTaeT MOBBILEHHYIO TMOKOCTD, O4epYMBasA TPaHM-
1Ibl, YYUTBIBAIOIME MHOXKECTBO HIOAHCOB, M Mepeobyyaach Ha maHHBIX. Ecmu xe
s k BbIGpaHO CIMIIKOM 60/IbIIIOE 3HAYEHE, TO METON TepAeT IMOKOCTb, O4epyn-
Bas C/IMLIKOM Ipy6ble TpaHMIIbI ¥ IOTEHLMATBHO HER006yYasach Ha JaHHBIX.

Cunvrvie cmopoHbvl

KNN, B oTnuumne OT IMHENHBIX METOMOB, 0O/MafjaeT 3HAYUTENbHON TMOKO-
CTBIO ¥ IPUCTIOCOOTeH i 06yderns 6oree CIIOXHBIM HENMHENHBIM COOTHO-
meHuAM. [Ipu 3TOM OH coxpaHseT NpOCTOTY ¥ MHTEPIIPETUPYEMOCTb.

Cnabvie cmoponbi

KNN noxo paboTaer B Tex Cy4asx, KOIrja KOMM4ecTBO HabMoeHnt 1 npu-
3HAKOB JOCTUTaeT KPUTHUYECKOI BEIMUMHBL B yc/OBMAX 3aNIO/THEHHOTO 607Tb-
MM KO/TMYECTBOM TOYEK MHOTOMEPHOTO IIPOCTPAHCTBA METOJ, CTAHOBUTCA
He3()(eKTUBHBIM C BBIYMCIUTENLHOM TOYKM 3PEHNMA, OCKOMBKY A/IA TIpex-
CKa3aHWsA MPU3HAKOB IPUXORUTCA PaCCYMTHIBATD PACCTOSHMUA OT HOBOI TOY-
KV JI0 YK€ pa3Me4eHHbIX MHOTOYMCIIEHHBIX cocefHuX TodeK. OH He M03BO-
JIseT UCIIONMb30BaTh 3 PEKTUBHYIO MOJe/Ib C YMEHbUIEHHBIM KOMUYECTBOM
IapaMeTpOB /I TeHepMPOBaHMA Heo6XoaMMBbIX NIpencKa3anmit. Kpome Toro,
MeTOA BecbMa YyBCTBUTE/IEH K BbIOOpY mapamerpa k. I[Ipu cimikoM HU3KuX
3HaYeHNAX kK METOA MOXKET MepeobydaThcs, a IPY CTUIIKOM BBICOKMX — He-
Roo6ydarbca.
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IIpumenenue

KNN mmpoko npumeHseTcss B peKOMEHIAaTeTbHBIX CUCTEMAX, HAIpUMeED TeX,
KOTOpbIe UCIONB3YIOTCS AN TMPOTHO3MPOBAHMA IIONb30BATENbCKMX TpeN-
noutennit: unbmos (Netflix), mysviku (Spotify), apy3eit (Facebook), ¢o-
torpadmit (Instagram), nouckoBsix 3anpocos (Google) u morpebutenbckux
ToBapoB (Amazon). B yacTHOCTH, METOJ, MOXKET OKa3aThCs IIONIE3HBIM IIpU
NpefCKa3aHNM NPEATNOYTEHUII OTAENBHOIO IONb30BATENA Ha OCHOBAHMM
M3BECTHBIX MPEANOYTEHMIA I0/Ib30BATENIEN C AHA/IOTMYHBIMM BKycaMy (Tak
Ha3bIBaeMas K0N1a60pamueHas Gunompayus) UM Ha OCHOBaHMM COOCTBEH-
HBIX NIPeANOYTEHMII I0/Ib30BaTENA B NIPOLIIOM (TaK HasbiBaeMas Punvmpa-
UUSR N0 COOEPHUMOMY).

MeTozbl Ha 0CHOBE epeBbeB peLLeHNi

BMmecTo Toro 4ro6bnl MCIIONB3OBATh TMHENHBIN METOJ, MBI MOXXEM IOCTPOUTD
[iepeBO peLLIEeHNit, B KOTOPOM BCe IIPUMEPBI Ce2MeHMUpPyomcs, WIn cmpamu@uyu-
pyromcs, o OTAENbHBIM 06/1aCTAM Ha OCHOBaHMM MMelolMxcsa MeToK. Ilo 3aBep-
IIeHUY CETMEHTHPOBAHMA KaXK/Aast 06/1aCTb COOTBETCTBYET ONpENeIEHHOMY KacCy
METOK (f151 3afay KiaccuuKaLym) UM AUanasoHy npeAckasaHHbIX 3HaueHui (s
3agay perpeccun). TOT IpoLiECC aHAIOTMYEH TOMY, Kak e/ 6b1 Mbl mopyunu I
aBTOMATMYECKM CO3/aTh NpaBy/Ia, OPMEHTHPOBAaHHbIE Ha IO/TyYEHNE HAMTYYLINX
pelleHnit U NpefCcKasaHmni.

OnuHOYHOE fepeBO peLeHni

TIpocTeitiumit BApMaHT — MeTOA 00UHOUHO20 Jepesa peweruil, B Kotopom U
BBINO/IHAET OfUH MPOXOA IO TPEHMPOBOYHBIM AAHHBIM, CO3[aeT NpaBMU/IA A/
CEerMEHTMPOBAHMA AaHHBIX Ha OCHOBaHMM MMEIOIIMXCA METOK M MCIONb3yeT pe-
3yNbTUpYIOLliee ePeBO PelIeHM 1A CO3NAHUA NPeNCcKa3aHuii B OTHOLIEHNU He
IpeLCTaB/IeHHBIX PaHee NaHHBIX, BK/IIOYEHHBIX B BaIMAALMOHHBINA MIM TECTOBBIN
Ha6op. OfHaKO OAMHOYHOE IEpPeBO pelIeHNif 06BIYHO MI0X0 06061aeT To, YeMy
06y4noch B poLiecce TPEHMPOBKY, Ha HE3HaKOMble IPUMepPHI BBUAY nepeobyye-
HUA Ha OIHOM-eAVMHCTBEHHO TPEHUPOBOYHOM UTEPALIUN.

barruur

B xayecTBe ynmydLIeHMs1 ONMHOYHOTO fiepeBa pelleHMi MOXKHO BOCIIONb30BAThCA
6ymcmpan-azpezuposarem, W 6322uHzom, KOTAA Mbl popMMUpyeM U3 TPEHMPO-
BOYHBIX JaHHBIX HECKONIKO C/Iy4AiiHbIX 8bI00POK NPUMEPOS, @ 3aTEM CO3[IAEM JIEPEBO
peleHNit 1A KaXA0it BHIOOPKY ¥ NpeNCcKasbiBaeM BBIXOJ A/IA KaX/IOTO MpuMepa

06yuenme 63 yuntens Kak oauH 13 BHAOB MAWIMHHOTO 06y4eHus | 43



IyTeM yCpeHEHUA TpeNCKa3aHui OTAENbHBIX fiepeBbeB. 3a CYET MCIIONb3OBAHUA
pandomu3ayuy BHIOOPOK M yCpeHEHUs pe3y/IbTaTOB HECKONbKMUX JiepeBbeB (MOf-
XOfI, U3BECTHBIit KaK Memo0 aHcambneil) 63ITUHT IIOMOTaeT YaCTMYHO CIIPABUTBCA C
nepeo6y4eHneM, CBOICTBEHHBIM OIMHOYHOMY A€PEBY PellEeHMIL.

CnyyaiHbie neca

MB51 MOXKeM AONOTHUTENBHO 0CIabUTh 3¢ PeKTHI MepeobydeHns, CeMIMPYS He
TO/IBKO TIPMMEPBI, HO ¥ CaMy IIPeANKTOpEL. B MeToxe c1yatinbix necoé Mbi oT6Mpa-
€M HEeCKO/IPKO CITyYalfHbIX BBIGOPOK NPMMEPOB M3 TPEHUPOBOYHBIX JAHHBIX, KaK
3TO fenaeTcs B G3ITHHTe, HO B KOKAOM [iepeBe PelleHNit Mbl CO3[Ja€M pacllenIe-
HJe, OCHOBaHHOE He Ha BCeX NIPeANKTOPaX, a Ha CAy4atiHot 8bi60pKe npeduxmopos.
KonnyecTBo NpeuKTOpOB, YCTaHABMMBAEMbIX LA KaX/OTO iepeBa, OOBIYHO BbI-
6upaeTca paBHBIM KBa[paTHOMY KOPHIO 13 O6IIIETo MX KOMMYeCTBa.

CeMnmMpys TIPEUKTOPBI OIIMCAHHBIM CIIOCOOOM, aITOPUTM C/Ty4aifHBIX /1€COB
CO3/aeT [iepeBb, €llle B MEHBIIIEl CTENEeHN CKOPpeMMpOBaHHbIE MeXAY coboit (1o
CPaBHEHMIO C fiepeBbAMM 63ITMHIA), TeM caMbIM ocnabnas addexTs nepeobyye-
HMS ¥ yMeHbIIasA on6Ky 06061eHns.

byctunr

B gpyroM noaxope, KOTOpPbIif Ha3bIBAaeTCA 6ycMuH2, TAKXKe CO3[IaeTCA HECKOIb-
KO iepeBbeB, HO IIPY 3TOM fiepeBbA GOPMUPYIOTCA NOCNE008AMENLHO, YTO TIO3BO-
JI5€T MUCTIONb30BaTh 3HaHUA, KOTOPHIM VIV 06yuniics Ha npeAbIAyIEeM AepeBe, A
yny4uIeHNA Pe3yNbTaTOB, Oy4aeMbIX C IOMOLIBIO CIeyIollero fepesa. [1y6una
Ka)X0ro fiepeBa MOAAEP>KUBAETCA Ha JOBOTbHO MENIKOM yYPOBHe, C HE6O/MbILNM
KO/IMYEeCTBOM PacCLIEN/IEHUIA, ¥ 06yueHe IPOUCXOAUT NOCNIEfOBATENbHO, IEPEBO
3a iepeBoM. VI3 Bcex METONOB, OCHOBaHHBIX Ha IePEBbAX pelleHNit, HayTydIIyIo
IPOM3BOAMTENLHOCTD IIPOAEMOHCTPUPOBANIN MAULUHDL 2PAdUEHMHO20 BycmuHea,
KOTOpBbIE YaCTO OfleP>KMBAIOT OOEAbI Ha COPEBHOBAHMAX 110 MAIUMHHOMY 06yye-
HUI0%,

CunvHvie cmopoHbt

MerTopbl Ha OCHOBE JlepeBbeB PEIeHNiT OTHOCATCA K YMCIy Haubolnee mpo-
M3BOAUTENbHBIX a/ITOPUTMOB 06y4eHNs C yunuTeneM, NpefHa3sHa4eHHBIX /1A
pelleHns 3afad IPOrHO3MPOBaHMA. ITU METOABI CIOCOOHBI BBIAB/IATD CIIOX-
HBI€ COOTHOILUEHNA B JaHHBIX ITyTeM 06y4eHMsA MHOTMM ITPOCTBIM IPaBI/IaM,

4 [TogpobHee 0 TpafveHTHOM 6yCTUMHTe MOXKHO NpoYMTaTh B 61ore Bena fopmana (http://bit.
1ly/2S51C8Qy).
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TI0 OfHOMY IIpaBuUiy 3a pa3. KpoMe Toro, oHM crioco6Hb1 06pabaTbiBaTh OT-
CYTCTBYIOIYIE AaHHbIE U KaTeropyuaabHble PU3HAKN.

Cnabvie cmoponbsi

MeTopnbl Ha OCHOBE i€pPeBbEB PELIEHMII ¢ TPYAOM IMOAJAIOTCA MHTEpIpeTa-
1My, 0COGEHHO B TeX Cy4asX, KOTAa A/ MONy4YeHNUs HafleXXHBIX MpeficKa-
3aHMil TpebyeTca MCIONMB3oBaTh 60O/IBIIOE KOMNYECTBO Mpu3HakoB. Kpome
TOTO, NI0 Mepe YBeMM4eHUsA KOMMYECTBA NMPU3HAKOB IPOM3BOAUTENBHOCTD
TaK>Ke CTAHOBUTCA po6/1eMOit.

IIpumenenrue

IpanmeHTHBIA 6YCTHHT M CTydaifHbIe leca OTIMYHO MOAXOAAT A/A pelleHus
3a/1ay IPOTHOSUPOBaHMA.

MeToA onopHbIX BeKTOpoB

BMecTo TOro 4TO6H! CTPOUTD AepeBbs ANIA pas3feNeHus JaHHbIX, Mbl MOXKEM VC-
THI07Ib30BATh A/ITOPUTMBI, IpeAHa3HaUYeHHbIE I CO3AaHMUA TUITEPIIOCKOCTeIA, pas-
feNAOLWMX fAHHBIE HA OCHOBAaHMM MMEIOLIMXCA NpU3HaKkoB. COOTBETCTBYIOLIMIL
TIOAXO/, IOZTYYM/T Ha3BaHMe Memod onopHoix sexmopos (support vector machine —
SVM). SVM He rapaHTHpyeT upeanbHOro paspeneHus (He Bce TOYKM B OMIpefe-
JIEHHOI 00/1aCTV TUIIEPIPOCTPAHCTBa 00S3aHBI MMETb ONHY U TY XK€ METKY), HO
paccTosiHue MeXAY NOTPaHMYHBIMM TOYKAaMM, C KOTOPBIMM aCCOLUMMPOBaHa He-
KOTOpas MeTKa, ¥ NOTPAHMYHbIMYM TOYKAMM, C KOTOPBIMY aCCOLIMMPOBAHa pyras
MeTKa, JO/DKHbI ObITh KaK MOXXHO 6onbummu. KpoMe Toro, rpaHuisl He 06sA3aHbI
OBITb TMHENHBIMY — MbI MOXeM obecrieunTs 6omee rmbKoe paspeneHue JaHHBIX,
UCTIONb3YsA HENMMHENHbIE Afpa.

HeitpoHHble ceTn

Ob6y4eHMe TpeACTaBNIeHNUAM HAHHBIX MOXXHO NPOBOAUTH C MCIIONB30BaHMEM
HellpoOHHbIX cemeil, KOTOpble COCTOAT U3 BXOZHOTO C/IOS, HECKONBKUX CKPBITBIX
CTI0OEB ¥ BBIXOJZHOTO C/10A°. BXOZHOM €O/ MCIIO/MB3yeT NMPU3HAKM, TOTAA KaK BbI-
XOZIHO C/IOV MBITaeTCA JOOUTHCA COOTBETCTBMA NEPEMEHHON OTK/IMKA (OTBeT-
HOI1 TepeMeHHO). CKpbITbIE C/IOM TIPEACTABIAIOT CO60I BIOXKEHHYIO MepapXMIo

*Ona nomyyenua 6omee mofpo6Hoit MHGOPMALMM O HEPOHHBIX CETAX OOpAaTUTECh K KHMTe
Iny6oxoe obyuenue Slna Tyndennoy, Momya Benmxmo u AapoHa Kypsumma (http://www.
deeplearningbook.org/).

06yyenue 63 yunTens Kak oAuH 13 BUA0B MALIWHHOTO 06yueHnA | 45



a6CTpaKTHBIX MOHATHMI — KaXXABIN C/IOM (MM MOHATHUE) MBITAETCA TOHATH, KaK
IpEABIAYIINIA C/IOM COOTHOCUTCA C BHIXOHBIM CIIOEM.

Onupasch Ha 3Ty Mepapxmio, HeMPOHHaA CETb MOXET 06Y4aTbCs CIOXKHBIM I10-
HATHAM ITyTeM UX GOpPMMUPOBaHNMA Ha OCHOBe 6o/lee MpOCThIX MOHATHIL. Heltpon-
Hble CETM — OfIH U3 Haubo/ee MOLIHBIX MOAXOA0B K aNIpoKCuManuu GpyHKImi,
OfTHAaKO C HMM CONPsDKEHbI Takye Npo6eMbl, Kak epeobyyeHme 1 TPYAHOCTD UH-
TepIpeTanuy — HeROCTAaTKH, KOTOpbIe Mbl 6yeM Mofpo6HO 06CcyxaaTh fanee.

KpaTkuit 0630p anropuTmMOB MalLMHHOTO 06yueHns
6e3 yuntens

A Temepb IepPEKTIOYMMCA Ha PaCCMOTPEHME 3aiay, B KOTOPBIX MBI MMEEM €10
C Hepa3sMEYEeHHBIMM JAHHbIMU. [IpMMeHAeMBIe B TaKMX CITyYasiX aATOPUTMBI 00y-
yeHMsA 6e3 yYMTE/IA He CO3MAIOT NpPeACKasaHus, a MbITAITCA 06yYnTbCA 6a30BO

CTPYKType AaHHBIX.

CHWXKeHWe pa3MepHOCTH

Anzopummbol CHUNKEHUS PAIMEPHOCMY TPAHCTMPYIOT OPUTMHATBHOE MHOTOMEp-
HOEe MPOCTPAHCTBO BXOJHBIX JAHHBIX B MPOCTPAHCTBO Go/ee HM3KON pa3MepHO-
cTH, UIBTPys HaMMeHee pelleBaHTHBIE MPUSHAKM U COXPaHssl KaK MOXHO 6071b-
1Iee KOMMYECTBO IPU3HAKOB, IPEACTaBNAI0WMX MHTepec. CHMXKEHNE PasMEPHOCTH
no3poisieT 3¢ dexTNBHEE BBIABIATD WAGIOHBI ¥ pelaTh KPYITHOMAcIITa6bHbIe, BbI-
YMCIMTENTBHO TPYROEMKMeE 3afiauy (Yalle Bcero CBA3aHHbIe ¢ 06paboTKoit u3o6pa-
JKEHUIt, BULI€O, PEYN U TEKCTa).

NnHe#Hana npoekuua

Cyi1ecTByIOT fB€ OCHOBHbIE Pa3HOBMAHOCTM aITOPUTMOB CHVDKEHUS pa3Mep-
HOCTH: IUHEUHAA NPOEKYUR U HEUHERHOE CHUNEHUE Pa3mMepHOCMU.

AHanu3 rnaBHbIX KOMNOHEHT

Onmuu M3 NOAXOMOB K M3y4eHMI0 6a30BOi CTPYKTYPBI JaHHBIX 3aK/IIOYaeTCS B
npeHTUOMKALMM Haubonmee BaXKHBIX IPU3HAKOB, OOBACHSIOLMX USMEHYMBOCTD
npumepos. He Bce mpusHaky paBHoLeHHbI. OfHYM M3 HUX MCIIBITBIBAIOT IAILIb HE3Ha-
YUTENbHbIE M3SMEHEHMA U NTO3TOMY MeHee NO/e3Hbl B I/IaHe OOBACHEHNA JAHHBIX.
B 10 >xe BpeMs pyTHe IpU3HAKM MOTYT BApbMPOBAThCA B ONpeNeeHHbIX NIPefenax,
¥ MIMEHHO OHM 3aCTy>XXMBAIOT 60/lee IPUCTANIbHOIO BHMMAHMs, IIOCKO/IBKY C MX I10-
MOUIBIO JIeTYe OCTPOUTD MOJIE/b, NPeHa3HAYEHHYIO /IS pasfe/ieHNs JaHHBIX.

46 | Inasa 1



B metope PCA (principal component analysis — aHa/mM3 r1aBHbIX KOMIIOHEHT)
aITOPUTM HaXOAUT TaKOE IpeACTaBIeHME NaHHBIX HM3KOM Pa3sMEPHOCTH, KOTOpOe
obecreunBaeT COXpaHeHMe MaKCHMMaJIbHO BO3MOXHOV [OMM MX BapMaTUBHOCTM.
PasmMepHOCTb 3TOro npefcTaBleHMA 3HAYNTETHHO MEHbIIE Pa3MEPHOCTH IOTHOTO
Habopa AaHHBIX (T.e. TIONHOrO 4YMc/a npusHakos). Ilepexos K MPOCTPaHCTBY MO-
HIDKEHHOJ Pa3MEpHOCTH CONPOBOXK/IAETCA MOTepeli ONpee/IEHHOM YaCcTH AUCTIEpP-
CUH, HO yTIpolaeT uAeHTH(pMKaumo 6a30BOI CTPYKTYPHI AaHHBIX, YTO obecnedn-
BaeT 6oree 3 (peKTUBHOE pellleHNe TAKUX 3ajaY, KaK KIacTepu3anys.

CywecTByeT Heckonbko BapuanToB Metofa PCA, xoTopsie MbI 60nee moppo6-
HO 0OCYAMM B MOCNERYIOMX I7IaBaX. B MX 4MCIO BXOAAT MUHM-TIaKETHbIE BEPCUM,
TakMe KaK uHkpemenmmsiii PCA, HevHeltHble Bepcuu, Takue Kak f0epHoiti PCA, u
paspexxeHHbIe BEpPCUH, TaKue Kak paspexcernviii PCA.

(uHrynapHoe pa3noxeHue

CyTb ApyTOro moAXofa K M3y4eHuio 6a3oBoi CTPYKTYpPHI JaHHbIX 3aK/TI0YAETCA
B CHIDKEHMY PaHra MCXOLHOM MaTPUIbl IPU3HAKOB [0 MEHBILETO 3HAYEHMUsA C CO-
XpaHeHMeM BO3MOXXHOCTH BOCCTaHOB/IEH!sI MCXOAHOI MaTpHUIbI MyTeM o6pa3oBa-
HUS TMHENHOM KOMOMHALMHM HEKOTOPBIX M3 BEKTOPOB MOy YeHHOM MaTpHIIbI 607ee
Hu3Koro paHra. 1o 1 ectb MeTop SVD (singular value decomposition — cunrymsap-
Hoe pa3sjioxxeHue). [eHepupys MaTpuiy MeHbLIero panra, Metof SVD ocTaBiser te
13 BeKTOPOB MCXORHOM MaTpPUI[bI, KOTOPbIe COAepXKaT HanbobIIyIo YacTb MHGOP-
Mauuu (obecrneunBaloT Hauborbliee CUHTYIAPHOE 3HaUeHNe). ITa MaTpuija IIOHN-
JKEHHOTO paHTa 3aXBaThIBaeT Hambojee BaXKHbIE 3T€MEHTBI MCXONHOTO IIPOCTPaH-
CTBa IIPU3HAKOB,

CnyvaitHan npoeKuuA

AHa/IOTMYHBIA AITOPUTM CHMDKEHUA Pa3MEPHOCTM BK/IIOYAaeT MPOELMPOBaHMUE
TOYeK M3 MHOTOMEPHOTO IIPOCTPAHCTBA B IPOCTPAaHCTBO 6o/ee HU3KOM pasmep-
HOCTM TakuM 06pa3oM, YTO6bI COXpaHUTb MacIITab pacCTOAHMI MEX/y TOYKaMMU.
[Ins 3TOro UCTIONB3YIOT MO0 CAy4aliHyI0 2ayccO8CKY10 TNOO CayHatinyio paspesen-
Hy10 MaTpuLy.

06yueHue Ha MHOroo6pasusx

Kax PCA, Tak u cnyvaiftHas npoekuus NofpasyMeBaloOT TMHENHOE IIPOeLMpo-
BaHMe [JaHHBIX U3 MHOTOMEPHOTO NPOCTPAHCTBa B NMPOCTPAHCTBO HMU3KOM pas-
MEPHOCTH. Pe3ynbTaThl MOXHO YAyYLIMTh 3a CYeT NpPUMEHEHMA HENMHETHOTO
npeo6pa3oBaHNA BMECTO IMHEHOrO — TaKON MOAXO/ M3BECTEH KaK 06y4eHUe Ha
MmHozoobpa3susx (manifold learning), unu nenuneiinoe cruxenue pasmeprocmu.
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Isomap

9TOT anropuT™ 06y4aeTcss BHyTPEHHel reOMeTPUM AaHHBIX yTeM OLIEHKH 2€0-
desuveckux (UCKPUBTIEHHBIX) PACCMOAHULE MEXTY KK/IOM TOYKOI 1 ee Gmydkaiium-
MJ COCEAsIMM, a He eBKIMAOBBIX. Isomap 1cIonb3yeT 3Ty MHPOpMaImIo 1A IOCTIe-
AYIOLLETO BIIO)KEHMS MHOTOMEPHOTIO NIPOCTPAHCTBA B IIPOCTPAHCTBO OHMKEHHOMN
pasMepHOCTH.

(ToxacTiueckoe BNOXeHHe cocefieil ¢ t-pacnpepenesnem

Ipyroit IOAXOM K CHUKEHMIO pasMepHOCTH, HasbiBaeMblit t-SNE (t-distributed
stochastic neighbor embedding), ocHoBaH Ha B/IO>KeHMM MHOTOMEPHBIX JaHHBIX
B IIPOCTPAHCTBO, MMelolllee BCEro MULIb BA-TPU U3MEPEHUs, YTO MO3BO/AET BU-
3yanusupoBarb npeo6pa3oBaHHbIE fAHHBIE. B 3TOM 1BYX- M/IM TpeXMEPHOM NpO-
CTPaHCTBe CXOXMe IPUMepHI PAcNoNaraloTcA Ha He6OombIMX, a HeCXOXue — Ha
60MbIINX PacCTOAHUAX APYT OT APYTa.

CnosapHoe 06yueHue

Iopxom, M3BECTHBI KaK c108apHoe o6yueHue, TIOfpasyMeBaeT obydeHue pas-
PEXEHHOMY IIpefiCTaB/IeHMI0 6a30BBIX NAHHBIX. DTUMM peNpe3eHTaTUBHbIMY 37ie-
MEHTaMM C/TyXaT MPOCThie 6MHapHbIe BEKTOPHI (COCTOSAIME M3 HYTIel 1 efMHML),
M KaXX[Ablil IpUMep B Habope JaHHBIX MOXeET ObITh PEKOHCTPYMPOBAH B BUJIE B3Be-
LIEHHO! CYMMBI pelpe3eHTaTUBHBIX 37IeMeHToB. Marpuna (c08apy), reHepupye-
Mas B rpouecce 06ydeHus 6e3 yduTens, 3aNoNHeHa ITTABHBIM 06pa3oM HY/LAMY U
COepPXKMUT INLIb He6ONbII0e KONMNYECTBO HEHY/IEBBIX BECOB.

Bnarogapsa co3faHuio MOfOOHOrO CIOBaps anmroputM crocoben addexTuBHO
uaeHTMONUMPOBATh Haubo/ee CYLIeCTBEHHbIE PENPE3eHTaTUBHbIE 37IEMEHTDI UC-
XOJIHOTO MPOCTPAHCTBA PU3HAKOB — Te, KOTOPBIE COfiepXaT Hauborbliee Komuye-
CTBO HEHY/EBBIX BECOB. MeHee BaXKHbIE 37IEMEHTHI COZIEP>KAT MEHbIlee KONMNYECTBO
HeHyreBbIx BecoB. Kak u PCA, cnoBapHoe o6y4enye OTIMYHO IOAXOAMUT A/Isl pasfie-
MeHMA JAHHBIX ¥ UAeHTUUKALMNA MHTEPECYIOLINMX HAC a6/I0HOB.

AHanu3 He3aBUCUMbIX KOMNOHEHT

OpHoit u3 o6wMX Mpo6eM, MOpoXAaeMbIX Hepa3MEYeHHBIMM JaHHBIMM, CTa-
HOBMTCSA Ha/lyM4Me MHOXKECTBA HE3aBUCUMBIX CUTHAJIOB, KOTOpPbIE B/IOXKEHBI B MMe-
IOLIMeCs] B HallleM PacropsbKeHMM NpusHaku. VICIonbays avanus He3asucumvix
xomnonenm (independent component analysis — ICA), MbI MOXeM pasfenuTb 3Ty
CMeCh CUTHAJIOB Ha He3aBMCHMMble KOMIIOHeHTHI. [Tocne Takoro paseneHus MO>XHO
PEKOHCTPYMpPOBATb M060J1 3 OPUTYHATIbHBIX IPU3HAKOB, 06pasys MMHe HbIE KOM-
6uHaUMM CreHepUPOBAaHHBIX MHAMBUAYaMbHbIX KoMnoHeHT. Metox ICA mmpoko
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npuMeHAeTCA AN 06paboTkM cUrHaMOB (HaIpUMep, I NAEHTUUKALMY OT/END-
HBIX FO/TOCOB B ayAMO3aMMCH U3 LIYMHOTO KadeTepus).

JlaTeHTHOe pa3meLlLeHue [upuxne

O6yueHne Ges yuuTens Takke MOXKET OBITb MCIIONb3OBAHO [/IA O6BACHEHUS
Habopa JaHHBIX IyTeM U3y4eHUsA PaKTOPOB, KOTOpPbIE OOYCIOBIMBAIOT CXOACTBO
OT/ZIe/IbHBIX YacTeit Habopa Mexxay co6oit. ITo TpebyeT 06ydeHNs HeHabMOfaeMbIM
3MeMeHTaM Habopa MaHHBIX — IOAXOf, MOMYYMBIUMIA Ha3BaHUE AMEHMHOE Pa3-
mewienue Jupuxne (latent Dirichlet allocation — LDA). IIpegnonoxum, nmeercs
TEKCTOBBI/ [JOKYMEHT, COREp>KallMif MHOXECTBO C/I0B. OTU C/I0OBAa He ABIAKTCA
CITy4aifHBIMM, OHM NTONYMHSAIOTCSA ONPENeNIeHHO CTPYKTYPpe.

Taky1o CTpyKTYpy MO>KHO CMOAENMPOBATh KaK HeHab/IIo/jaeMble 3/IEMEHTHI — TaK
Ha3biBaeMble mempi. [Toc/ie mpoBeaeHMsA cOOTBETCTBYIOMEl TpeHMpoBKyu MeTol LDA
MO>XeT OOBACHUTD AHHBII JOKYMEHT C IIOMOLIbIO0 OTPaHMYEHHOTO Habopa TeM, 1A
KaX/I0/1 13 KOTOPbIX MMeeTCs HeOONMbIION HaGOp 4acTO MCIO/Mb3yeMBIX C/IOB. ITO
M €CTb CKpBITasA CTPYKTYpa, koTtopylo LDA crocobeH 3axBaTbiBaTh, YTO NMO3BOJLAET
my4ire 06bACHATb paHee HeCTPYKTYPUPOBAHHbIN TeKCTOBBIN KOPITYC.

CHIKeHMe pa3MepHOCTH CBOAUT OPUTMHA/IbHBIN HabOp MPU3HAKOB K
MeHblleMY Habopy, BK/II0YaloLeMy TUIIb Hanbo/nee BaKHbIe IPU3HAKN.
Tla/iee MBI MOXKEM 3aITyCKaTb APYTHe anTOpUTMBI 0OydeHns 6e3 yuure-
/1A Ha 3TOM MeHbllleM Habope NMPM3HAKOB C IIe/IbI0 MOMCKA Ia6/I0HOB,
NpeACTaBNAIWMNX MHTepec (CM. CIeRYIOWMiA pasfen, IOCBAIEHHBINA
K/IaCTEpU3aLH), U/IH, TIPY Ha/TUMUUM METOK, /L1 YCKOPEHMA LMKIa 06-
Y4€HMs aNrOPUTMOB OOYYEHMA C YUUTeNEM IIyTeM Tepefiaui M MEHb-
1€/t MaTPHLIbI IPU3HAKOB BMECTO MCIIO/Ib30OBAHUA OPUTUHAIBHONM Ma-
TPULIBL

Knactepusauus

IMocne pepyunpoBanmns Habopa OpUrMHAIbHBIX IIPU3HAKOB 10 HA6Opa MEHbLIETO
pasMepa Mbl MOXKEM MPUCTYTUTD K MIOMCKY MHTEPECYIOLIMX HaC 3aKOHOMEPHOCTE
IyTeM IPYTIIIMPOBAHMA CXOXMX IMPMMEPOB. DTOT NpOLlecC, Ha3bIBAaeMBlit Kaacme-
pusayueii, MOXXHO Peann3oBaTh C IOMOLIBIO LIE/IOr0 PsAla aIfOPUTMOB 06yyeHNus
6e3 yuuTena u MCIoNb30OBATh B TAKMX 3a/ja4aX, KaK CETMEHTUPOBaHME PhIHKA.

MeTtop k-cpepHux

YT06BI yCIIELUIHO CIPABUTBCS € K/IACTEPU3ALMeEl, MBI JODKHBI MIEHTMOUIIMPO-
BaTb OT/E/NbHbIE TPYIINHI, IIPMMEPBI B IIPefieNiaX KOTOPBIX CXOXM MeXAy co60i, HO
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OTNMYAIOTCA OT IPUMEPOB, OTHOCAIIMXCA K APYTUM rpynnaM. OnHNM U3 TaKUX af-
TOPUTMOB SABIAETCA KAAcmepusayus memooom k-cpednux (k-means clustering). B
IAHHOM a/ITOPUTMe MbI 3a/jaeM )Ke/laeMoe KOMMYECTBO K/IACTEPOB, K, M aIropuT™M
OTHOCHUT KaXABI IIPMMEP POBHO K OFHOMY M3 3THX k K/1acTepoB. AITOPUTM OII-
TUMMSMPYET IPYNNNPOBAHME, MUHUMMUIUPYA BHYTPUK/IACTEPHYIO Bapuaumio (Ha-
3bIBAEMYIO UHepyueil) TaK, YTO6Bl CyMMa BHYTPMK/IACTEPHBIX Bapualuii 10 BCeM k
K/1acTepaM 6bI1a Kak MOXKHO MEHBIIEI.

C Le/bi0 YCKOpEeHMs MpoLiecca KIacTepU3almy MeTol k-CpeHUX CTyYaiHbIM
06pa3oM OTHOCUT KaXAoe Hab/ofieHue K OHOMY M3 k KIacTepos, a 3aTeM Iie-
peHasHayaeT HaGMIOEHNA /1A MMHMMM3ALMYU EBKIUJIOBBIX PACCTOSAHMIA MEXAY
KaX/(bIM Ha6/mofleHueM ¥ LieHTpanbHONM TOYKOM K/IacTepa, Wi yenmpoudom. Kak
CTIE[ICTBME, pa3/uUYHbIe 3aMyCKy aNrOpUTMa k-CpeHMX — KaX[blit CO CBOEi Ha-
Ya/IbHOI TOYKOM — OYAYT NPUBOAUTD K HECKOIBKO Pa3TNYAIOIIMMCs OTHECEHUAM
Ha6/IofleH M1 K TeM WM MHBIM K/1acTepaM. V3 3Tolt cepyy pasnnyHBIX 3aITyCKOB Mbl
BLIOMpaeM TOT, KOTODBII XapaKTepu3yeTCA HaWIydIIMM pas3fieNieHueM, JAIOIUM
HaMMeHbIIYIO 06LIYI0 CyMMY BHY TPUMK/IACTEPHBIX Bapyaluii 1o BceM k KimacTepam®.

Wepapxuyeckas Knactepusauus

AnbTepHaTMBONM OOBIYHOI K/IACTEpU3ALMM CIYXXUT TaK Ha3blBaeMasi uepapxu-
uecKkas Knacmepusdayus, He Tpebylolan NpeNBapUTENLHOTO 3alaHUA KONUMYECTBa
K/IacTepoB. B ofHOM 13 BapMaHTOB MepapXMYECKON KIacTepU3aLuM, U3BECTHOM
KaK azzioMepamusHas Knacmepusauus, IPUMEHAETCA KIacTepU3aLyMsa Ha OCHOBE
lepeBbeB M CO3MAETCA TAaK HasbiBaeMas JeHopozpamma. Ilocnemuas rpaduiecku
oTo6paxaeTcst B BUfie IEPEBEPHYTOTrO fiepeBa, B KOTOPOM JIUCTbA HAXOAATCA BHU-
3y, a CTBOJI iepeBa — BBEPXY.

CaMble HMXKHME TUCTbS — 3TO MHAMBMAYaNIbHbIE IPUMEPDI, COlEPXKAIMECS B
Habope HaHHBIX. 3aTeM, IO Mepe IepeMellleHNA BBEPX 10 NIEPEBEPHYTOMY JIEPEBY,
Mepapxmyeckas KIacTepusaliusa o6beauHAeT MMCTbA Ha OCHOBAHUM UX B3aMMHO-
ro cXofICTBa. B nepBy1o oyepens 06beANHAIOTCA Hanbonee CXOXMe IpUMeph (Mmu
TPYTIIBI IPUMEPOB), B IIOC/IENHIO O4Yepe/ib — HaUMEHee CXOXue. B koHeuHOM cye-
Te ONMMCAHHBIA UTEPATUBHBII TPOLIECC IPUMBOAUT K TOMY, YTO BCE IIPMMEPHI OKa3bl-
BAaKOTCA CBA3aHHBIMY, 00pasys eNMHBIN CTBOI iepeBa.

Taxoe rpadudeckoe npencTaBeHne BecbMa MHPopMaTuBHO. Kak To/BKO anro-
PUTM MepapXu4ecKoit KIacTepu3aLiMy 3aBEPUINT CBOIO PaboTy, Mbl CMOXKEM IIpo-
aHA/MM3UPOBaTh IEHAPOTPAMMY M OINPENENNTh, B KAKOM MeCTe Mbl XOTUM 06pe-
3aTb AepeBo. YeM Hivke MMHUA 06pe3a, TeM 6oMblle OCTAHETCA MHAMBUAYAbHDIX

§ CymecTByloT 6oree GBICTpble BapMaHThI KIaCTEPU3ALMU METONIOM k-CPETHUX, KOTOPble MBI 06Cy-
AUM B IIOC/IEAYIOIMX [/TaBax.
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BeTBeilt (T.e. KlacTepoB). Ecnu Mbl XOTMM YMEHDBIINTh KONMYECTBO K/IACTEPOB, TO
MMHUA 06pe3a BO/DKHA PAcIONaraThcs BHICOKO Ha IEeHAPOrpaMMme, 6/11Ke K CTBOMY,
HaXOfisIleMyCsl HA CAMOM BepXy IlepeBepHYTOro aepeBa. PasaMemennue muuum 06-
pesa aHa/IOTMYHO BRIOOPY KONMMYECTBA k K/IaCTEpOB B a/ifOPUTMe K/IaCTepU3aLUM
MeTofoM k-cpegHux’.,

DBSCAN

DBSCAN (density-based spatial clustering of applications with noise — ocno-
BaHHas Ha IVIOTHOCTY NPOCTPaHCTBEHHAA K/IaCTEpU3alUA /1A IPUTIOKEHMIA C IIy-
MaMy) — ele 6o/mee MOLIHBIA anropuT™ Knactepusauuu. DBSCAN rpynmmpyer
BMECTe TECHO PACIIONIOXKEHHbIe NPUMepbl. TeCHOTa pacIoNIOKEHUA ONpeAensieTcs
KaK MMHMMa/IbHOE KONTMYECTBO NPMMEPOB, B3aMMHbIE PAaCCTOAHMA MEX/y KOTO-
PBIMY He TIPEBBILIAIOT 3afjaHHOM BemmuuHbl. [Ipu 3TOM MBI 3ajjaeM Kak Tpebyemoe
MMHMMAa/IbHOE KONMMYECTBO TaKMX NPUMMEPOB, TaK M ONpENE/IEHHOE PacCTOAHME,
OrpaHMYMBaIOLIEe TpeAeNns! 6MM30CTH.

Ecnmn npuMep HaxomMTcs B npefenax yKa3aHHOTO PacCTOSHMA OT HECKOMbKMX
K/IaCTepOB, TO OH 6yAeT IpynnupoBaThCA C TEM U3 HUX, A/ KOTOPOTO TECHOTA pac-
TO/I0XKeHNsA OKa3bIBaeTca 6onbiuest. [IpuMepsl, pacrionoxeHHbIe B 06/1aCTAX Manmoi
M/IOTHOCTH, TIOMEYAIOTCA KaK BHIOPOCHI.

B ormume oT Mertoma k-cpemHMX MBI He JO/DKHBI NpENBapUTENbHO 3afiaBaThb
KONMYeCTBO KaacTepoB. Kiacrepsl MOryT mMeTh mpou3BonbHylo ¢opMmy. Meron
DBSCAN ropa3spo MeHbllie IOABEP>KEH NCKaAXKEHUAM, KOTOpbIe 0OBIYHO CO3AI0TCA
BeIGpOCaMu.

W3BneueHne npusHakos

O6yuenne 6€3 yuuTens nosponser o6y4aTbcss HOBbIM NPENCTABNIEHNAM OPUTH-
Ha/IbHBIX TIPU3HAKOB JAHHBIX — 3TO Ha3bIBAaeTCA u3eneveHuem npusraxos (feature
extraction). J/laHHBI/ NIOAXOR MOXET IPUMEHATBCA AA 3P PEKTMBHOTO CHIKEHMUA
Pa3MepHOCTH AaHHBIX NyTeM CO3[aHMA PERYLIMPOBAHHOTO MOAMHOXKECTBA OPUTH-
Ha/IbHBIX IIPY3HAKOB. A KpOMe TOr0, 3TO II03BO/IA€T TeHEPUPOBATh HOBbIE IIPM3HA-
KM C LIe/IbIO MIOBBILIEHMA TPOM3BOAUTENBHOCTH B 3afladax 06ydeHMs C yUUTeNneM.

7 B cry4ae MepapXu4ecKoif KnacTepusaLMy N0 YMOTYaHUIO MCIIONb3YIOTCA BK/IMIOBbI PacCTOAHMA,
HO MOXXHO 3a/ie/ICTBOBATD Y APyTHe aHAaJIOTUMHbIe METPUKH, HATIPUMEP PACCMORHUE, UCHUCIAEMOE
Ha 0CHO8€ KOpPENRYUY, KOTOPOE MBI PACCMOTPMM B NOC/IEAYIOLIMX [TIaBaX.

0GyueHwe 6e3 yunTens Kak 0HH 43 BUAOB MaLIMKHOO ofyuena | 51



ABTOKOANPOBLUYMKH

[l reHepUpOBaHMA HOBBIX NPEACTABIEHMII IPU3HAKOB MOXXHO VMCIIONIb30BATD
HEPEKYPPEHTHYIO He/fPOHHYIO CETh IPAMOTr0 pacpoCTpaHeHMsA, B KOTOPOH KOMH-
YeCTBO Y3/I0B BO BXOJZHOM ¥ BBIXOJHOM C/IOAIX COBIMajiaeT. OTa HEMPOHHAA CETh,
TaK Ha3bIBaeMBIil a6moxoduposuux (autoencoder), cnoco6Ha appexTUBHO peKoH-
CTPYMPOBATh MCXOAHbIE IPU3HAKM, 06Y4asAch HOBOMY NPEACTABIEHMIO C IOMOLIBIO
IPOMEXXYTOYHBIX CKPBITBIX ClTO€eB®,

Kaxxaiplit CKpBITBI CTOV aBTOKOAMPOBIIMKA 00y4aeTcs MpeACTaBIeHUIO OpH-
TMHA/IbHBIX TIPU3HAKOB, IIPUYEM KaXK/blil IIOCTIERYIOLINIA CIIO/ JOCTpauBaeT Ipea-
CTaB/IeHye, KOTOPOMY O6ydMInCh npepbiAymme ciou. Brarogaps stoMy aBTOKO-
AMPOBLIMK 06y4aeTcs Bce 6o/mee CNMOXHBIM NpPEACTaBIEHMAM Ha OCHOBe Gonee
MPOCTBHIX.

Ha BbIXOfie aBTOKOAMPOBIIMKA MBI TTO/Ty4aeM OKOHYATETbHOE HOBOE TPENCTaB-
JIeHue, KOTOPOMY OH 00y4m/Ics. 3aTeM 3TO IpeACTaBNIeHME MOXET GBITh UCIIONB30-
BaHO B Ka4yeCcTBe BXOAA [/IA MOAENMN OOYYEHUA C YUUTENEM C LIeNbI0 YMEHbIUEHUA
o6k 06061IeHNs.

W3BneueHue NpU3HaKOB NyTeM KOHTPONUPYeMOro 0byueHus ceTeil
NPAMOro pacnpoCcTpaHeHus

Ecnu B HaleM pacnopskeHMM MMEIOTCA METKM, TO BO3MOXHOM a/IbTEpPHATH-
BOJ1 ITOAIXO/la, OCHOBAHHOTO Ha M3BJIEYEHUY NPU3HAKOB, AB/IAETCA UCIIONb3OBaHME
HEPEKYPPEHTHOM CeTU NpPAMOro pacIpOCTpaHeHMs, B KOTOPOJ BBIXOMHONM C/IOM
IBITaeTCA TpefcKa3aTh MpaBUIbHYI0 MeTKY. Kak 1 B clyyae aBTOKOAMPOBLIMKOB,
KaXK/BIV CKPBITBIN CTI0¥ 06y4aeTCcs NpeACTaBIeHMIO OPUTMHAIbHBIX IPU3HAKOB.

Ho xorpma reHepupyloTcs HOBble IpeACTaBIeHMs, CeTh paboTaeT Hemocpen-
CTBEHHO IIO7 yIpaBJIeHMeM NPU3HAKOB. [/ U3B/IeYeHNsA OKOHYATENIbHOIO BHOBb
M3Y4YEHHOTO NPENCTABIEHUA OPUTHMHA/IBHBIX NMPU3HAKOB MBI M3B/IEKAa€M IIpEAIIO-
CNIeAHMIA CKPBITHIN C/I0J1, HEMOCPEACTBEHHO NIPEALIECTBYIOILMIA BBIXOAHOMY. [lanee
3TOT NPERIOCTERHNIA C/I0J MOXKHO MCIIO/Ib30BATh B Ka4eCTBE BXOZa B M06 01 Mofie-
1M 06YYEHMA C YUUTENEM.

8 CyiecTByeT HeCKONBKO PasHOBMAHOCTEI aBTOKOAMPOBILUMKOB, KaX/blii U3 KOTOPHIX 0oOydaeTcs
OT/leNbHOMY TUIy MpeNCTaBIeHu. B MX uMClIO BXORAT obecutymnusatousue asmoxoouposusuxu,
paspexcerHble ABMOKOOUPOBULUKY U 8APUALUOHHDIE a8MOK0OUposuury. Bce orm 6ymyT nogpo6Ho
paccMOTPEHHI B OCTIERYIOLIMX I/TaBax.
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[ny6okoe o6yueHue 6e3 yuutens

O6yueHne 6e3 yYUTeNA HAXORUT Lie/IbI PAL BaXXHBIX IPUMEHEHNIA B TEXHONIO-
My TIy60KOro 06y4eHUA; C HEKOTOPBIMM M3 HUX Mbl TO3HAKOMUMCA B IIOCTIEAY-
romux rmaBax. COOTBETCTByIOWasA 06/1aCTh MCC/IENOBAHNMIt Ha3bIBAETCA 271y00KUM
o6yuenuem 6e3 yuumens (unsupervised deep learning).

Eme coBceM HemaBHO 06y4eHue rmy60Kux ceTelt 6bI/I0 MPaKTUIECKN HeOCylle-
CTBMMBIM M3-3a TPYAROEMKOCTY BBIYMCIIEHMIL. B TakuX HePOHHBIX CETAX CKPBITbIE
cou 06y4aloTCs BHYTPEHHMM IIPeACTaB/IEHUAM [UIA PelleHMs TeKyleil 3afadm.
IIpencraBneHns NMOCTENEHHO YIY4LIAIOTCA 33 CYET 0GHOB/IEHNA BECOB PasMYHBIX
Y3JI0B C MCIIOTIb30BaHUEM 2padueHma PyHKyUuu ouubKy Ha KaXXAO0i NTepaLuu Tpe-
HUPOBKH.

ITono6Hoe 06HOBNIEHME BeCOB TPeGyeT MHTEHCMBHBIX BHIYMC/IEHMIL, B TIPOLIECCE
KOTOPBIX MOTYT BO3HMKATD IBE OCHOBHbIE TPYAHOCTH. Bo-TepBbIX, rpafieHT QyHK-
LMK OLIMOKY MOXET YMEHBIIMTHCA A0 OYeHb HeGONbIUMX 3HAUYEHM, 2 TIOCKONMBKY
06paTHOe pacIpocTpaHeHyMe OLMOKM OCHOBAHO Ha NEPEMHOXKEHMM ITUX 3Have-
HUIA, Beca ceTy 6YRyT 06HOB/IATBCS O4€Hb MEIIEHHO MK BOOO1IIe He 0OHOB/IATHCA,
NpenATCTBYA ee 06ydeHno’. ITo AB/IeHNME U3BECTHO KaK Npobnema 3amyxaousux
2paduermos.

CyTb apyroit mpo6nemsl, IPOTUBOIONOXKHOM! TOM, KOTOpas 6bl/Ia TONBKO YTO
ONNCaHa, 3aK/II0YAeTCA B TOM, YTO IPafiMeHT QYHKUMM OLIMOKY TAKOKe MOXKET TpH-
HUMATb OYeHb 60/blIMe 3HadeHMs1. B TakoM cryyae Beca ceTy MOIyT OGHOB/IATBCA C
MCIIO/Ib30BaHMEM OTPOMHBIX PUPAILEHMI, YTO fle/laeT MpoLecc OOHOBNIEHUA Kpait-
He HeCTaGMIbHBIM. DTO AB/IEHME U3BECTHO KaK NP0O/IeMA 83DblBHBIX 2PAOUEHIMOB.

MpepsaputenpHoe o6yyenne 6e3 yuutens

Jlns Ipeofo/eHyA OMMCAHHBIX BhIIE IPO6/IeM, BOSHUKAIOLIMX B TIpoLiecce 06y-
4eHMA O4eHb ITy6OKMX, MHOTOC/IOMHBIX HEMPOHHBIX CETEN, MCCIIEAOBATENN, 3aHM-
Malolyecs MallMHHBIM 00y4eHeM, TPEHUPYIOT HeM{pOHHbIE CETH Ha MPOTSKEHUMN
HECKO/IbKMX TIOCTIE[JOBATENbHBIX 3TANOB, KAKAbIA M3 KOTOPHIX BK/IIOYAET MENKYIO
HEPOHHYIO CETb. BBIXOA OHO MENKO CeTH MCIIONb3YeTCA B Ka4eCTBE BXO/[a Clie-
RYyIOlIEN HEMPOHHOM CETH. B TUIIMYHBIX ClyYasx nepBas Me/Kas CETb B 3TOM KOH-
Bejiepe BK/IIOYaeT HEKOHTPONMPYEMYIO, T.e. 06ydaeMylo 6e3 yuured, ceTh, TOIA
KaK 6oree MO3IHME CETH 06YYAIOTCA C YUUTENEM.

® O6pamnoe pacnpocmpanenue owubku (backpropagation) — 310 anropUT™ rpagMeHTHOrO CIycKa,
NpUMeHsAeMBIit B HEfPOHHBIX CeTAX ALA 06HOB/IeHNA BecoB. [Ipyu aTOM CHagYasa BHIYMCIAIOTCA Beca
TIOCTIE{HETO C/I0A, KOTOPhIE 3aTeM UCIIONb3YIOTCA LA OGHOB/IEHNA BECOB NpeAbIIymuXx crnoes. [Ipo-
1jecc MPORO/DKAETCA 10 TeX MOP, 0K He 6y T 06HOB/IEHD! Beca IIEPBOTO CIIOA.
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HexoHTponnpyeMas 4acTb CeTH M3BECTHA KaK #AOHOe MOC/OliHOe npedsapu-
menvHoe obyueHue 6e3 yuyumens (greedy layer-wise unsupervised pretraining).
B 2006 rogy Dxedpdpy XuHTOH NpOREMOHCTPUPOBAN YCIELUIHOE NpMMeHeHMe
npenBapUTENbHOrO 06ydeHns 6e3 yumrensa Ana MHMUMANM3ALMM 06ydeHus KOH-
Beitepa I/Ty60KOJ1 HEI{POHHOI CETH, TeM CaMBIM JJaB CTapT HbIHElLIHe PeBOIOLMM
B o6mactu rayb6okoro o6yyenus. IlpenBapurenbHoe obydenne 6e3 yuurens mo-
3Bo/sieT MYl 3axBaThIBaTh YIy4IlEeHHOE NPENCTABIEH)E OPUTMHATBHBIX BXOHBIX
AaHHbIX, IPEUMYILECTBAMU KOTOPOro obydaeMas C YYMTENEM YacTh CETH MOXKET
BOCIIO/Ib30BaThCA A/IA pelleHMs TEKYIeH 3afadn.

ITOT NOAXOA Ha3bIBAIOT “YKafHBIM , TOCKO/NbKY KaXK/AasA YaCTh HEMPOHHOM CeTH
obyuaeTcss He3aBMCUMMO OT PYTUX €€ YacTeit, a He COBMECTHO ¢ HUMM. [Ina 60/mb-
IIMHCTBAa COBPEMEHHBIX HEMPOHHBIX CETeil MpeABapUTeNibHOE 06ydeHue OObIYHO
He TpebyeTcs. BMecTo aTOro BCe crioy 06y4aloTcst COBMECTHO IIOCPEACTBOM 06par-
HOT'O pacripocTpaHeHus ownbku. brrarogaps nporpeccy B 06/1acTyt KOMIIBIOTEPHbIX
TEXHOJIOTHIf CTIPAaBNATBCA C Mpo6IeMaMy 3aTyXaloIUX ¥ B3PBIBHBIX TPajiveHTOB
CTa/I0 HAMHOTO MpOlIle.

IpenBapuTenbHOe 06ydeHMe 6€3 yIUTENA YIIPOCTU/IO PellieHMe He TOMBKO 3ajay
06y4eHus C y4uTeNneM, HO ¥ 3ajiad nepeHocumozo oby4enus (transfer learning), s
KOTOPOM a/ITOPUTMBI MALUMHHOTO O6YYEHMA UCIIONB3YIOTCA /LA COXPAaHEHNUA 3Ha-
HMJ, IONTYYEHHBIX B MpolLiecce pelleHus OAHOM 3afjauM, YTOObI YCKOPUTD pellleHMe
ApPYTOit POACTBEHHO 3a/jauy, IPUYEM Ha OCHOBE 3HAYMTENBHO MeHbLIero obbema
A2HHBIX.

OrpaHuyeHHble MalKHbI bonbLmaHa

OpHMM M3 TpPUKIAfHBIX TPUMEPOB INpeABapuTeNIbHOro obydenusa 6e3 yum-
TeNsA MOXET CIY)XXUTb 02paHuvenHas mauiura Bonvymana (restricted Boltzmann
machine — RBM), npencrasnsiomas co60it MenKyio ABYXCIONHYIO HEPOHHYIO
ceTb. Ee mepBBIM c/10eM AB/IETCA BXOGHOM CIOM, @ BTOPHIM — CKPBITBIN. KaXkabi
y3e/1 CBA3aH C KOXX/BIM Y3/IOM IPYTOTO C/I0S, HO Y3/IbI B IIpefie/IaX OJTHOrO M TOTO Xe
/104 He CBSI3aHbI MEXAY c060if — 3TO 1 eCTb TO OrpaHM4YeHMe, KOTOpoe GUrypupy-
€T B Ha3BaHUM JAHHOTO METO/a.

RBM crioco6Ha pelaTh Takue 3afiaqy o6ydeHus 6e3 yumTens, KaK CHUOKEHHUE
Pa3MepHOCTY ¥ M3B/IeYeHUE MPU3HAKOB, 2 KPOME TOTO, TIOAXOAUT [/IA MCIIONb30Ba-
HMS B Ka4eCTBE COCTABHOM YaCTH CUCTEM O6YYeHMA C yauTeneM, obecneunsaromei
npenBsapuTenbHoe obydenne 6e3 yunrens. RBM aHanmornyHel aBTOKOAMPOBIIMKAM,
HO OT/IMYAIOTCS OT HUX B pAAe BOXHBIX acriekToB. HanpuMep, ecriu B aBTOKOAMPOB-
ILIMKaX PeAyCMOTPEH BBIXOHOIA croif, To B RBM oH oTcyTcTByeT. K 06cyxnennio
3TOTO M APYTHX OT/IMYMI MBI BEPHEMCSA B NOCTIERYIOIIMX I71aBaXx.
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Iny6okue ceTu goBepus

RBM MoryT cBA3BIBaTbCA MEXAY c060if, 06pa3ys MHOTO3BEHHYIO HEJPOHHYIO
ceTb — TaK HasbIBaeMYIo 21ybokyto cemsv dosepus (deep belief network — DBN).
CkpbIThIit cnoit Kakgoit RBM mcnonb3yeTcs B kavyecTBe BXOfa LA CleAyIOLIe
RBM. JIpyrumu cnosamu, kaxpgas RBM renepupyer mpefcraB/ieHne JaHHBIX, OT
KOTOPOrO 3aTeM OTTalKuBaeTcs odepesHas RBM. CesasbiBas mexay coboit mo-
ClefoBaTe/bHblE 3TaNbl 06yYeHMA MpeACTaB/IeHNAM TaKOro THUIIA, ITy6oKas ceTh
foBepMs CIoco6Ha 06ydaTbcs Gomee CIOXKHBIM IPEACTaBIeHUAM, KOTOPbIE YacTO
UCIIONb3YIOTCA B Ka4eCTBE OemeKmopos npu3sraxos’’.

[eHepaTHBHO-COCTA3ATENbHbIE CETH

OpmHMM U3 I7IaBHBIX AOCTIOKEHMIt B 06/macTy raybokoro obydenus 6e3 yuure-
TSl CTa/IM 2eHepAMUBHO-cocmA3amenvhoie cemu (generative adversarial network —
GAN), paspa6oTtanHsie SlHoM [yadennoy c konneramu n3 MoHpeanrbCcKoro ynusep-
cuteta B 2014 ropny. [eHepaTuBHO-CcOCTA3aTENbHBIE CETH MMEIOT MHOTOYMC/IEHHBIE
NPUMEHEHNS; HAIIPMMEP, MX MOXXHO MCIIONIb30BATh A/IA CO3/IaHUA BBHICOKOpEA/n-
CTUYHBIX CMHTETUYECKMX SAHHBIX, TAKMX KaK M306pakeHUs WIu pedb, b0 mis
06Hapy>XxeHMs aHOMaJINiA.

GAN cocTtout u3 aByx HelipoHHbIX ceteit. OnHa M3 HMX, Ha3biBaeMas 2eHepa-
mopom, TeHepUpYeT AaHHbIe Ha OCHOBE MOJIENIBHOTO pacrpefieNieHus, KOTOpOe OHa
CO3JjaeT, MCIO/Mb3yA BHIOOPKM M3 peaNbHO MOMy4YeHHbIX AaHHBIX. JIpyTas ceTb, Ha-
3bIBaeMast OUCKPUMUHAMOPOM, TIBITAETCA OTIMYUTD JAHHBIE, CO3JaHHbIE TEHEPATO-
POM, OT JaHHBIX, TOAYMHAIOIIMXCA UCTUHHOMY PacIpeieNICHMIO.

Ecnyu Bocnionb3oBaThCs IPOCTOIT aHATIOTHEN M OTBECTH TeHepaTopy ponb ¢ab-
IIYBOMOHETYMNKA, TO RAUCKPMMMUHATOP MOXKHO YTIOZO6MTh KPUMMHAUCTY, TBITAIO-
I[EMYCA OTIMYUTD TMOARENKY. ITH [IBE CETH BOBICYEHBI B UZPY C HYNEBOL CYyMMOU
(zero-sum game). [eHepaTop nbiTaeTcss BBECTH AMCKPUMMMHATOpP B 3abmyXpeHMue,
4TO6BI TOT AyMan, OYATO CMHTETUYECKNE JaHHbIE IIOCTYTAIOT M3 MCTOYHMKA C MC-
TUHHBIM pacIpefie/IeH}eM JaHHbIX, TOTIa KaK AMCKPYMIHATOP TBITAETCSA BBIABUTS,
4TO [JaHHbIE B IECTBUTENIbHOCTH CUHTETUYECKHE.

TeHepaTHMBHO-COCTA3ATENbHBIE CETH — 3TO A/ITOPUTMBI 06ydeHNns 6e3 yuurens,
TIIOCKO/IbKY I'eHepaTop CocobeH U3y4nTh 6a30BYI0 CTPYKTYPY MCTMHHOIO pacrpe-
NieNleHMs JaHHBIX, JaXKe eC/I OHM He CHabXxeHbl MeTKaMmu. [eHepaTuBHO-COCTA3A-

1* [JleTeKTOpH! TIPU3HAKOB O6YYAIOTCA MOAXOMALIMM MpPEACTABICHUAM MCXOAHBIX JaHHBIX, CIIOCO6-
CTBYIOLMM BBIAENEHMIO Pasmyaloluxcs anemeHToB. Hanpumep, B crydae n306paxeHmit AeTEKTO-
PHI IpM3HAKOB 06/1€T4aI0T BbIfie/IeHME TAKUX 3/IEMEHTOB, KaK HOC, I71a3a, POT U T.IL
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TeNbHbBIE CETU JOCTUIAIOT 3TOTO B MpoLiecce TPEHUPOBKH, 3P PeKTUBHO BBIABNAA
CTPYKTYPY C MCTIOTIb30BaHUEM YMEPEHHOTO KONMYECTBA IIapaMeTpPOB.

3TOT npoljecc aHa/IOrNYeH npoueccy 06ydeHNs NpeACcTaBIeHUAM IIOCPENCTBOM
ray6okoro o6ydenus. Kaxxabiit CKpBITBIN C/I0it HEPOHHO CETH TeHepaTopa 3axBa-
ThIBaeT NpefcTaB/ieHne 6a30BbIX faHHbIX. [lepBOHaYa/IbHBIE IPEACTABIEHUS O4€Hb
NpoCThble, HO KaXAbI TOCTERYIOLIMIA CIIOJ YCTIOKHAET NMPeACTaBIEHNE, TTONyYeH-
HO€ B [IPeBIAYILEM CIIO€.

COBMeCTHO UCTIONB3YA BCE ITH C/IOM, FeHepaTop obydaeTcsa 6a30BOJ CTPYKType
JaHHBIX Y, OMPASACh Ha IPUOOPETEHHBDIN OMBIT, IIBITAETCA CO3MaTh CUHTETUYECKHE
JaHHbIe, KOTOPBIE 6bIIM OBI TOYTH MAEHTUYHBI HacToAWMM. Eciiu renepaTopy yna-
€eTCs YIOBUTb CYTb MCTMHHOTO PacIpefieNleHNs AaHHBIX, TO CUHTETHYECKME TAHHbIE
6YRYT Ka3aTbCs pealbHBIMM.

06paboTtka nocnegoBaTenbHbIX AaHHbIX C NOMOLYbIO 06yyeHUA
6e3 yuutens

O6yuyenne 6e3 yuuTensa MO3BONAET TaKkKe o6pabaThiBaTh IOCNIEAOBATENbHbIE
[aHHBIE, HaTIpYMep BpeMeHHbie pAAbL. OAMH U3 TaKMX ITOAXO/I0B IIPEMIIONaraeT 06-
y4eHMe CKPbITHIM COCTOAHUAM MAPKo8ckoli modenu. B npocmoii mapkoscxoii mode-
7Y COCTOSAHMA TOTHOCTBIO HAO/MIOMaeMBI ¥ M3MEHAIOTCA CTOXaCTUYECKM (IpyTMMu
CTIOBaMy — CITydaitHbIM 06pa3oM). Bynyime cocTOSAHMA 3aBUCAT OT TEKYIETO CO-
CTOSIHMS Y HE 3aBUCAT OT NPeAbITYIIMX.

B cxpoimoii mapxoeckoti MoOenyu COCTOAHMA ABIAIOTCA MULIb YaCTUYHO Habio-
[a€MBIMH, HO, IOAOGHO MPOCTHIM MapKOBCKMM MOJE/AM, BBIXOAbI 3TUX 4acTH4-
HO Hab/MIOflaeMbIX COCTOSHMIA AB/IAIOTCA MOMHOCTBIO HabmopaembiMu. ITockonbky
UMeLIMXCs HabMofeHMi HEROCTATOYHO A/IA TOTHOTO OMPENENEeHUsA COCTOAHMA,
NPUXOAMUTCA NpUB/EKaTb 06ydeHMe 6e3 yuurens, obecneunparouee 6onee monHoe
o6Hapy)eHMe BCeX CKPBITBIX COCTOAHMIL.

ANropuTMBI CKpPBITO/ MapKOBCKOi MOJE/NN BKIIOYAIOT 06yyeHue BepOATHOMY
C/eayIoLeMy COCTOSIHMIO TIPY YC/IOBMM, YTO M3BECTHA NOC/IEAOBATENLHOCTb paHee
BCTPEYaBIUMXCSA YaCTMYHO HA6O/MIOfaeMBIX COCTOAHMIA ¥ TIOMTHOCTBIO Hab/moKaeMbIx
BBIXOZOB. DT a/ITOPUTMBI IIMPOKO NIPUMEHAIOTCA A/IA pellleHMs 3a/ia4, CBA3aHHbIX
¢ 06paboTKOI peyM, TEKCTa U BPEMEHHbIX PAMIOB.
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06yueHue c nogKpenneHnem C UCNONb30BaHUEM
06yyeHus 6e3 yuntens

Ob6yuenue ¢ nooxpenneruem (reinforcement learning) — TpeTba 13 OCHOBHBIX
METOJ0/IOTM1 MaLIMHHOTO 00y4eHNs, B COOTBETCTBUM C KOTOPON dzeHm OIpefie-
JIAET CBOE ONTUMA/IbHOE NoBeAeHMe (deticméus) B YCTIOBUAX OKPYHEHUS Ha OCHOBE
06paTHOI cBA3M (TOTy4aeMoro 803HAzpaxdeHus). ITa obOpaTHasA CBA3b Ha3bIBaeT-
A cuzHanom nooxpenneHus. Llenbio areHTa ABNAETCA MaKCMMU3aLMA HaKaN/MBae-
MOTr0 BO3HAarpaXmeHu.

HecMoTps Ha TO YTO 06y4eHMe ¢ noaKpenIeHneM 6110 Ha cIyxy eme ¢ 1950-x
TofioB, B 3ar0/I0BKaX HOBOCTef OHO CTa/I0 purypupoBaTh INIIb B OC/IEHME TOMIBL.
B 2013 rogy xommanus DeepMind (B HacTosiee BpeMs KyIleHa KOMIIaHMeN
Google) npumennna obydenne c MOAKpEIIEHNEM AA KOCTIKEHMUA Pe3y/bTaTOB,
NPeBOCXOAIIMX BO3MOXKHOCTH YelIoBeKa, BO MHOTMX Mrpax Ha miardopme Atari.
Paspab6oTtanHoit koMnanueit DeepMind cucTeMe yaanoch fo6UTHCA 3TOTO, UCTIONB-
3ys B Ka4ecTBe BXO/a IMLIb AaHHbIE CEHCOPHBIX IATYMKOB 6€3 NpeiBapuTEeNILHOTO
3HaHMA IPAaBUI UTPHL

B 2016 rogy xomnanus DeepMind BHOBb cTana 06beKTOM BHMMaHMA CO06-
I[eCTBAa MAIUMHHOIO 06yyeHus, Ha 3TOT pa3 6marogaps nporpamme AlphaGo, mo-
6emueieit J/In Cemons, OGHOro 13 MYYUIMX UTPOKOB B TO. ITU YCIEXM YKPENUIN
No3MLMY 06y4eHNs ¢ MOAKPENIeHNeM KaK O{HOTO M3 I/TaBHbIX HaIlpaB/IeHMI B pas-
pa6otke VIN.

CeropnHs MccnefoBateny, paboraiomye B 06/1acTi MalMHHOTO 06yyeHus, mpu-
MEHAIOT 06y4YeHMe C ITOKpeNIeHNeM [I/IA pellleHMs MHOTYX 3a/ja4, BK/TIoYas C/efy-
ionye.

o DBupxeBas TOProBisi, B XOfie KOTOPOil areHT MOKYTAeT ¥ NpOAaeT aKLUK
(meitcTBMA), TOMyYast B3aMeH PUOBIIb M YOBITKY (BOSHArpaXkjieHue).

o Bupeo- 1 HacCTO/NbHDIE UTPBI, B KOTOPBIX areHT NIPYHUMAET PeIleHUA OTHOCHU-
TeNIbHO XORO0B B UIPe (IeifCTBUA), B KOHEYHOM CHeTe IPMBOAAILYE K BHIUTPHI-
Iy Y/IM TIPOUTPbILLY (BO3HArpaXkfieHue).

o BecnmmoTHbIe aBTOMOOM/IN, B KOTOPBIX aT€HT YIIPaB/Isi€T TPAHCIIOPTHBIM Cpefi-
CTBOM (feficTBMA) U 6O HOPMAJIBHO CIIEAYET 110 CBOEMY MapLIPYTY, 1160 co-
BeplLaeT JOPOXKHO-TPAHCIIOPTHOE IIPONCLIECTBME (BO3HArPaXKAEHNE).

o VYmpasneHue po6oToM, KOTZja areHT IepPefBUraeTcsA Cpefi 0ObeKTOB OKpY-
XeHus (geicTBUA) 1 MO0 JOCTUTaeT KOHEYHOrO MYHKTA, 60 eMy 3TO He
ynaeTcs (BO3HarpaxmaeHue).
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B npocreimmnx cry4asax Mbl MMeeM JIe0o C KOHEYHOM 3aJayeit, T.e. C 3ajjaveit,
B KOTOPO/ MMEETCA KOHEYHOE YMC/IO COCTOAHMI OKPYXXEHMs, KOHEYHOE YUCTIO
AEICTBUM, JOCTYIHBIX NP TOM UM MHOM COCTOSTHUM OKPY>KEHMs, M KOHEYHOe
YMCI0 BO3HAarpaXKeHmi. [leicTByA, COBEplIaeMble aTeHTOM IIPY 3aJaHHOM TeKYy-
IeEM COCTOSHUY OKPY>XEHUSA, ONIPENE/AIOT C/IeRyIolee AeliCTBME, a LIe/IbI0 areHTa
ABNAETCS MAaKCUMMU3ALUM NONTOCPOYHOrO BO3HArpaXKAeHUA. ITO CEMENCTBO 3a-
Aa4 M3BECTHO KaK MAPKOBCKUE NPOUECCHE NPUHAMUS PEUUEeHUTE C KOHEYHBIM YUCTIOM
cocmosHuil.

Opnako Ha MpakTMKe He BCe TaK NMPOCTO. Bo3HarpaxaeHue HEM3BECTHO M MO
CBOEMY XapakTepy AB/AETCA AMHAMMUYECKON, a He CTaTM4eckoit BenmuumuHoi. Ha-
IIMM [TOMOILIHMKOM B YCTAHOB/IEHMM 3TOJ HEM3BECTHOV (PYHKLUMYU BO3HArpaXKje-
HMA U €€ HauTy4llelt anpoKCMMALIMM MOXET BBICTYIIaTh 0OydeHue 6e3 yuurens.
Vcnionb3ys npnbmmkeHHyo GpyHKUMIO BO3HATPaXIAEHMU, MBI MOXEM IIPUMEHUTD
PpelIeHNMs Ha OCHOBE 06y4eHMA C MOAKPEN/IEHNEM [i/1A yBeMYEHNS HaAKAI/IMBAEMO
BETMYMHBI BO3HATPaXAECHUA.

06y4eHue C YaCTUYHDIM NPUBNEYEHUEM YUUTENA

HecmoTps Ha TO yTO 06yueHMe ¢ yunTeneM u o6ydeHne 6e3 yuurens — fBe pas-
MUYHbIE METONOMOTMM MALIMHHOIO 06y4eHMA, 06a aIropuT™Ma MOTYT COBMECTHO
NIPUMEHATHCA B KaueCTBe 3BEHbEB KOHBeiepa MalIMHHOTrO obyuenns''. B tunmy-
HBIX CTy4YasiX CMECh airOPUTMOB O6ydeHNs ¢ yuuTeneM u 6e3 yIuTens UCIONb3y-
€TCA B TeX CTy4asX, KOITia Mbl XOTHM B ITO/THOJ Mepe M3BJIeYb BbITOAY M3 HEMHOTMX
MMEIOIMXCA METOK MV HaliTY HOBBIE, ellle HeM3BeCTHbIe 3aKOHOMEPHOCTH, MCXOfIS
13 Hepa3MeYEHHBIX JIaHHBIX, B JONIOMTHEHME K TeM, KOTOpble GBI MOMY4YeHBI Ha
OCHOBE pPa3MeY€eHHbIX JAHHBIX. 3ala4y STOrO THIIA PELIAIOTCS MYTEM MCIIONB3OBaA-
HUA ITMOPUIHOro BapuaHTa 06y4eHMA C yduTeneM 1 6€3 yIuTeisl, MONyIMBLIErO Ha-
3BaHUe 06yUeHuUe C HacmuuHvim npueneveruem yuumens (semisupervised learning).
B mocnenytomux rnaBax Mbl BepHeMcs K 6oree MOXPO6GHOMY 06CYXXAEHMIO ITOM
TEMBI.

! TepmuH xonsetiep (pipeline) 0603HavaeT CHCTEMY IIPUIOKEHMIT MALUMHHOTO OGYYeHUsA, IPUMEHS-
€MBIX NI0CTIelOBATENBHO /1A ROCTIDKEHUA 061eit Leu.
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YcnewHble npumepbl 06yyeHus 6e3 yuutens

3a nocnegHue fecAThb NeT OONMBLUIMHCTBO Haubo/ee yCIeUHbIX KOMMepYeCcKuX
NpUMeHEHMI MAIIVHHOTO 06y4eHus 6bIIO CBA3aHO C MCNONb30BaHMEM OOydeHUs
C y4nTe/IeM, OHAKO B HACTOsIIlee BpeMs CUTYaL[us Hadaa MeHAThCA. Bee 6onmbiree
pacrmpocTpaHeHue nony4aer obydenne 6es yunurens. B opuux cnyyanx obydenue
6e3 yunTens CIyMUT BCETO JIMIUD CPEACTBOM, IO3BO/AIOLIMM YTy4LIATD IIPUTIOXKeE-
HUA Ha OCHOBe 06y4eHus c yumreneM. B mpyrux ciyyasx obydenne 6e3 yumrens
y>ke caMo 10 ce6e BBICTyTIaeT B Ka4yeCTBE OCHOBBI /IS OCTPOEHNUS KOMMePYeCKMX
npunoxenuit. Huxxe KpaTko onmcaHsl {Be Hanbonbume 061acT IpUMEHEHUA 06-
y4eHus 63 yIUTeNA N0 COCTOSHUIO Ha CETOHAIIHNIA IEHb.

06HapyxeHue aHOManuit

CHMKeHNe Pa3MepHOCTM IMO3BOMAET PERYLMPOBaTh MCXOAHOE MHOrOMEpHOe
IPOCTPAHCTBO MPU3HAKOB B IIpe06pa3oBaHHOE MPOCTPAHCTBO Ho/ee HM3KOI pas-
MEepPHOCTH, B KOTOPOM MBI HaXOAMM O6/1acTy C BBICOKOJ IVIOTHOCTBIO TOYeK. ITH
061acTy 06pasyloT HopMaIbHOE IPOCTPAHCTBO. TOUKM, PacIoOOXKeHHbIE Ha rOpas-
710 60MbIINMX PACCTOAHUAX, Ha3BIBAIOTCA 8b16p0OCAMU, VTV GHOMATIUAMU, Y1 3ACTTYXKU-
BaloT 60/1ee MPUCTa/TbHOTO PaCCMOTPEHMA.

Kak npaBuno, cucreMbl 06Hapy>keHUs aHOMaINi Cy>XaT /1A BBIABIEHUA I1O-
TIBITOK MOLIEHHNYECTBA, CBA3aHHBIX C MICTIONb30BaHKeM 6aHKOBCKMUX KapT, CPECTB
KOMMYHMKallMM ¥ CTpaxoBbiX mommcoB. Kpome Toro, obHapyxenue aHomamui
NpUMeHAETCA ANA MAEHTUPUKALMY PEKMX OMACHBIX COOBITHI, TAKUX KaK B3/IOM
YCTPOJVICTB, TOAK/IOYEHHbIX K VIHTepHeTy, cbou B pabore kpuTideckoro o6opyno-
BaHMs, HAIPMMEP CaMOJIETOB M MI0E3[0B, 1 MOAB/IeHMe bpelleit B cucTeMax Kubep-
6e30macHOCTY U3-3a AEVICTBUI BPEJOHOCHBIX IIPOTPaMM.

Obnapy>xeHue aHOManuii MO>KHO MCIIO/Ib30BATh [/IA PAacIO3HaBaHUA CIaMa,
4TO yXKe 06CyXpAanoch Hamu pasee. K umcy gpyrux npumeHeHuit OTHOCUTCS 06-
HapyeHue (pakToB GMHAHCMPOBAHMSA TePPOPU3MaA, OTMBIBAaHUA EHET, TOPrOBIN
JIOABMY, HAPKOTUMKAMM U OPY>KMEM, UAEHTU(MKALMA PUCKOBAHHBIX QMHAHCOBBIX
onepawLyit ¥ [AMarHOCTMPOBAHME OHKOIOTMYECKMX 3ab0meBaHMit.

YT06b1 06/M€rYUTL BbIABIEHME AaHOMA/IMIA, MOXKHO 3afle/ICTBOBATbh a/lIfOPUTM
K/IaCTepMU3aLUM 1A TPYNNUPOBAHUA CXORHBIX aHOMAnMii C IMOCTEAYIOIMM Ha-
3HaYeHMeM METOK 3TUM K/IacTepaM BPYYHYI0 Ha OCHOBaHMM THUIIOB NPEMCTaB/ILA-
€MOro MMM NOBEfeHMA. B cocTaB Takoit CHCTEMbl MOXXHO BK/TIOYUTb MHTE/NIEK-
Tya/IbHbINl areHT Ha OCHOBe oOyuyeHMs 6e3 yumrens, criocoOHbI O06HapyXMBaTbh
aHOMaJ/IMy, KIaCTePU30BaTh X B COOTBETCTBYIOIIME IPYIIIBI U, UCIIONb3Ysl METKH,
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IPUCBOEHHBIE Y€TIOBEKOM, PEKOMEH/IOBATh COOTBETCTBYIOIMII OPAMOK AEACTBUIL
A 6M3Hec-aHamu3a.,

B cnyyae cucreM o6Hapy>KeHMA aHOMaJIMii Mbl MOXKEM BOCIIO/Ib30BAaThCSA OIM-
CaHHBIM IIOAXO0OM Ha OCHOBE METOK K/IaCTEPOB U, OTTA/IKMBAACH OT 3aayy, pefi-
Ha3Ha4YeHHOM A/A 00y4eHus 6e3 yuuTens, CO3AaTb B KOHEYHOM cyeTe 3afady A/
06y4yeHMs ¢ YaCTMYHBIM TPUB/IEYEHNEM YUUTENA. YoKe TIOTOM MBI MOXKEM 3amyc-
TUTb alTOPUTMBbI OOYYeHMA C YYMTeNeM HApAAY C anropuTMaMmu obydyeHusa 6Ges
yuurensi. YTo6bI IpHIOKEHUA MAlIMHHOTO 06ydeHys ObI/IM YCTIEITHBIMY, CUCTEMBI
o6yueHns 6e3 yUuTens 1 ¢ y4uTeNeM SO/DKHBI IPUMEHATHCA COBMECTHO, B3aIMHO
AOTIONHSASA APYT APYTa.

CucreMa 06y4eHMsA C y4UTeNeM HAXOAUT U3BECTHbIE 3AKOHOMEPHOCTH C BBICO-
KOJ CTENEHBbI0 TOYHOCTH, TOTAA KaK cucTeMa o6yueHus 6e3 yuuTens o6HapyXmBa-
€T HOBbI€ 3aKOHOMEPHOCTH, KOTOPbIe MOTYT NPEACTAB/ATD A/ HaC MHTepec. Bbis-
BUMB 3T 3aKOHOMEPHOCTH C IIOMOLIBIO 06ydeHus 6e3 yuInTensa, MOXHO pasMETUTD
[aHHBIe BPYYHYIO, TIepeBeAA UX U3 KATErOpuy HepasMeueHHBIX B KaTeroOpuIo pas-
MEYEHHBIX.

CEI'MEHTMPOB&HME rpynn

C moMolpbio KIacTepu3aLuy Mbl MO)KEM CETMEHTMPOBATh I'PYIIBI Ha OCHOBA-
HMM CXOACTBA X MOBefIeHMsA B TAKMX 06/1aCTAX, KaK MapKETVHI, AMaTHOCTHKA 3a60-
JIeBaHWIA, OH/IAH-TIOKYTKHM, IPOCTYLIMBaHMe MY3bIKM, IPOCMOTP BU/IEOPOTIHKOB,
C/LY>KObI OH/IAlfH-3HAKOMCTB, COLiMa/IbHbIE CETH M KNacCMUKALMA JOKYMEHTOB.
B Ka>X/IOM M3 9THX C/Ty4aeB IIPUXOAMTCSA MMETH A€NI0 C OTPOMHBIMM 06BeMaMy faH-
HBIX, ¥ 9TU JaHHble pa3MeY€eHBbI IMIIb YaCTUYHO.

[lns yTOYHEHMA yKe M3BECTHBIX 3aKOHOMEPHOCTEN MOXXHO IIPUMEHATD 06yde-
Hue ¢ yuuteneM. OfHAKO 3a49aCTYI0 MBI XOTMM O6Hapy>XMBaTh HOBbIE 3aKOHOMeEp-
HOCTY M TPYTIIIB], IIPEACTAB/LAIOLINE V1A HAaC MHTEPEC, U MCIIONb30BAHME [/LA ITOM
ey obydeHns 6e3 yuuTena ABNACTCA BIIOMHE €CTECTBEHHBIM BAPMAHTOM BbIGOpa.
OnATh-Taku, BCE A€N0 B CMHEPIUMM. 3a/I0TOM MOCTPOeHMs 6omee HafeXHBIX pe-
IIEHMI MALUIMHHOTO 06y4eHUA ABNAETCA COBMECTHOE MUCIIONb30OBaHUE 06ydeHms ¢
yumreneM u 6e3 yunrens.
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Pesiome

B 37011 r/1aBe 6bIIM PacCMOTpPEHBI CIEAYIOIME TEMBI:

pasmnMumMs MeXXRY CMCTEMaMy Ha OCHOBE IIPaBMI M CUCTEMaMy Ha OCHOBE Ma-
IIMHHOTO 06yyeHus;

pasmuumsA MeXAY o6ydeHneM c yduTeneM u 6e3 yumrerns;

KaK o6ydyeHue 6e3 yumresss IOMOTaeT CIIPaBUThCA C MpobreMaMu, ¢ KOTO-
PBIMM 4acTO NMPUXOAUTCA CTANKMBATHCA B IpOIlecce TPEHMPOBKM MOJIeneit
MalIYHHOTO 06y4eHnus;

pacrpocTpaHeHHbIe aITOpUTMBI 06y4eHus ¢ yuuTeneM u 6e3 yumurens, a Tak-
K€ a/ITOPUTMBI 00y4YeHus ¢ OKpeIIeHreM U 06ydeHNs ¢ YaCTUYHBIM TIpU-
B/IeYEHMEM YUUTENS;

fiBe OCHOBHbIE 06/MacTy npuMeHeHNs 00ydeHus Ges yunrensa — obHapyxe-
HMe aHOMa/IMil ¥ CErMEHTHPOBAHME TPYIIIL.

B raBe 2 MBI TOTOBOPMM O TOM, KaK CO3/JaBaTh IIPU/IOXKEHNA MAIIMHHOTO 06y-
deHus. 3aTeM Mbl IOAPOOHO PaCCMOTPMM METOABI CHIDKEHMA Pa3MEPHOCTY U Kia-
CTepyu3alyy, MMONYTHO CO3JaB CUCTEMY OOHAapY>KeHMs aHOMAnMil M CUCTEMY Cer-
MEeHTMPOBAHUA TPy
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[MABA2
[0TOBbIN NPOEKT MALLMHHOTO 06yueHus

IIpexxme 4eM NPUCTYIMUTD K MCCIIENOBAHMIO aITOPUTMOB 00ydeHNs 6e3 yumurens,
Heo6X0AMMO y3HaTb, KaK YIIPaB/IATb NPOEKTAMM MAIIMHHOTO 06y4eHMs, HauMHasA
OT NOMy4YeHMA NAHHBIX M 3aKaHYMBasA pea/ny3alueil roTOBOro pelleHusa. B aroi
I/TaBe Mbl TOpa6oTaeM ¢ MOfieNsIMM 06y deHMs C ydnTeneM, KOTOpbIe JO/KHBI ObITh
3HaKOMBI 6O/IBIIMHCTBY YMTATENeEl, a K MOAeNAM 06yueHns 6e3 yunTensa nepeiieM
B C/IeyIOL€1 [T1aBe.

Hacrpoiika cpegbl

Jins Haya/ma HeOGXOAMMO HaCTPOUTD CpeAy 06paboTKM AaHHBIX. Mbl OymeM mc-
TIO/Ib30BATh €€ KaK 1A 06yueHns ¢ ydureneMm, Tak u g ob6ydeHns 6es yaurens.

IIpuBeneHHbIE HIDKE MHCTPYKLMM OpMeHTHpoBaHBl Ha Windows, on-
HAaKO COOTBETCTBYIOIME YCTAHOBOYHbIE MAKEThl AOCTYIHbI TaKXKe /I
Mac 1 Linux.

Git: cucrema ynpaBneHus BepcMamu

Ecnu BBI elme 9TOro He cienamu, BaM norpebyerca ycranosuts Git (https://
git-scm.com/). Git — 3To cMcTeMa ynpaB/eH)s BepCUAMM, ¥ BCE TPUMEPBI, IPU-
BefleHHble B KHUTe, JOCTYIIHBI B BUAe 6710KHOTOB Jupyter B penosutopuu GitHub
(http://bit.ly/2Gd4v7e). O3HaKOMBTECH C PYKOBOACTBOM No pabote ¢ Git
(http://rogerdudler.github.io/git-guide/index.ru.html), 4ro6s
y3HaTb, KaK K/IOHMPOBATb PENMO3UTOPUM, [06aBNATH, GUKCUPOBATH ¥ PaCTIpOCTpa-
HATb M3MEHEHMA, @ TAKXKe KOHTPONTMPOBATb BETK.

KnoHupyitte peno3utopuii faHHOI KHUTY

Orkpoitte uHTepdelic KOMaHAHO! CTPOKM U MEpeiAUTE B KATajor, B KOTOPOM
XOTHUTE XpaHUTh CBOM NIPOEKTHI 06ydeHus 6e3 yunrens. UTo6bl K TOHMPOBATH pemo-
autopnit GitHub, cBA3aHHbIit ¢ JaHHOV KHUTOJA, BBIIOTHUTE CIIeAYIOLIMe KOMaH/BL.



$ git clone
https://github.com/aapatel09/handson-unsupervised-learning.git
$ git 1lfs pull

To >xe caMoe MOXXHO cfenaTh uHave: mocerure cait GitHub (http://bit.
ly/2Gd4v7e) M 3arpysuTe pemo3UTOpMif BpPy4YHyl0. MoxeTe 3afaTh pexum
Ha6/IofieH NS 32 JaHHBIM PENO3UTOPHEM, YTOOBI He IIPOIYCTUTb U3MEHEHUA, KOTO-
pble MOTYT BHOCHTBCA B CBA3YM C 0GHOB/IEHMEM KOJIa.

3arpysuB peno3nTopuit MOCPEACTBOM KIIOHMPOBAHMUA WM BPYYHYIO, TIepeitu-
Te B Karajor handson-unsupervised-learning u3 KOMaHIHOM CTPOKM:

$ cd handson-unsupervised-learning

Bce nocnenyomue yctaHoBKyM 6YAYT AenaThcsi B KOMaHJHON CTPOKE.

Bubnuotekn aAnA HayuHbIX BbIYMCNEHNA: ANCTpUOYTUB Anaconda
Ana Python

Yro6b1 ycTaHOBUTH Python m 6mbnmorexy mia HaydHBIX BBIYMCIIEHMIH, KOTO-
pble MOTPeOYIOTCA A/IA HAIUMX IPOEKTOB MALIMHHOIO 0Oy4eHus, 3arpysuTe Auc-
TpubyTnB Python nop HasBaHueMm Anaconda (https://www.anaconda.com/
download/).

Cospaiite u3onmpoBaHHyio cpeny Python, B kotopyio MoxxHo 6yzeT MMIIOpPTH-
pOBaTh pa3NnyHble 6MOMNOTEKM /1A KAKAOTO NPOEKTa 10 OTAETBHOCTM:

$ conda create -n unsupervisedlearning python=3.6 anaconda

ra xomaHpa co3paer B Python 3.6 usonupoBanHyio cpeny unsupervised-
Learning, KOTOpas COREPXKUT Bce Hay4Hble 6MOMMOTEKH, IOCTaB/IAEMble BMECTE
¢ auctpubyTBoM Anaconda.

Mlanee Heo6XOAMMO aKTMBUPOBATD CPERY:

$ activate unsupervisedLearning

Heitponnbie cetu: TensorFlow u Keras

Crnenytowmit mar — yctraHoBKa nakeTtoB TensorFlow u Keras s pa6oTsI ¢ Heit-
ponnbiMu ceTsaMu. TensorFlow — oTKpbITHI poeKT koMmanuu Google, He ABAI0-
IMiAcA YacThio AuCTpubyTHBa Anaconda.

$ pip install tensorflow

! ABTOpCKHMe NpUMepHI CO3AaHbI B Bepcuy 3.6, TI0Ka/MM30BaHHbIE MITIOCTpaLuu — B Bepcun 3.7. —
ITpumey. peo.
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Keras — 616mmoTeKa ¢ OTKPBITBIM MCXORHBIM KOJIOM, KOTOpas Npe//IaraeT Bhl-
coxoypoBHeBbit API, mcronpsylommit HuskoypoBHeBble ¢yHkumyu TensorFlow.
Jpyrumu cmoBamu, Mul 6yaem ucrionb3oBatb Keras moBepx TensorFlow, 4To65s! mmo-
IyYUTb JOCTYI K MHTYUTUBHO 60/ee MOHATHOMY Habopy API-BbI30BOB /11 pa3pa-
60Ty Mozieneit Imy60Koro o6y4eHus.

$ pip install keras

[papueHTHbIi OycTUHT, Bepcua 1: XGBoost

Mlanee He06XOAMMO yCTaHOBUTD 6M6/MMOTEKY rpaameHTHOrO 6ycTiHra XGBoost.
Yro6bI ympoCTUTD 3TOT Luar (10 KpariHeit Mepe, /11 IO/Ib30BaTeNel Windows), me-
peitaute B nanky xgboost penosutopus handson-unsupervised-learning, B KoTOpoit
BBl HajifieTe yKa3aHHBIN MaKeT.

[lns ycTaHOBKM ITaKeTa MCIONb3yiTe KOMaHAY pip install.

$ cd xgboost
$ pip install xgboost-0.6+20171121-cp36-cp36ém-win_amd64.whl

MokeTe IOCTYIHUTD MO-APYTOMY, 3aTPy3UB 6o/ee aKTyanbHyIo 32- um 64-6urt-
Hy1o Bepcuio XGBoost (http://bit.1ly/2G1jBxs), B 3aBUCUMOCTH OT pa3psp-
HOCTH UCTIO/Ib3yeMOJi BAMM OTICPALIIOHHOM CUCTEMBI.

ViMa sarpyxxennoro Bamu WHL-¢aitna XGBoost MoxeT oTimyarbes
OT NIPMBEJEHHOrO BBILIIE, IIOCKO/IbKY HOBbIE BepCUM My6MMKYIOTCA pe-

TYNAPHO.

Korpa daitn XGBoost 6yzeT ycrelHo ycTaHOB/IEH, BEpPHUTECH B ITanKy handson-
unsupervised-learning.

[papueHTHbIA OycTUHT, Bepcna 2: LightGBM

YcTanoBuTe Apyryo 6ubnmorexy rpaguentHoro 6yctunra — LightGBM, paspa-
6oTannyl0 KoMnanuei Microsoft:

$ pip install lightgbm
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AnropuTmbl KnacTepusaumuu

Cert4ac Mbl yCTAHOBMM HECKO/IBKO a/IrOPUTMOB K/IaCTepu3aliiu, KOTopbie 6yayT
MCIIO/Ib30BAThCA B OC/EAYIOMMX IMaBax. OnuH 13 naketos, fastcluster, npex-
cTaBnseT coboit 6ubmmotexy C++ ¢ unrepdeitcom Python/SciPy’.

ITaker fastcluster MOXKHO YCTaHOBUTD C IIOMOILBIO CIIEAYIOIEN KOMaH/BI:

$ pip install fastcluster

Hpyroit nakeT knacrepusauuu, hdbscan, MOXXHO YCTaHOBUTD C OMOILBIO IIPO-
rpaMmsl conda:

$ conda install -c conda-forge hdbscan

HakoHel, ycTaHOBUTe MakeT tslearn, nmpefHa3Ha4YeHHBIN A/IA paboThI ¢ Bpe-
MEHHbIMMU PAAAMM:

$ pip install tslearn

WuTepakTuBHaA BbluMcAuTeNbHan cpeaa: Jupyter Notebook

BrokHOT Jupyter sABNAeTCA YacTbio AUCTPUOYTHMBa Anaconda, moaToMy ceiryac
Mbl aKTUBU3MPYEM €ro, YTOGBI 3aIlyCTUTD CPeRY, KOTOPYIO TOMBKO YTO HaCTPOMIIN.
Tpexxpe 4eM BBECTH CTIEAYIOLIYI0 KOMAaHJY, yOeIUTeCh B TOM, YTO HAaXOAMTECH B
namnke penosutopus handson-unsupervised-learning:

$ jupyter notebook

B oTkpsiBIIEMcs OKkHe 6pay3epa oTo6pa3uTCA CTpaHMIA ¢ agpecoM http://
localhost:8888/ (ecnu aToro He NMpOM3OLIIO, CKOIMPYHTE YKa3aHHbINA B KO-
MaHJHOM CTPOKe afipec CTpaHMLBI B OKHO Opaysepa). [Ina gocTyma K CTpaHuLe
RO/DKHBI OBITH pasperueHbl ¢aitsl “cookie’”

Temepb Mbl FOTOBBI K CO3AaHMIO HallleTo NepBOro MpoekTa MalIMHHOrO 06yde-
HUA.

0630p AaHHbIX

B 37011 1712Be MBI 6y/ieM UCTIONBb30BAThb peabHbIA HabOp JaHHBIX 06 aHOHMMHBIX
onepauyax ¢ 6aHKOBCKMMM KapTaMM, COBEPIIEHHBIX €BPONECKMMMU KIMEHTaMMU

2 [Ina nomy4enns 6onee noapo6Hoit nHpopmalmm o 6ubnmuoTeke fastcluster o6paTuTech K FOKyMeH-
raumu (https://pypi.org/project/fastcluster/).
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HauMHaA ¢ ceHTA6pa 2013 ropa’. Bce omepanuy moMeueHs KaK MOAAENbHbIE I
NO/IMHHbIE, ¥ Mbl NIOCTPOMM IIPU/IOXKEHME Ha OCHOBE MAIUMHHOIO O6ydeHMs,
TNI03BO/IAIOLIEE BBIABNATD MOIUEHHNYECTBO M NMPEACKAa3bIBaTh KOPPEKTHBIE METKU
AL IPUMEPOB, KOTOPBIE paHee He NPENOCTAB/IANMNCE.

Yka3aHHBI/ HA60pP AAHHBIX OT/IMYAETCA KpaifHeit HecbamaHCUpOBaHHOCTBIO. 3
284 807 6aHkoBckMX onepauuit muub 492 (0,172%) ABNAIOTCA MOIIEHHUYECKUMU.
Cro/nb HM3KMII IIPOLIEHT NOAKE/OK BIIOTIHE TUIIMYEH 1A onepanuit ¢ 6aHKOBCKUMMU
KapTaMiu.

Ob1ee KOMMYECTBO NPU3HAKOB PaBHO 28, MpudeM BCe OHM YMCIOBbIE, TOTAA
KaK KaTeropuajbHble NEepeMeHHble OTCYTCTBYIOT!. DTM NpPU3HAKM HE ABNAAIOTCA
OPUIVMHA/IbHBIMU U TIPEACTAB/AIOT cO60/ pe3y/bTaT aHa/MN3a I/TaBHBIX KOMIIOHEHT
(PCA), xoTopsiit Mbl 6yaem uccnenoBath B I7aBe 3. B fJaHHOM ciTy4ae KOMMYECTBO
OPMTMHA/IbHBIX NMPU3HAKOB ObI/IO YMEHBIIEHO [0 28 ITABHBIX KOMIIOHEHT ITyTEM
CHIDKEHMA Pa3MEPHOCTH,

B nonmonuenue kx 28 rmaBHBIM KOMIIOHEHTaM MMEIOTCS TPHU IPYTUE NTEpEMEHHBIE:
BpeMs BBINOTHEHUA TPAH3aKIMM, CyMMa TPAH3aKIMY Y MCTUHHBINA K/IacC TpaH3aK-
uuu (1 — noppensHas, 0 — nomIMHHan).

MoaroToBKa AaHHbIX

IIpexxae 4eM MCIONb30BATh MaLUIMHHOE 00ydeHMe I OpraHM3aLMy Ipoliecca
TPEHMPOBKM Ha JAHHBIX U pa3paGoTKy MPUIOXKeHNs, 0OHAPYKMBAIOLIETO GaKThI
MOILEHHNYeCTBa, He06XOAMMO MOArOTOBUTD AaHHBIE, KOTOpble OyAyT o6pabaThI-
BaThCs a/ITOPUTMAMM,

MonyyeHune AaHHbIX

I'IemeM 1aroM B m06om INPOEKTE MAaLIMHHOIO 06yqe1-ms ABNIAETCA MONTYYEHUE
HaHHbIX.

3ar Py3Ka AdHHbIX

3arpysute Habop HaHHBIX M TOMECTUTe pedynbTupyromuit CSV-¢aitn B manky
/datasets/credit_card_data/ xatanora handson-unsupervised-learning. Ecn paHee Bbl

3 AtoT Habop AaHHBIX, ROCTYNHbIIA B ceTn Kaggle (www . kaggle. com), 6611 cobpaH B Xofie Mccreno-
BaHUA, poBefeHHoro koMnanuest Worldline u coo6mectBom Machine Learning Group u3s Bproc-
CENbCKOTO CBOOOTHOrO YHMBEPCUTETA.

* KareropuanbHble epeMeHHbIe MMEIOT OHO 13 BOSMOXKHBIX KaueCTBEHHBIX 3HaYEHU I, KONMUIECTBO
KOTOPBIX OTPaHM4eHO. /X YacTo IpMXOAUTCA KOAUPOBATLCA B aITOPUTMAX MALIMHHOTO O6ydeHNs.

loToBbI/# NpoeKT MawnHHOro 06yyenua | 67



sarpysunu penosuropuit GitHub, To aToT daitn yxxe HaxoauTcs B yKasaHHOI Narnke.
(Y6emmurecs, 4To (ait MONMHOCTBIO 3arpy>keH, TaK KaK OH MMeeT OTPOMHBIN pasmep.)

Umnopt HeobxoauMbIX 6UbNMOTEK

Umnopupyitte 6ubnmnorexu Python, koTopsie moTpe6yioTca Ansa NOCTpoeHUs
npuIoXKeHus, 06Hapy>xuBaloLero GakThl MOLIEHHNYECTBA.

"' '"OcHOBHHE Oubauorexu'''
import numpy as np
import pandas as pd
import os

"' '"Busyanusaums OaHHuX'''
import matplotlib.pyplot as plt
import seaborn as sns

color = sns.color_palette()
import matplotlib as mpl

$matplotlib inline

'''TllooroToBKa HaHHHX'''

from sklearn import preprocessing as pp

from scipy.stats import pearsonr

from sklearn.model selection import train_test split

from sklearn.model selection import StratifiedKFold

from sklearn.metrics import log loss

from sklearn.metrics import precision_recall curve, \
average_precision_score

from sklearn.metrics import roc_curve, auc, roc_auc_score

from sklearn.metrics import confusion matrix, classification_report

"' '"AnropuTMe' '

from sklearn.linear model import LogisticRegression
from sklearn.ensemble import RandomForestClassifier
import xgboost as xgb

import lightgbm as lgb

YreHue AaHHDIX

current _path = os.getcwd()

file = os.path.sep.join(['', 'datasets', 'credit card data', \
'credit card.csv'l])

data = pd.read _csv(current_path + file)
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NpenBapuTeNnbHblit NPOCMOTP AAHHDIX

Cnenylomax KOMaH/ia BBIBOAUT II€EPBBIE IATH CTPOK Ha6opa:
data.head()

Kak Bumure, TpeGyeMblit Ha6Op fAHHBIX YCIIEUIHO 3arpy>eH (Tabm. 2.1; 3aech u
fla/iee TIOKa3aHBbI TONIbKO Haya/IbHble CTONOLBI).

Tabnuya 2.1. IIpedsapumenvHviii npocmomp 0aHHbIX

Time Vi V2 V3 V4 V5
0 00 -1.359807 -0.072781 2.536347 1.378155 -0.338321
1 00 1.191857 0.266151 0.166480 0.448154 0.060018
2 10 -1.358354 -1.340163 1.773209 0.379780 -0.503198
3 10 -0.966272 -0.185226 1.792993 -0.863291 -0.010309
4 20 1.158233 0.877737 1.548718 0.403034 -0.407193
5rows x 31 columns

WUccnepoBanue AaHHbIX

Hammm cnepyromm marom 6yaer 6onee rimy6okoe ucciefoBanme faHHbIX. s
3TOrO MBI CTEHEPUPYEM MTOTOBYIO CBOAKY, BHIABMM OTCYTCTBYIOLIYE AAHHbIE MU
KaTeropuanbHble IPU3HAKM ¥ TIOACYMTAEM KOMMYECTBO Pa3/MMYHBIX 3HAYEHMI IO
IpU3HaKaM.

[eHepupoBaHue HTOroBON CBOAKM

Crenyrolas KOMaHza BbIBOAUT CBOAIKY 1O cTon6uam (Tabm. 2.2):

data.describe ()

Tabnuya 2.2. [Ipocmas umozoeas ce00xa

Time Vi V2 V3 V4

count 284807.000000  2.848070e+05 2.848070e+-05 2.848070e+05 2.848070e+05
mean 94813.859575 3.919560e-15 5.688174e-16 -8.769071e-15  2.782312e-15
std 47488.145955 1.958696e+00 1.651309e+00 1.516255e+00 1.415869e+00
min 0.000000 -5.640751e+01  -7.271573e+01  -4.832559e+01  -5.683171e+00
25% 54201.500000 -9.203734e-01  -5.985499e-01  -8.903648¢e-01  -8.486401e-01
50% 84692.000000 1.810880e-02 6.548556e-02 1.798463e-01 -1.984653e-02

[oTOBbIA NPOEKT MALWMKHHOTO 06y4eHNHA | 69



Oxonuarue mabn. 2.2
Time Vi V2 V3 V4
75% 139320.500000 1.315642e+00 8.037239e-01 1.027196e+00 7.433413e-01

max 172792.000000  2.454930e+00 2.205773e+01 9.382558e+00 1.687534e+01
8 rows x 31 columns

data.columns

Index(['Time', 'V1,' 'v2', 'v3', 'v4', 'v5', 've', 'V7', 'V8', \
'yvg', 'vio', 'vii', 'vi2', 'vi3', 'vi4', 'vis', 'vie', 'vi7', \
'vig', 'vig', 'v20', 'v21', 'v22', 'v23', 'v24', 'v25', 'V26', \
'v27', 'v28', 'Amount', 'Class'], dtype='object')

data['Class'].sum()

O611ee KOMMYECTBO MONIOXXUTENBHBIX METOK, W/IM MOLUIEHHUYECKUX OIepaLimit,
cocraBuno 492. Kak u cnegoBano oxxupaars, Bcero umeercs 284 807 npumepos u 31
cronmbew: 28 YMCMOBBIX MPU3HAKOB (V1-V28), a Takxke cTtonbupl Time, Amount u
Class.

3HaueHus BpeMeHHbX MeToK (T ime) HaxoasATca B AManasone 0-172792, cymmsl
omepauuit (Amount) — B guamasoHe 0-25691,16; Bcero mmeerca 492 MOIIEHHN-
yeckue onepauuy. Ha Hux Mbl 6yfieM cChIIaThCsl KaK Ha O3UTUBHBIE CITydau, UK
NO3UTHBHBIE METKM (OHM IOMEYEHB! eIMHUIIAMM); HOPMaJIbHbIE ONEPaLMyU COOT-
BETCTBYIOT OTPULIATENIbHBIM CTy4asAM, UM OTPULIATENIBHBIM MeTKaM (OHM MmoMeye-
HBI HY/LIMM).

Bce 28 4ucnoBbIX IPU3HAKOB ITOKa ellje He CTAHAAPTU3MPOBAHbI, HO BCKOPE MBI
CTaH/{apTH3MpyeM [aHHble. B npolecce cmandapmusayuu faHHbIe MacIITabupy-
I0TCsL TaKMM 06pa3oM, YTOOBI CpefiHee 3HaYeHMe OBIIO paBHO HYIIIO, a CTAaHAAPTHOE
OTK/IOHEHME — eIMHHUIIE.

HexoTopble punoxkeHNA MalIMHHOTO 06y4eHMs BeCbMa YyBCTBUTEb-
HbI K MaCIITa6MpOBaHMIO JaHHBIX, I03TOMY NIPMBEfieHME JaHHbIX K OfI-
HOI1 ¥ TO¥ ke OTHOCUTENbHOIA 1IKajle — CTaHAAPTU3ALUA — CUMUTAETCA
XOpolleit MpaKTUKOM.

E1e oqHMM 061eNIPHMHATHIM METOAOM MacIITabMpOBaHMUA JAHHBIX SB-
JIAETCA UX HOPMANU3AYUA, IPY KOTOPOI1 JTaHHBIE IIPUBOAATCA K iMamna-
30HY 3HaUYeHMII OT HY/A 0 eAMHMIBL B oTimyme oT cTaHmapTM3UpO-
BaHHBIX JaHHBIX BC€ HOPMa/IM30BaHHbIe JaHHbIE PaCNO/IaraloTCA BAOIb
IIKa/Ibl B 06/1aCTH TIOMIOXKUTENbHBIX 3HaYEHMIA.
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BbiABNeHMe HEYNCNOBBIX U OTCYTCTBYIOLNX 3HAYEHNH

HexoTopble aIrOpMTMbl MALIMHHOTO 06y4eHus: He MOTyT 06pabaTbIBaTh HeYMC-
JIOBBIE ¥ OTCYTCTBYIOLIME 3HadeHUA. [I03TOMy ONMTUMANbHOE pellleHNe 3aKToya-
eTCs B MCTIO/Ib30BaHUM 0c060r0 crioco6a uaeHTMGMKALMM HEYUCTIOBBIX 3HAYEHNI
(Tax>ke u3BecTHbIX KaK NaN oT aHIn. “not a number”).

B cy4ae OTCYTCTBYIOLIMX 3Ha4€HMiA Mbl MOXKEM MOJEIMPOBATh MX, HAIIPUMEP
NyTeM 3aMeHbl OTCYTCTBYIOLIEH TOYKM JAHHBIX CPEAHMM 3HadeHMeM, MefMaHo
WX MO0/ COOTBETCTBYIOLLETO NpU3HaKa, MO0 MOACTAB/IATb 3HAYEHMS, ONpefe-
NsAeMble TIO/b30BaTeNeM. B cnydae kaTeropuanpHbIx 3Ha4eHMI MOXKHO KOAMPOBATh
JaHHBIE C IOMOILBIO Pa3pPe>KEHHOM MATPULBI, IPEACTAB/IAIOLIEN BCE KATEropyuab-
Hble 3HaueHus. [lazee 3Ta MaTpuia KOMOMHMPYETCA C YMCTIOBBIMM NPU3HAKAMM.
ITony4eHHbIT KOMOMHUPOBAHHBI HA6OP MIPU3HAKOB UCIIONB3YETCSA /1A TPEHNUPOB-
KM 2/ITOPUTMa MaLIMHHOTO 06y4eHuA.

Beinmonuus cnepyiomyio KOMaHALY, MBI BUAMM, YTO B Habope OTCYTCTBYIOT
HabmoneHns co 3Ha4yeHneM NaN, 103TOMY HeT HMKaKOi He0OXOAMMOCTH MOIeNN-
pOBaThb MM KOAUPOBATh Kakye-1160 3HaYEHN .

nanCounter = np.isnan(data).sum()

Time
V1
\'
V3
V4
V5
V6
V7
V8
V9
V10
Vil
V12
V13
V14
V15
V1e
V17
V18
V19
V20

O O O O O O O O O O O O O O OO O o o o o
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V2l 0
V22 0
V23 0
V24 0
V25 0
V26 0
V27 0
V28 0
Amount 0
Class 0
dtype: int64

BbifaBneHue pa3nuyaroLyuxca 3HaYeHuH NPpU3HaKoB

Yro6bl momy4lle pasobpaTbcs ¢ 0co6EHHOCTAMM HabOpa TPaH3aKLMOHHBIX
MaHHBIX, TIOACYNTAEM KOTMYECTBO Pa3IM4YHbIX 3HAYEHUI IPU3HAKOB.

BBLINONHMB CNEAYIOUYI0 KOMaHAY, MBI BUAMM, YTO HA6Op MaHHBIX COHMEPXKUT
124 592 pa3nuyHble BpeMeHHbie MeTKM. Ho MBI yXe 3HaeM, YTO BCEro MMeeTcs
284 807 HabmogeHuit. ITO 03HaYaeT, YTO HEKOTOPbIM BPEMEHHHIM METKaM COOT-
BETCTBYeT HECKO/bKO TPAH3aKIIMIA.

U, KaK ¥ ClefoBano OXUAATD, CYILIECTBYIOT BCETO /IUIIb ABA Kacca: 1 s Mo-
LIeHHUYECKNX TPaH3aKumit ¥ 0 — J/IsA OJ/IMHHBIX.

distinctCounter = data.apply(lambda x: len(x.unique()))

Time 124592
vl 275663
V2 275663
V3 275663
V4 275663
V5 275663
V6 275663
V7 275663
V8 275663
V9 275663
V10 275663
V1l 275663
V12 275663
V13 275663
V14 275663
V15 275663
V1e 275663
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V17 275663

V18 275663
V19 275663
V20 275663
V21 275663
V22 275663
V23 275663
V24 275663
V25 275663
V26 275663
V217 275663
V28 275663
Amount 32767
Class 2

dtype: int64

[eHepupoBaHWe MaTPULIbI NPU3HAKOB W MACCMBA METOK

JlaBajiTe co3naguM ¥ CTAaHAAPTU3MPYEM MATPUILY IPU3HAKOB X U BbIIENIMM Mac-
cuB MeTOK Y (1 AN MOIEHHNYeCKMX TPaH3aKumit, 0 — fia MOA/IMHHBIX). Brocnen-
CTBMM MBI OyfieM nepefaBaTh 3Ty MHPOPMALMIO a/ITOPUTMAM MAIIMHHOTO obyye-
HUA B IIpoLiecce TPEHUPOBKMU.

Co3naHme MaTpULbl NPU3HAKOB X 1 MATpULIbi METOK Y

dataX
dataY

data.copy () .drop(['Class'], axis=1)
data(['Class'].copy()

(ranpapTM3auua MaTpuLbl NpU3HaKoB X

V3MeHnM MacuTab MaTpuIbI IPM3HAKOB TaKMM 06pa3oM, YTOOBI KaXK/Iblit IpH-
3HaK, 3a MCK/IIOYEHMEM BpeMeHM, MMEN CpeAiHee 3HaYeHue, paBHoe 0, ¥ CTaHAAPT-
HO€ OTK/IOHEHME, paBHOe 1.

featuresToScale = dataX.drop(['Time'], axis=1).columns
sX = pp.StandardScaler (copy=True)
dataX.loc[:, featuresToScale] = \

sX.fit_transform(dataX[featuresToScale])

Kaxk mnoka3saHo B Tabn. 2.3, Tenepb CTaH[APTU3MPOBAaHHbIE IIPU3HAKM COOTBET-
CTBYIOT YKa3aHHBIM YC/IOBUAM.
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Tab6nuya 2.3. imozosvie MacuumabuposarHvie npusHaKu

Time Vi V2 V3 V4
count 284807.000000  2.848070e+05  2.848070e+05 2.848070e-+05 2,848070e-+05
mean 94813.859575 -8.157366e-16  3.154853e-17 -4.409878e-15  —6.734811e-16
std 47488.145955 1.000002¢+00 1.000002e+00 1.000002e-+00 1.000002e+00
min 0.000000 -2.879855e+01  —4.403529e+01  -3.187173e+01  -4.013919e+00
25% 4201.500000 -4.698918e-01  -3.624707e-01  -5.872142e-01  -5.993788e-01
50% 84692.000000 9.245351e—03 3.965683e—02 1.186124e—02 -1.401724e-01
75% 139320.500000  6.716939e-01 4.867202e-01 6.774569e—01 5.250082e-01
max 172792.000000  1.253351e+00 1.335775e+01 6.187993e+00  1.191874e+01

8 rows x 30 columns

KoHcTpyupoBanme 1 0T60p npusHakoB

B 60nbIIMHCTBE TPOEKTOB MAIUMHHOTO 06y4eHNs Mbl JO/DKHBI PACCMAaTPUBAaTh
BOIIPOCHI KOHCTPYMPOBaHMA 1 BbI6Opa IPU3HAKOB KaK YacTh pelueHus. Koncmpy-
uposanue npusraxoe (feature engineering) mogpasyMeBaer cosgaHue HOBBIX IIPU-
3HaKOB — HAIpMMep, ITyTeM BbIYMC/IEHUSA OTHOLIEHMUH, 3HaYEHNIT CYETYNMKOB MM
CYMM Ha OCHOBE MCXOJIHBIX TPM3HAKOB, — YTOGBI OKa3aTh ITOMOILb aITOPUTMY Ma-
IIMHHOTO 06y4YeHNs B M3B/IeYeHNN 6oMee CUIBHOTO CUTHA/A U3 Habopa JaHHBIX.

Oméop npusnaxos (feature selection) noppasymeBaer Bbi6Op mogHa6opa mpu-
3HAKOB /I TPEHMPOBKMY, YTO B KOHEYHOM CYeTe O3HAYaeT MCK/II0YEHMe HEKOTOPbIX
MeHee DE/IeBaHTHBIX NMPU3HAKOB M3 paccMoTpeHus. Llenbio aToro mara sBiser-
CAl CHMDKEHME BEPOATHOCTU NepeobydeHNs anropuTMa MalUMHHOIO 0OydeHus Ha
mryMe B Habope AaHHBIX.

Jins Hamero Ha6opa JaHHBIX OTCYTCTBYIOT MCXOAHbBIE IPU3HAKK. MBI pacmona-
raeM /IMIIb I7TABHBIMM KOMIIOHEHTaMH, IIOy4eHHBIMM C MCIIONIb30BaHMEM METOAA
PCA (omuH 13 BapiaHTOB CHY)KEHMA Pa3MEPHOCTH), O YeM IOMAET peyb B I71aBe 3.
ITockonbKy Mbl He 3HaeM, YTO MMEHHO NPeACTaB/AET c060it M060I 13 NPU3HAKOB,
MBI He MOXXEM IIPUMEHNUTb KaKylo-Mn60 pasyMHYI0 METOAMKY KOHCTPYMPOBaHUs
IIPU3HAKOB.

B HameM crrydae oT60p MpU3HAKOB TaKKe He TpebyeTcs, MOCKONbKY KOUYECTBO
Habmopnennit (284 807) HaMHOrO MPEBOCXOAUT KOMUYECTBO IpyusHaKkoB (30), uto
PE3KO CHMKAeT BEPOATHOCTb nepeobyyenus. Kak cmegyer u3 puc. 2.1, npusHaku
MULIb B HE3HAYUTENbHOI CTENIEHM KOPPEMMUPYIOT MEXAY co60it. [Ipyrumu cmoBamu,
Y Hac HeT U36BITOYHBIX TpU3HaKoB. Ecmy 6b1 0HM 6b1M, MBI MOI/IM GBI YyCTPaHUTD
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WIN YMEHBIIMTb M3OBITOYHOCTb AAaHHBIX ITyTeM CHM)KEHUs pasMepHOCTH. Pasyme-
€TCs, B 3TOM HeT HUYEro yAMBUTENbHOTO, IIOCKO/BKY K pacCMaTpuBaeMoMy Habopy
AHHBIX 0 6aHKOBCKMX KapTax y>ke 6b11 ipumeHeH MeTop PCA, KOTOpBbIit BBINION-
HIJI BCIO paboTy 3a Hac.

NpoBepka KoppenAuun Npu3HaKoB

correlationMatrix = pd.DataFrame (data=[), index=dataX.columns, \
columns=dataX.columns)
for i in dataX.columns:
for j in dataX.columns:
correlationMatrix.loc[i, j] = \
np.round (pearsonr (dataX.loc[:, i], \
dataX.loc[:, j1)[0], 2)

Puc. 2.1. Koppenayuonnas mampuya

BMBY&HMB&I.IMH AdHHbIX

ITocnemumit mar — Bu3yanusauus RaHHBIX, O3BO/AIOIAs OLEHUTb CTENEHb
Hec6amaHCMPOBAHHOCTH Habopa npumepos (puc. 2.2). Beuay ManouncieHHOCTH
NpUMepOB MOLIIEHHUYECKMX ONepaumit B Habope, ¢ KOTOPHIM MBI paboTaeM, pelte-
HMe 3TOJ 3a[jauy NPENCTAaB/IAET 3HAYNTENbHbIE TPYAHOCTH; K CYACTHIO, B HallleM
pacnopsKeHMM UMEIOTCA METKM /IS BCEro Habopa JaHHBIX.

count_classes = pd.value_counts(data['Class'], \
sort=True) .sort index()
ax = sns.barplot (x=count_classes.index, \
y=tuple (count_classes/len(data)))
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ax.set title('UYacTOTHOCTb METOK KJIaCCOB')
ax.set xlabel ('Knacc')
ax.set_ylabel ('YacToTHOCTB ')

HacTOTHOCTL METOK KNaccos
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Knacc
Puc. 2.2. YacmomHocmb memox Knaccos
NoprotoBka moaenu

Tenepn, Korfa faHHbIE CTAHAAPTU3MPOBAHBI, MO>KEM IPMUCTYIATh K IMOATOTOB-
Ke Mogienu. [I/1s1 3TOro Mbl JO/DKHBI pa3bUTh JaHHBIE HAa TPEHNMPOBOYHBIN M TECTO-
BbIi1 Ha6opbl, BbIOpaTh QYHKLMIO MOTEPh ¥ MOATOTOBUTb HAabOPBI /1A k-KpaTHO
KpOCC-IIPOBEPKHU.

Pa36ueHue AaHHbIX HA TPEHUPOBOYHbIN U TECTOBbIN HabopbI

B r1aBe 1 roBOpMIOCH O TOM, YTO aITOPUTMBI MALIMHHOTO OOy4eHNUs NpenBa-
puUTeNnbHO 06y4aloTcs (TPEHUPYIOTCS) Ha HEKOTOPOM Habope AaHHBIX, C TEM YTOObI
o6ecreunTh XOpOLIYIO Pe3y/TbTaTUBHOCT (T.€. TOYHOCTb NPENICKa3aHMit) B OTHOLIE-
HMU JaHHBIX, KOTOpble paHee UM He NPefOCTaB/ANMNCh. KpurepueM pesynbraTtus-
HOCTH CTY)XMT TaK Ha3bIBaeMas ouubxa 0606uenus (generalization error) — caman
Ba)KHas M3 METPUK, IIPMMEHAEMBIX /L OLEHKM IPUTOTHOCTY MOJIE/IM MAIIMHHOTO
obyyeHus.

I[Ipexxpe Bcero MbI ZO/KHBI HACTPOUTD Halll TPOEKT MALIMHHOTO 00y4YeHNs s
MCIIO/IBb30BaHMs Habopa AaHHBIX, Ha KOTOPoM byaeT o6ydaThcs anroputm. Ham rak-
e oTpebyeTcs TECTOBBIN Habop (He IpefoCTaB/LABIINIICA paHee), KOTOpPbIit OymeT
3a[1e/ICTBOBATHCA a/ITOPUTMOM MALIYHHOTO 0Oy4eHMsA B Le/AX MPOTHO3MPOBAHMSL.
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Pe3y/nbTaTMBHOCTb, AOCTUIaEMasi Ha 3TOM TECTOBOM HaGope, M OymeT KOHe4HOI
OLIEHKOW YCIIELIHOCTH MOJE/H.

Utak, pa3zo6beM Habop faHHBIX 06 omepanysax ¢ 6aHKOBCKMMY KapTaMy Ha [{Ba
Habopa: TPeHMPOBOYHBII M TECTOBBIN.

X _train, X test, y_train, y test = train test split(dataX, dataY, \
test_size=0.33, random state=2018, stratify=datay)

Terepb MbI MMeeM TPeHMPOBOYHBI Habop, comepkaimit 190 820 o6pasios
(67% ucxoaHOro KONMMUYECTBA), ¥ TECTOBBIN Habop, copep>xawmit 93 987 obpasiios
(ocraBmmecs 33%). Yto6b1 o6ecneunTs opmHakoByio (~0,17%) momo MOLIEHHH-
4eCKMX OIlepalyii B TPEHUPOBOYHOM M TeCTOBOM Habopax, Mbl yCTaHaBNMBaeM
napametp stratify. Msl Takke ¢ukcupyem 3sHadenne 2018 g mepeMeHHOMN
random_state, 4To6bl 06ecrie4nTh BOCTIPOM3BOAMMOCTD Pe3y/IbTAaTOB’.

JIns OKOHYaTe/NbHO OLeHKM OMOKM 00061eHNs, TAK)KE Ha3bIBaEMOM OUUO-
Kot 3a npedenamu evibopku (out-of-sample error), Mbl 6yaieM MCIIONIb30BATh TECTO-
BBIi1 Habop.

Bbi6op ¢pyHKLMK NOTepb

Jins o6ydeHns MORENN Ha TPEHMPOBOYHOM Habope HaM NOHa06uTCA PyHKyus
nomepy (cost function), kotopyio Mbl 6yfieM nepefaBaTh anrOPUTMY MAIIMHHOTO
06yyeHus. Anroput™ OyAeT NbITaTbCA MUHUMM3UPOBATh QYHKIMIO CTOMMOCTH,
06y4asch Ha TPEHMPOBOYHBIX IIpUMeEPaX.

ITockonbKy B JaHHOM CITy4Yae Mbl IPUMeHseM OOydeHMe C YYUTENEeM IS pellle-
HuA 3afjaum K1accudukanmm (c AByMA K/1accaMu), Mbl MCTIONIb3yeM JTorapudMmuyec-
KyI0 QYHKUMIO TOTePh 6MHapHOI KMaccubyKaLmy V1A BHIYUCTIEHNA KPOCC-IHMPO-
nuy MeXRY MeTKaMM MCTUHHBIX TPAH3aKLMI ¥ MOJENbHBIMY NIPECKa3aHUAMM:

1 N M
logloss= _ﬁzzyi,j log(pi,j);
i=l j=1
rae N — konu4ecTBO Habmogenuit, M — KOIM4ECTBO METOK K/I1acCoB (B JaHHOM
cry4vae pasHoe 2); ¥, — 1, ecnu HabmiofeHue i OTHOCMTCA K Kmaccy j, u 0 —
B IIPOTUBHOM CITy4ae; p,  — TPEACKa3aHHaA BEPOATHOCTD TOTO, 4TO Habmopienne i
OTHOCUTCA K K/Taccy j.

 Y106b!1 y3HATh, KAKMM 06pasoM mapaMeTp stratify coxpaHAeT NOCTOAHHYIO OMIO MOMOXUTENb-
HbIX MeTOK, o6paTurech k RokymenTauuyu (http://bit.ly/2NiKwfi). Ecnu xoture Bocnpo-
M3BECTH aHATIOTMYHOe pasbUeHyne HaGOPOB B CBOMX IKCIIEPMMEHTAX, YCTAHOBMTE /LA NapaMeTpa
random_state sHayeHue 2018. Eciiu He 3aaBaTh ero umu BLI6paTh Ipyroe 3HaY€HME, TO PE3Y/b-
TaThl 6YAYT APYTUMM.
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Mopenp MammHHOTO 06y4eHUA 6yAeT reHepMpoOBaTb BEPOATHOCTb IOMMENKM
A/ KaXK0M onepauuy ¢ 6aHKOBCKMMM KapTaMu. YeM 6myke BepOATHOCTH IOAI-
HeNKM K UCTMHHBIM MeTKaM (1 And moafenbHbIX TPaH3akumit 1 0 /11 MCTUHHBIX),
TeM HIDKe 3HayeHue QYHKIUM NoTepb. VIMEHHO 3To 3HaueHue U OyneT MUHNMMU3K-
pOBaTh a/ITOPUTM MALIMHHOTO 06yYeHus.

Co3paHue HabopoB ANA k-KpaTHOI KPOCC-NPOBEPKM

YT106DbI IOMOYb AITOPUTMY MAIUMHHOTO 0Oy4eHMs B OLiEHKE TOrO, HACKO/MBKO
YCIIELIHO OH CIIPAaBUTCA C NpMMEPaMM, KOTOPBIE PaHee eMy He IPeROCTaB/IA/INCH
(TecTOBBI HA6OP), IPUHATO ROTIOTHUTENBHO pa3bMBaTh TPEHMPOBOYHBIN Habop
Ha COOCTBEHHO TPEHMPOBOYHDII Y Ba/IMJALMOHHbI HabOpBI.

Hanpumep, ecrii Mbl pa3feiM TPEHMPOBOYHBIN HAO6Op Ha IIATH PaBHbIX YacTeit,
TO MOXXHO OyZleT BHINONIHUTD TPEHMPOBKY MOJIENTM HA YETBIPEX MATHIX MCXOJHOTO
TPEHMPOBOYHOTrO Habopa, a OCTAaBLIYIOCA MATYIO YacTh (Ba/MAALIMOHHbIA Habop),
MCTIONb30BATD A/IA OLIEHKY Pe3y/bTaTUBHOCTH NpeNcKa3aHuit 06y4eHHOI MOJENn.

[Tono6HyI0 TPEHUPOBKY U OLEHKY MOJETM MOXXHO BBIIIOJIHUTD IIATh Pas, Kax-
[bli1 pa3 MeHsisl OT/IOXKEHHYIO IATYIO YaCTh MCXORHOTO Habopa B KayecTBe Bamuaa-
LMOHHOro Habopa. Takoi MOAXOA NMOMYYM Ha3BaHMe k-KpamHas kpocc-nposepka
(k-fold cross-validation — CV). B HaueM cny4ae k paBHO 5, TaK 4TO JyIA OLIMOKM
060611eHNA MBI 6yfieM MMeTb He OfIHY, a IIATH OLIEHOK.

Ms1 6yneM COXpaHATb OLEHKM TPEHMPOBKM M KPOCC-TIPOBEPKY A/ISA KaX/IOTO U3
[ATY [POTOHOB, BCAKMII pa3 COXpaHAA NpeACcKasaHMUA /I KPOCC-IIPOBEPOYHOTO
Habopa. ITo 3aBepieHMH BCeX MATH IPOTOHOB MbI Oy/ieM pacronaraTb Kpocc-Ipo-
BEpPOYHBIMM TPENCKA3aHNAMM A/ BCEro Habopa JaHHBIX. ITO JaCT HAM HaWIyd-
1Iyio o610 OLIEHKY Pe3yNbTaTUBHOCTH /A TECTOBOTO Habopa.

HacTtpoiika k-xparHoit Banmuaanuy, rie k paBHO 5, OCYILECTB/IAETCA CEAYIOLIUM
obpasom:

k_fold = StratifiedKFold(n_splits=5, shuffle=True, random_state=2018)

Moaenu mawumHHoro 06yuexus (yacto l)

Tenepb Mbl IOTHOCTHIO MOTOTOB/IEHBI K TIOCTPOEHMIO MOJIE/Ielt MaIIMHHOTO 06-
yderns. JInA KaXIOTO pacCMaTpPMBAEMOTO aArOPUTMa MAUIMHHOTO O6ydeHus Mbl
6yneM ycTaHaBIMBaTh TUIlEPNIapaMeTPhbl, TPEHMPOBATb MOJE/b ¥ OLIEHMBATDb pe-
3y/IBTAThI.
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Moaenb N°1: noructiueckas perpeccus

HauneM ¢ caMoro npocroro anropurma Knaccudmkamm — MOrMCTUYECKON pe-
rpeccum.

HacTpoitka runepnapameTpos

penalty = '12!'

c=1.0

class_weight = 'balanced'
random state = 2018
solver = 'liblinear’'
n_jobs =1

logReg = LogisticRegression (penalty=penalty, C=C, \
class_weight=class_weight, random_state=random_state, \
solver=solver, n_jobs=n_jobs)

YcranoBuM Ans napamerpa penalty 3HadeHue 12, a He 11. Jleno B ToM, YTO
L2-perynsapusaumus MeHee YyBCTBUTENbHa K BbIOpocaM 1o cpaBHeHMIO ¢ L1-pery-
NApU3auMeit M Ha3Ha4aeT HeHy/IeBble 3HaUYEHNs BECOB IOYTH BCeM NIPU3HAKAM, YTO
6yReT NpMBOAUTD K NONMYYEHUIO CTAOM/IBHBIX pelieHnit. L1-perynapusanmus HasHa-
YaeT BbICOKME 3HaYeHMA BeCcOB Hanbo/ee BXXHBIM NIPU3HAKAM M TIOYTH Hy/eBble
Beca OCTa/IbHbIM NPU3HAKAM, [0 CYTH, BBINONHAA OTOOP NMPU3HAKOB B IpoLiecce
TPEHUPOBKYM anroput™a. OfHaKo BBUAY CYLIECTBEHHOI BapyalMy BECOB OT NpHU-
3HaKa K npu3HaKy L1-pelrenns, B oTmune ot L2-peuennit, He Bcerna BenyT cebs
CTabM/IBHO 110 OTHOILEHMIO K M3SMEHEHMAM B TOYKAX JaHHBIXS.

ITapameTp C onpepenser MHTEHCUBHOCTD perynsapusanuy. Kak Bbl moMuuTe 13
I/IaBHI 1, perynspusanms noMoraeT 60poThcs ¢ epeodydeHneM My TeM HaTOXKEHUA
WTpad OB 3a CIOXKHOCTD. VIHBIMM C/IOBaMM, YeM MHTEHCHBHEE PETYIAPU3aLNs, TeM
6ompumit wTpad 3a CIOKHOCTH Ha/laraeTcsA aITOPUTMOM MAIUMHHOTO O6yYeHMA.
Perynspusaiys nopTankuBaeT aArOpUT™ K TOMY, YTOOBI IpY MPOYMX PaBHBIX YC-
JIOBUAX NIPEANOYTEHME OTAABANIOCH 60/ee IPOCTHIM MOMIENAM 10 CPaBHEHMIO ¢ 60-
iee CTOXXHBIMHU,

B kayecTBe 3Ha4YEHMA KOHCTAHTHI perynsapusaumyu C He06XOAMMO 3a/1aBaTh I10-
JIOXXUTENbHOE BellleCTBEHHOE YMuC/I0. YeM MeHbllle 3TO 3HaYeHMeE, TEM UHTEHCHBHEE
perynsapusanus. Mbl ocTaBuM 3alaHHOE ITO YMO/TYaHMIO 3HayeHue 1. 0.

¢ Bonee mofpo6HyI0 MHPOPMaLHIO 0 pasmUYMAX MeXAY L1- u L2-perynapusanyeit MOXXHO HaiiTy 10
agpecy http://bit.ly/2Bcx413
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Ham Habop maHHBIX O TpaH3aKUMAX C 6aHKOBCKMMM KapTaMM OTIMYAETCA
KpaifHelt Hec6a/TaHCMPOBAaHHOCTBIO: M3 O6LIEro KOMMYeCTBa NPUMEPOB, PaBHOTO
284 807, muib 492 COOTBETCTBYIOT NOAAEMTbHBIM TPaH3aKLMAM. MBI XOTUM, YTO6BI
B [IPOLIECCE TPEHMPOBKM a/ITOPUTM MALIMHHOTO 06y4eHNns yxenan 6o/blie BHMMA-
HUs 00YYEeHNI0 Ha TPaH3aKIMAX C MONIOKUTENbHBIMU METKaMM — APYTMMM C/IOBa-
MM, 06y4EeHMIO Ha MIOAETbHBIX TPaH3aKI[MAX, MOCKONbKY MX KOMYECTBO B Habope
AAaHHBIX OYEHb HEBENIUKO.

B aroit MofenM OTMCTUYECKON PErpeccuu Mbl YCTAHOBMUM M/ NEPEMEHHON
class_weight 3HayeHme 'balanced'. TeM caMbIM MbI cOO6LaeM alIropuTMy
JIOTMCTUYECKOI PETPEecCHM O TOM, YTO B IaHHOI 3ajiaye MMEIOTCA NpobneMsl, CBs-
3aHHBbIe ¢ Hecba/TaHCMPOBAaHHOCTBIO K/IACCOB. AJITOPUTMY IOTpe6yeTCs PUIMCHI-
BaTb 6osbIlye Beca NMONOXXUTENTbHBIM METKaM B IIpoLiecce TPEHUPOBKYU. B maHHOM
cny4ae Beca 6yayT o6paTHO IpPONOPLMOHANbHBI YaCTOTaM BCTPEYaeMOCTH Kiac-
COB. Anroput™m 6ymeT NpUIMCHIBaTh Go/bliMe Beca PeNKO BCTPEYAIOLIMMCSA II0-
JIOXUTENTbHbIM MeTKaM (KOTOpble COOTBETCTBYIOT MOJAAENbHBIM TPaH3aKLUAM) M
MeHbIuye — 60/lee YaCTHIM OTPHULIATENbHBIM METKaM (COOTBETCTBYIOLIMM MOMINH-
HbIM TPaH3aKLUAM).

Nins nepemeHHoit random_state Mbl ¢ukcupyem 3Hadenue 2018, 4TO6BI
YTIPOCTUTD JPYTUM NO/Ib30BATENAM — B TOM YMC/IE BCEM YUTATENAM — BOCIIPOM3-
BefleH1e pe3ynbTaToB. [l nepeMeHHol solver YCTaHOB/IEHO CTAH[ApTHOE 3Ha-
yeHue 'liblinear’.

TpeHnpoBKa moaenu

YcTaHOBMB BCe IMIepIapaMeTpbl, Mbl MOXEM IIPUCTYTIUTD K TPEHUPOBKE MOJIE/N
JIOTUCTUYECKO perpeccu, UCIIONb3yA 10 O4epeay KaX/bIA 13 ILATH BapUAHTOB pas3-
6MeHMA NCXOTHOTO Ha6Opa B COOTBETCTBUY C METOAMKON k-KpaTHOI1 KpOCC-IIpOBep-
KU, T.e. TPEHNPYA MOJE/Tb KOXK/bIA pa3 Ha YeThIpeX MATHIX TPEHNPOBOYHOrO Habopa
¥ OLIEHVBAs €€ Pe3yNbTaTUBHOCTD C MIOMOIIBIO OT/I0XKEHHOIA IIATON YacTu Habopa.

B mpouecce 3T0it MATMKPATHON TPEHUPOBKY M OLIEHKM MOJENN MbI OyIieM BbI-
YUCIATh QYHKLMIO NIOTeph — B HallleM CiTy4ae JorapudmMmuieckyro QyHKLUUIO —
Kak BO BpeMs oOy4eHnus (Ha cpe3e pa3MepOM YeThIPe NMATHIX MCXOZHOTO TPEHUPO-
BOYHOT0 Habopa), Tak ¥ BO BpeMs BanuaaLuu (Ha cpese pa3MepoM B OfHY NATYIO
MICXOfHOTO TPEHMPOBOYHOro Habopa). Kpome Toro, Mel 6ysieM COXpaHATb Npea-
CKa3aHMA TAKOKe A KaXKIOTO U3 MATH KPOCC-IIPOBEPOYHBIX HAO6OPOB, M K KOHI[Y
IIATOTO NTPOTOHa MbI OyieM MMETb NATH NPeACKa3aHMI /I BCETO TPEHMPOBOYHOTO
Habopa.

trainingScores = []
cvScores = []
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predictionsBasedOnKFolds = pd.DataFrame (data=[], \
index=y train.index, \
columns=[0, 1])

model = logReg

for train index, cv_index in k fold.split(np.zeros(len(X_train)), \
y_train.ravel()):
X train_fold, X cv_fold = X train.iloc[train _index, :], \
X_train.iloc[cv_index, :]
y_train fold, y cv fold = y train.iloc[train_index], \
y_train.iloc[cv_index]

model.fit (X_train fold, y train fold)

loglossTraining = log loss(y_train fold, \
model.predict_proba (X train_fold) [:, 1])

trainingScores.append(loglossTraining)

predictionsBasedOnKFolds.loc[X cv_fold.index, :] =\
model.predict_proba (X cv_fold)

loglossCV = log_loss(y_cv_fold, \
predictionsBasedOnKFolds.loc[X cv_fold.index, 1])

cvScores.append (loglossCV)

print ('JlorapupmMmueckue norepu obyuenus: ', loglossTraining)
print ('Jlorapupmmueckme norepu Bammmaumm: ', loglossCV)

loglossLogisticRegression = log loss(y_train, \
predictionsBasedOnKFolds.loc[:, 1])
print ('JlorapudmMmueckue norepu JOTMCTMYECKOM perpeccum: ', \
loglossLogisticRegression)

OueHka pe3ynbTatoB

Huke npuBefieHb! TPEHMPOBOYHBIE ¥ KPOCC-TIPOBEPOYHBIE 3HAYEHNA QYHKIMM
noTepb 1A KOKAOTO M3 NATH nporoHoB. Kak mpasumo (Ho He Bcerja) TpeHMpo-
BOYHbIe 3HAYEHUA HIKE Kpocc-NpoBepodHbIX. [TockonpKy anropurM MaulMHHO-
ro obydeHus o6y4ancs HemoCpeACTBEHHO Ha TPEHMPOBOYHBIX [IAHHBIX, ero 3¢-
bexkTUBHOCTD (XapakTepusyeMmas 1OrapMpMMUYeCKMMM NOTEPAMY) RO/DKHA ObITH
BBIllIe HA TPEHNMPOBOYHOM Habope, a He Ha KpOCC-POBEPOYHOM. BcromuuTe, uTO
KpOCC-TIpOBepOYHBIl HA6Op BK/II0YAET TPAH3aKLUMH, KOTOpPbIE ObIIM ABHBIM 06pa-
30M yAep>KaHbl ¥3 TPEHNPOBOYHBIX IIPMMEPOB.
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JlorapupmMmueckme norepu OoB6yUeHUs: 0.10080139188958696
JlorapupmMmueckme MnoTepM BaAMITAUNM: 0.10490645274118293
Jlorapupmmueckue norepu oBydeHMUs: 0.12098957040484648
Jlorapupmmueckmue noTepy BaaMOaLUK: 0.11634801169793386
Jlorapupmmueckme norepu obyueHus: 0.1074616029843435

JlorapupmMmueckme MoTepy BanuMOoaLuUM: 0.10845630232487576
JlorapudpMmuyeckue norepu oBydeHMUs: 0.10228137039781758
JlorapubpMmyeckmue noTepm BaNMOaALUU: 0.10321736161148198
JlorapupMmuueckmue norepy 0ByueHUs : 0.11476012373315266
JlorapupMmyeckme noTepu BaNMOaLUM: 0.1160124452312548

Pa6oras c HabOpOM AaHHBIX O TPAH3aKLUAX C GAHKOBCKMMM KapTaMH,
B@)XXHO He 3a0bIBaTb, YTO MBI CTPOUM IPU/IOXKEHMe, TIpeAHAa3HaYeHHOe
I/LA BBIAB/IEHMS MOIUEHHMYECKUX onepauymit. Beskmit pas, korga peus
nneT 06 3 eKTMBHOCTY MM Pe3yNbTaTUBHOCTU MOAEIM MALIMHHOTO
o6y4eHus, MMeeTcs B BUAY, HACKO/IBKO OHa CIIpaBisieTcs ¢ oOHapyxe-
HMEM MIOAfE/OK.

Mopenp MamyHHOrO 06y4eHMs BHIBOGUT BEPOATHOCTH IIPEACKa3aHUit
UL KaXM0 TPaH3aKLMM, MpUYEM eMHMIIAa COOTBETCTBYET IOAAENb-
HOJA TPaH3aKLMK, a HYb — TOAIMHHON TpaH3akuuu. YeM 6mxe 3Ha-
4eHye BEPOATHOCTH K eAMHMUIIE, TeM OO/blle UIAHCOB, YTO TPAH3aKLUMs
ABMAETCA MOLIEHHUYECKOM, U YeM O/yke 3TO 3Ha4eHMe K HY/IO, TeM
BEPOATHEE, YTO TPAH3aKLMA AB/LAETCA 3aKOHHON. CpaBHUBaA MpeAcKa-
3aHHBIE MOJIE/IbI0 3HAYEHNMA BEPOATHOCTY C METKaMM, MBI MOXEM CY-
AUTDb O IIPUTOHOCTM MOJENN.

Ha xaaoM 13 nATH NpOroHOB TPEHMPOBOYHBIE M KPOCC-TIPOBEPOYHbIE JIOra-
pudMmuyeckme noTepu uMeloT 61u3kue 3HavYeHus. [/1A JaHHOI MOJE/ JIOTUCTHYe-
CKOJ perpeccum Mbl He Ha6/mojaeM CKO/b-HUOYAb 3HAYMTENIbHBIX TIPOSAB/IEHUIT T1€-
peobydeHnns, Tak KaK B IPOTMBHOM CITy4ae MbI MMeNU Obl HU3KME TPEHUPOBOYHBIE

norapumudeckme MOTEPK U BBICOKNME KPOCC-TIPOBEPOYHBIE IOTEPH.

HOCKOIIbe MBI COXpaHAEM IIPENCKA3aHUSA A/Is1 KAOKAOIO U3 MATU KpOCC-IIpOBe-

POYHBIX Ha6OPOB, MBI MOXEM CKOM6MHMPOBaTb UX 11 TIONMY4YE€HUSA OLI€HKHU, OT-

HocALecsa K eAMHOMY Habopy. DTOT eqyuHblit HabOp MpeAcTaBsieT coboit TO e
camoe, 4TO ¥ MCXOAHBIN TPEHUPOBOYHBI HabOP, YTO NMO3BO/IAET HAM PacCYMTATh

o6wme norapudMmudeckme NOTepH A/ BCETO MCXOFHOTO TPEHMPOBOYHOTO Habopa.
Haunyymas onjenka norapudpMmuyeckux noteps Aj1s AaHHOM MOAENM TOTUCTHYEC-
KOJ1 perpeccuu, OTy4YeHHasA Ha TECTOBOM Habope, MMeeT clefylolee 3HaYeHNe:

JlorapupmMmueckme noTepy JOTUCTUYECKON perpeccum: 0.10978811472134588
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OueHoYHbIe METPUKH

HecmoTpsi Ha TO 4TO norapudmMmuyeckme MOTepU MOTYT CTYXXUTb HEIIOXOM
oLeHKoi 3G PeKTUBHOCTI MOAeNM MAIUMHHOrO 00y4eHus, 610 Obl JKemaTenbHO
uMeTb 60/1ee MHTYMTUBHBIN CIIOCO6 OLleHKM, 06/Ieryaonmyii MOHUMaHME pe3y/IbTa-
T0B. Hanpumep, HaM X0Te/och 651 3HaTh, KaKylo AOMIO OAAEbHBIX TPAH3aKIMI U3
9MCTIa TeX, KOTOpble MMEIOTCA B TPEHMPOBOYHOM Habope, ylanoch BbIABUTE. TOT
nokasaTenb HasbiBaeTcs nonxoma (recall). Hac raioke mHTepecyeT, kakoBa fieii-
CTBUTENbHAS [ONA MCTMHHBIX TPAH3aKLMI CPeiU TeX, KOTOPble OBl MOMeYEHbI
MOJ€NbIO TOTUCTUYECKOI perpeccuy Kak MCTMHHbIE. DTOT IIOKa3aTe/lb XapaKTepy-
3yeT moyHocmpo (precision) Momenu.

PaccMoTpum 6onee feTanbHO, KaK 3TH M aHA/NOTMYHBIE OLIEHOYHBIE METPUKM
Cnoco6¢cTBYIOT 60/1€€ MHTYUTMBHOMY OCMBIC/IEHMIO P€3y/IbTaTOB.

Ponb 3TMX OLIEHOYHBIX METPUK OYEHb BENMKA, MOCKONbKY OHM [IAIOT
MICCTIEjOBATENAM BO3MOXHOCTb Ha MHTYUTUBHOM YPOBHE OODBACHATDH
pe3ynbTaTh MEHeKEPaM, MeHee 3HAKOMBIM C TAKMMY MIOHATHAMY, KaK
norapudMmdeckue noTepy, KPOCC-3HTPONNA U fpyrye QyHKIMM CTOM-
MOCTH. YMeHMe JOHOCUTb HeCIIeLa/TICTaM CYTh TIOyYeHHBIX Pe3y/b-
TaTOB B Hanbonee npocToit popMe CIY>KUT OFHMM U3 Haubonee Bax-
HBIX HaBBIKOB, KOTOPBIMM JO/DKEH 06/1afiaTh CIIeMamiCT 1o pabore ¢
NaHHBIMM,

Matpuua HeToYHOCTe

B TunmyHbIX 3aavax knaccuukauuy (B OTCyTCTBME AMCOHaTaHCa KIACCOB) 1A
OLICHKYM De3y/IbTaTOB MOXHO MCIIONb30BaTb mMampuyy Hemounocmeti (confusion
matrix), KoTopas NpeAcTaBasAeT co6oit Tabmuiy, couep>Kallyl0 CyMMapHbIe [jaH-
HbI€ O KOIMYeCTBE MCTMHHOMOIOXMUTENbHbIX, MICTUHHOOTPULATENBHBIX, IOKHOIIO-
JIOXXUTENBHBIX M JIOKHOOTPHLATENbHBIX pe3ynbraToB (puc. 2.3).

7 McmunnononoxcumenvHpie pesybTaTbl IPUMEPOB — Te, B KOTOPBIX KaK IIpeficka3aHue, Tak 1 Qax-
THYecKas MeTKa UMEIOT UCTUHHBIE 3HaYeHUA. McmunnoompuyamensHoie pe3ynbTaThl — Te, B KO-
TOPBIX KakK IpeficKa3aHue, Tak M (aKTUYeCcKas MeTKa MMEIOT /IOKHble 3HaueHUs. JIomHOnonomu-
MenbHbIMU CIUTAIOTCA PE3YNbTAThl, B COOTBETCTBUM C KOTOPBIMM TPENCKa3aHMe MMEET MCTUHHOE
3HaueHMe, a paKTU4eCKad MeTKa — JIOXKHOE (TaKyl0 CUTYALiMIO Ha3BIBAIOT /IOMHOU mpPesozot WK
owubkoti 1 pooa). JlokHooOMpuyamensHoimMu CYIUTAIOTCA PE3YNBTATH, B COOTBETCTBMM C KOTOPHIMM
TpefckasaHye MMEET IOKHOE 3HaueHue, a GakTHIeckas MeTKa — UCTHHHOE (TaKylo CUTYalMio Ha-
3BIBAIOT NPONYCcKOM cobbimus umm owubkoi II pooa).

loT0BbIi NpoeKT MawwMHHOro 06yyeHua | 83



dakTuyeckas metka

WctuHa Jloxb
g 2 MCTUHHO- JloxHo-
g E NONOXUTENbHbIV | NONOXUTENbHBIA
Q
§ 2 JloxHo- NeTurHo-
2 | @ |orpuuarensHbivi | oTpuLaTENbHBIA

Puc. 2.3. Mampuya HemouHocmetl

YuuTtbiBast BHICOKYIO CTeNeHb HeC6a/aHCMPOBAHHOCTY Halllero Habopa JaHHbIX
OTHOCUTE/IbHO oOmepaumit ¢ 6aHKOBCKMMM KapTamy, uHGOpMaLys, IpefOCTaB/IA-
eMasi MaTpuLeil HETOYHOCTel, OyleT He CIMIIKOM cofep>xarenbHoli. Hampumep,
ecnyu 651 MBI TIpEACKasay, YTO HY OfHa M3 TPAH3aKLMIA He AB/AETCS MOAAENbHOMN,
TO pe3ynbTaThl 6b1m 661 TakMMM: 284 315 MCTMHHOOTPULATENBHDIX, 492 I0XKHO-
OTpHULATeNbHBIX, 0 MCTMHHONOMOXKMUTENBHBIX ¥ 0 TOXHOMONOXXUTENbHBIX. TakuM
o6pa3oM, nIpu MAEHTUDUKALMM IEAICTBUTENBHO MIOAAENbHBIX TPAH3aKLMiA MBI I10-
ny4annm 6b1 To4HOCTb 0%. B 3aa4ax ¢ Hec6anaHCMPOBaHHBIMY K/IaCCaMy MaTpuLia
HETOYHOCTEN IIOXO CIPAB/IAETCA C BbIABIEHUEM TaKUX HEONITUMA/IbHBIX MCXOMOB.

B cnydae 3afay, BKIOYamWMxX Gonee c6anmaHCMpoBaHHbIE Kmacchl (T.e. Korja
KONIM4ECTBO MCTUHHOIIONIOXUTE/IbHBIX Pe3yNbTaTOB B IPy6oM NpuOMMDKeHnm co-
BIaflaeT C KOIMYECTBOM MCTMHHOOTPHULATENNbHBIX), MAaTPyIIa HETOYHOCTEA MOXET
YCIELIHO MCIONb30BaThCA B KauyeCTBE HEMOCPEACTBEHHOM OLIEHOYHOM METPUKM.
B TO e BpeMs /s Halllero HecbHalTaHCMPOBaHHOrO Habopa JAHHBIX Mbl AOJDKHbI
HOABICKATH 60/Iee MOAXOAALIYI0 METPUKY.

KpuBas “royHocTb — nonHota”

B KOHTeKCTe Hallero cyyast, Korga Habop AaHHbIX 06 onepanuax ¢ 6aHKOBCKM-
MM KapTaMu He c6anaHCHPOBaH, [/IA OLlEHKM Pe3y/IbTaTOB JTy4Ilie BCETO UCIO/B30-
BaTh TaKye OTHOCUTE/IbHBIE IOKa3aTeN KadyecTBa KIaccupuKaTopa, Kak TOYHOCTb
n nonHota. ToyHOCMb — 3TO OTHOLIEHME KOMMYECTBA MCTUMHHOMONOXMUTENbHbBIX
NpeAcKasaHmit K o61eMy GpaKTHUIeCKOMY KOMTMYECTBY TIONMOXUTENbHBIX Pe3y/nbTa-
TOB f/1 Habopa JaHHBIX. [JpyTMMM CTOBaMH, 3TOT IIOKa3aTe/lb MO3BO/IAET CYUTD
0 TOM, KaK MHOTO IIOf/ie/IbHBIX TPAaH3aKLMI AEACTBUTENBHO YAANOCh ONPENENNTD
MOJeNN.

TouHOCTb = MICTMHHOIIONMOXXUTENbHBIE /
(MIcTMHHOIIONOXUTENbHBIE + JIOXHOIOMOXUTENTbHbIE)
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Bricokoe 3HaYeHMe TOYHOCTM O3HAYAET, YTO M3 BCEX MOMOXKUTENbHBIX IIPECKa-
3aHMII MHOTME ABNAITCA UCTUHHONONOXUTENbHBIMU (T.€. IONA JIOXHOMOMOXN-
TeNIbHBIX NPeAiCKa3aHui He3HAYUTENbHA).

Ilonnoma (4yBCTBUTENbHOCTb) — 3TO OTHOIUEHME KOMMYECTBAa MCTMHHOIIO-
TIOXMTENbHBIX MpeAcKasaHmit K 061eMy paKTMIeCKOMY KONMMYECTBY IPaBU/IbHO
NpefCKa3aHHbIX Pe3y/bTaTOB /1A Habopa AaHHBIX'.

ITonnora = icTMHHOMONOXNUTENbHBIE /
(MctunHononoxurenbHsle + JIOXKHOOTpULIATENbHBIE)

BrIcokoe 3Ha4eHMe NOTHOTHI 03HAYAET, YTO MOAE/M YAANOCh 06HapyXXUTh 60/Ib-
IIYIO 4acTh MCTMHHOIOMOXMUTENbHBIX Pe3yNbTaToB (T.€. JO/MA JI0OXKHOOTPUILATENb-
HBIX pe3y/IbTaTOB HEBENNKa).

Pelrenue ¢ BBICOKOJ MOTHOTOM, HO HM3KOM TOYHOCTBIO BO3BpalljaeT 60/bloe
KO/IMYECTBO PE3Y/IbTATOB, 3aXBaThIBas 3HAYMTE/IbHYIO JIONIO IIOIOKMUTENIbHBIX pe-
3y/IbTAaTOB, HO IIPM 3TOM TaK>Ke COAEPXXUT MHOTO JIOXXHOMOMIOXUTENbHBIX. Pelenne
C BBICOKOJI TOYHOCTbIO, HO HM3KOJ IIOJTHOTOJ BefieT Ce6: MPAMO MPOTHUBOIIONIOMKHO:
OHO BO3BpalllaeT He6O0MbLIOE KOIMYECTBO Pe3y/IbTATOB, 3aXBaThIBasA INLIb HEKOTO-
PYIO 4acTb IONIOKUTENbHBIX PE3y/IbTATOB, COfEPXKAIMXCA B Habope, HO 6O/bIINH-
CTBO €ro IIpefiCKa3saHuil KOPPEKTHBHI.

WUrak, ecnu Hallle pellleHMe XapaKTepu3yeTcsl BBICOKOJ TOYHOCTBIO, HO HU3KOM
TNIO/THOTOI, TO YUC/IO OOHApY>KEHHBIX NOAMENbHBIX TPAH3aKLMil OyfeT OYeHb He-
607b1IMM, 3aTO GONBIIMHCTBO U3 HUX GYAYT A€CTBUTENLHO MOAAENbHBIMMU.

B T0 e BpeMs pellleHMe ¢ HM3KOJ TOYHOCTBIO, HO C BHICOKOJ TTOTHOTOM MOMe-
TAT MHOTMe TPaH3aKUMY KaK MOAAENbHbIE, QUKCUPYA 3HAYUTENTBHOE KOMNIECTBO
THIOAAIENIOK, XOTs1 HA CAMOM Jie/le TaKye TPaH3aKuuy B 60/IbIIMHCTBE CBOeM He OyayT
MOAAETbHBIMH.

OueBMAHO, YTO 062 pellleHMs IOPOKAAIOT CYLIeCTBEHHbIe MpobreMbl. B mep-
BOM C/Ty4ae KOMIIAHUA — SMMUTEHT 6aHKOBCKMX KapT ITOHECET OILIyTHMble QMHaAH-
COBbIE€ MOTEPM B CBA3YM C OCYILECTBIIEHMEM MOIUEHHUYECKMX OIEpalMil, HO 3aTO
He BOCCTAaHOBUT NPOTHUB Ce6s K/IMEHTOB, HEOOOCHOBAHHO OTBEpras HEKOTOphIe
TpaH3aKUMM. Bo BTOpOM crryyae KOMITaHUA NEePEXBATUT 3HAYUTENIBHYIO IOMIO I10-
MBITOK MOLIEHHUYECTBA, HO IIPY 3TOM, HECOMHEHHO, BHI30BET IHEB K/IMEHTOB U3-3a
He06OCHOBaHHBIX OTKAa30B B OCYIECTB/IEHNM MHOTMX HOPMA/IbHBIX TPaH3aKLWiL,
He AB/IAIIMXCSA MOIIEHHUYECKUMMU.

¢ PORCTBEHHDBIM 1O OTHOLIEHUIO K TO/THOTE MOHATUEM ABJIAETCA CneyuduvHocmy, UM AONA NCTHH-
HOOTpPMUATENbHBIX MPeAcKasaHuit. ITOT MOKa3aTeNlb ONpPefe/NAETC KaK OTHOIIEHNe KOMMYeCTBa
MCTMHHOOTPUILATENIbHBIX TIPEACKa3aHMii K 06LieMy KOMMYECTBY OTPUUATENbHBIX MpPefCKa3aHUi
;1A Habopa RaHHBIX. CM. Takoke https://ru.wikipedia.org/wiki/JIBouunas_xmaccu-
bukaums.

loToBbI# NPOEKT MaLWKUHHOTO 06yyenna | 85



OnruManbHOE pellleHMe AO/DKHO XapaKTepU3OBaTbCA BHICOKOM TOYHOCTHIO M
IIOJIHOTOW, OTBEpras /IMIIb AECTBUTENIBHO MOLIEHHUYECKMe Oonepalmy (BBICOKas
TOYHOCTbH) ¥ NlepeXBaThIBasA OOMBIIYIO YaCTh TAKMX OIEPALMIA, IPEACTAB/IEHHBIX B
Ha6ope JaHHbIX (BBICOKAA NOTHOTA).

Bo MHOTMX C/Ty4asix IPUXOAUTCS COOMIONATH ONpee/IeHHbI KOMIIPOMMCC MeX-
Ay TOYHOCTBIO ¥ TIO/THOTOIA, YTO OOBIYHO OCTUTAETCA YCTAHOBKOM [OpoOra pelua-
IOILEro TMpaByIa, MCIOMb3YEMOTO aITOPUTMOM /I Pasfie/leHMs TONOXUTENbHbIX
¥ OTPMLATENIbHBIX CITy4aeB. B HallleM mpyMepe MONOXMTENbHBIE CTydau COOTBET-
CTBYIOT NOAAENbHBIM OIepalysAM, OTpHUILIaTeNbHble — NOAMMHHBIM. Ecrtu ycTaHoB-
JIeH C/IMIIKOM BBICOKMIA TIOPOT, TO JIMIUb OYeHb He6O/MbIIOe KOMUYECTBO CTydaeB
6YAYT NpeAcKa3aHbl KaK MOJIOXKUTENbHBIE, B PE3YNbTaTe Y€Tr0 Mbl MOMYYUM BBICO-
KYI0 TOYHOCTb, HO HM3KYyI0 IonHOTY. [To Mepe cHinkeHus nopora Bce 6onblue cy-
4aeB Oy T IPeACKa3bIBAThCA KaK MO/IOKMUTENbHbIE, YTO 0OBIYHO Gy/ieT IPUBOIUT
K YMEHBUIEHMIO TOYHOCTY Y YBETUYEHMIO TIOTTHOTBI.

[IpMMeHUTENbHO K HalleMy Ha6opy MaHHBIX O TPaH3AKIMAX C 6aHKOBCKMMY
KapTaMy MOXKHO CYMTATb, YTO MOPOrOBOE 3HAUYEHME XapaKTePU3yeT TyBCTBUTE/Nb-
HOCTb MOJEM MAaLIMHHOrO OOydYeHMs B OTHOLIEHMM OTKIOHEHMA TPaH3aKLMIAL.
B cmyyae cMuIKOM BBICOKOrO/CTPOTOro Iopora KOMMYECTBO OTK/IOHEHHBIX MOfie-
MbI0 TPaH3aKUui OymeT HeGONMbLIMM, HO, BEPOATHEE BCETO, OHM AEHCTBUTENHHO
OKa)XyTCs MOAETbHbIMMU.

ITo Mepe cHyeHus mopora (T.e. ocabneHus CTPOroCTH) MOAeNDb 6y/IeT OTKIIO-
HATDb 6O/Iblilee KOMMYECTBO TPAH3AKLMI, OTHOCA MX K CTy4asM MOIIEHHUYECTBa,
HO IIpY 3TOM B MX YMC/IO TIOMAAYT TAaK)Ke HOpPMa/IbHbIE TPAH3aKLIMM.

Ipadmx 3aBUCMMOCTH MEXAY TOYHOCTBIO M IIOJTHOTOM K/TACCUPUKALIMM HA3bIBA-
eTcs kpusas “mounocms — nonHoma’. JINA BLIYMCTIEHNSA ITOM KPMBOMA MBI IO/KHBI
PaccyuTaTh CpefHIO TOYHOCTD, ABMAIUIYIOCA B3BEIIEHHBIM CPENHNM 3HAYEHMI
TOYHOCTH IIPY KaXX/IOM 3Ha4YeHUM nopora. Yem Bblllle CPENHASL TOUHOCTD, TEM TyYd-
1Ie pelIeHne.

Bbi60op MOpOroBoro 3Ha4eHuUsA UrpaeT O4eHb BAXHYIO POIb M OObIY-
HO TMOApa3yMeBaeT YYacTHE 4eNOBEKa, NPMHMMAIOIIErO pPeUIEHNA.
VccnenoBaTeny MOTYT IPEAOCTAB/ATb KPUBbIe “TOYHOCTb — IONTHOTA”
MeHeKepaM, YTO6BI Te pellany, KakuM JO/DKEH ObITh IIOPOT.

IIpu paborte ¢ HawuM HabOpOM AAHHBIX, CONEPXKAIIUM CBefieHns 06
omepauusx ¢ 6aHKOBCKMMY KapTaMM, KITIOYEBBIM CTAHOBMUTCS BONPOC
0 TOM, KaK JOCTHYb PasyMHOTr0 KOMIIPOMMCCa MEXY KoMGOPTOM KH-
eHTOB (IIyTeM CBEfEHMSA K MUHUMYMY C/Ty4aeB JIOKHOrO NMPM3HAHMUA
HOPMa/IbHbIX OTEpalMii MOLIEHHNYECKNMM) M TIpecevyeHMeM MOIBITOK
MOLIIEHHNYECTBA (32 CYET OTK/IOHEHNA MOAAENbHBIX TPaH3aKLMit). Mbl
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HE€ MOXXEM [aTb OTBET HAa 3TOT BOIIPOC 6e3 TNIpUB/IEYEHNST MEHEDKEPOB
COOTBETCTBYIOLIETO YPOBHA, HO MOXX€M HalfT! MOJE/b, XapaKTepu3yIo-
LIYI0CA HaMMydlleif KpMBOi “TOYHOCTh — MoNHOTA”. [Tocne 3TOro Mbl
MOXXEM NPEADBABUTD 3TY MOAIE/Ib MEHEKEPaM, 4TOOBI TE Aaqn CBOU pe-
KOMEHaauuu OTHOCUTE/IbHO TOrO, Kakou Iopor cineayeT YCTAHOBUTD.

Paboyan XxapaKTepUCTHKa NPUEMHUKa

E1e ofHOI HEMIOX0/ MEeTPUKOIA, ITO3BO/IAIOLIEN OLIEHUTb Ka4eCTBO GMHapHOI!
K1accudukaumy, cryXXut nokasarenb auROC (area under ROC — mnomags nop,
ROC-xpupoit). 3peck ROC (receiver operating characteristic) — pabouas xapaxme-
pucmuxa npuemHuxa. Kpusas pabodeit XxapakTepiuCTUKM IIpUEMHMKaA (TaKoke Ha-
3bIBaeMast Kpueol ouubox) oTobpakaeT B rpagpmueckoM Bife COOTHOLIEHNE MEX-
Ry 4acToTou (Ho/Meit) MCTMHHOMONMOXKUTENBHBIX (0Ch Y) M T0XKHOIIOMOXKUTENbHBIX
(ocb X) pe3ynbraroB. 3TH iBe IepeMEHHBIE MCITONB3YIOTCA B KayeCTBe CTIEAYIOLIMX
ABYX XapaKTepUCTUK a/lfOPUTMA KIacCUPUKALUN: 4yscmeumenvHocmy, wim TPR
(true positive rate — 4acTOTa MCTMHHOMONOXXUTENBHBIX PE3y/IBTATOB), U cneyuduy-
Hocmpy, unu FPR (false positive rate — 4acToTa 10)KHOIONIOXXUTENBHBIX Pe3y/IbTa-
TOB). YeM 6mike KpyBas omMOOK K IEBOMY BepXHeMy YTy rpadmka, TeM aydle
pewenne. Koopaunara (0. 0, 1. 0) — 3T0 TouKa a6COMOTHOrO ONTUMYMa, KOTOPO¥
cooTBeTCTBYIOT 0% /10)KHOIOMOXUTENbHBIX pe3ynbTaToB 1 100% MCTMHHONONOXMU-
TE/IbHBIX pe3y/IbTaTOB.

ns xonuyectseHHoy mHTepnpetauuu ROC MOXHO MCnonb3oBaTh IUIOLIAfb
obmacTu mop KpuBo¥ ommnboK, mam nokasarens auROC. Yem Bbile 3TOT MOKa3a-
TeJlb, TEM JTy4llle pelleHMe.

Bbluucnenne Mozenn NOrMCTUYECKON perpeccuu

Teneps, korga BaM y>ke MOHATEH CMBICTT HEKOTOPBIX M3 OLIEHOYHBIX METPUK, Mbl
MOXXEM MCIIO/NIb30BAaTh MX [IA MHTEPIpPETalMy pe3y/lbTaTOB JIOTMCTUYECKON pe-
rpeccum.

ITIpexxae Bcero MOCTPOMM KPUBYIO “TOYHOCTh — IIOTHOTA M BBIYMC/IUM Cpef-
HIOK TOYHOCTb.

preds = pd.concat ([y_train, predictionsBasedOnKFolds.loc[:, 1]], \
axis=1)

preds.columns = ['truelabel', 'prediction']

predictionsBasedOnKFoldsLogisticRegression = preds.copy ()

precision, recall, thresholds = \
precision_recall curve(preds('truelabel'], preds['prediction'])
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average precision = \
average_precision_score(preds|['truelabel'], preds['prediction'])

plt.step(recall, precision, color='k', alpha=0.7, where='post')
plt.fill between(recall, precision, step='post', alpha=0.3, \
color='k"')

plt.xlabel ('Monxora’)
plt.ylabel ('TouHocTh')
plt.ylim([0.0, 1.05])
plt.xlim([0.0, 1.0])

plt.title('KpuBas "TOYHOCTb - MONHOTA": CpemHAS TOYHOCTL = \
{0:0.2f}'.format (average_precision))

Kpusas “ToyHoCTh — MONMHOTA” MMOKa3aHa Ha puc. 2.4. YUMTbIBas BCe BbILIECKa-
3aHHOE, Mbl BUAIVIM, YTO MOXKHO JOCTUYb NpU6IN3NTeNbHO 80% IOMHOTHI KIaCcCH-
duxanyy (1.e. 3adpukcnpoBarb 80% NMOAKENLHBIX TPAH3AKLMIA) IPU IIPUOTU3NTED-
HO 70% TouHOCTH (03Havao1el, 4TO U3 BCeX TpaH3aKILil, TOMEeYEeHHBIX MOJIEIBIO
KaK nopenbHble, 70% [eiiCTBUTENbHO SABNAIOTCA MOAAENTbHBIMY, TOTAA KaK OCTaB-
muecs 30% 6b1M OLIMOOYHO IIOMEYEHBI KaK TaKOBbIE).

KpuBas "TOYHOCTE - NOMHOTA": CPEAHAA TOMHOCTL = 0.74

TouUNOCTE

Puc. 2.4. Kpusas “mounocms — nonHoma” nozucmueckoil pezpeccuu

STy KPUBYIO MOXXHO CBECTH K eAMHCTBEHHOMY YMCITY, PACCYMTAB CPETHION TOY-
HOCTb, 3Ha4eHMe KOTOPOI A/ AAHHOM! MOJIE/IN TOTUCTUYECKOI PerpeccuM COCTaB-
nser 0.74. U Bce xe, BBULY OTCYTCTBUA CPaBHEHUA C APYTMMMU MOJAENAMM, MBI
IIOKA YTO HMYEro He MOXKEM CKa3aTbh O TOM, HACKO/IbKO XOpOIIa TaKas TOYHOCTb.
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A Tenepb faBaiiTe u3Mepyum nokasatenb auROC.

fpr, tpr, thresholds = roc_curve(preds['trueLabel'], \

areaUnderROC = auc(fpr, tpr)

plt.figure()

preds('prediction'])

plt.plot (fpr, tpr, color='r', 1lw=2, label='ROC-kpuBas')
plt.plot ([0, 1], [0, 1], color='k', lw=2, linestyle='--"')

plt.xlim([0.0, 1.0])
plt.ylim((0.0, 1.05])

plt.xlabel ('Jonsa NOXHOMOJOXMUTENBHHX MCXOOOB')
plt.ylabel ('Jons MCTUMHHOMONOXMTENLHHEX MCXOZOB')

plt.title('

mowans MOO KpUBOM
plt.legend(loc="1lower right")

plt.show()

PaBouas xapaKTepMCTMKa NpUeMHMKa: \n \
= {0:0.2f}'.format (areaUnderROC))

B cooTBercTBMY C puc. 2.5 3HayeHNe noka3artensa auROC a4 faHHOM KpUBOJ CO-
crasnseT 0. 97, OTa MeTpMKa — elile OAMH CIIOCO6 OLEHNTb IPUEMIEMOCTb MO/
JIOTUCTMYECKOI Perpeccu, Mo3BONAIOINI ONPERENNTD, KaKyI0 OO0 MOALETbHBIX
onepaluit MOXXHO BbIABUTD IIPY COXPaHEHMY O/M I0OXKHOIIOMOXNTENbHBIX Pe3y/b-
TaTOB Ha MMHVMMAa/JIbHO BO3MOXKHOM YpoBHe. Kak u B c/lyyae cpefgHeit TOYHOCTH,
MBI He 3HaeM, AB/AETCA 1 3HaYeHMe nokasarena auROC ans gaHHOM KpUBOJ, paB-
Hoe 0. 97, XOpOLINM M/ IIJIOXUM, HO CMOXKEM BBIACHUTD 3TO, KaK TONTBKO CpPaBHUM

JaHHBI Pe3yNbTaT C aHATOTMYHBIMU Pe3y/IbTaTaMM SPYTUX MOJENEN.

Pabo4asn xapakTepUCTUKA NPNEMHIKA

naowans noa kpueon = 0.97
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Puc. 2.5. Kpusas auROC nozucmuuecxoti pezpeccuu

ToToBbIA NPOEKT MaLWMHHOO 06yueHua

89



Mopaenu mawmHHoro obyyenus (vacro i)

YT06bI CPaBHUTH NPUTOFHOCTD MOJIE/IA IOTUCTUHIECKON Perpeccuy, NOCTPOUM
HECKO/IbKO IPYTMX MOJiefiei, MCTIONb3YIOMX MHbIE a/ITOPUTMbI O0y4eHMA C y4u-
TeNleM.

Mogaenb N°2: cnyyaitHble neca

HauHeM ¢ Mofienu cTy4aifHbIX JIECOB.

Kak u B cmyyae noructudeckoit perpeccum, ycTaHOBUM TMIIEpIIapaMeTpsl, 06y-
YMM MOJIENb ¥ OLIEHUM PE3Y/IbTAThI, MCIIONb3YsA KPUBYIO “TOYHOCTb — IOTHOTA” M
noka3sarenb auROC.,

Hactpoiika runepnapamerpos

n_estimators = 10

max_features = 'auto'
max_depth = None
min_samples_split = 2
min_samples leaf =1
min_weight fraction leaf = 0.0
max_leaf nodes = None
bootstrap = True

oob_score = False

n_jobs = -1
random state
class_weight

2018
'balanced’

RFC = RandomForestClassifier(n_estimators=n_estimators,
max_features=max_features, max_depth=max depth,
min_samples_split=min_samples split,
min_samples_leaf=min samples leaf,
min_weight_fraction_leaf=min_weight fraction_leaf,
max_leaf nodes=max_leaf nodes, bootstrap=bootstrap,
oob_score=oob_score, n_jobs=n_jobs, random state=random state,
class_weight=class_weight)

Haunem ¢ ycTaHOBKM 3HaueHMit runepnapaMeTpoB. KomnuecTBo oyeHuyuxos
(estimators) 3samaerca paBHbIM 10. VHaue roBopsi, Mel moctpouM 10 aepeBbeB n
YCPEAHUM TIONMyYEHHbIE 1A HUX pe3ynbTaThl. [ Kaxaoro Aepesa 6yaeT y4UTHI-
BaTbCs KBA/IPaTHBIA KOPeHb U3 061Iero KonM4yecTBa NPU3HAKOB (B JaHHOM ClTydae
KBaJIpaTHbI! KOPeHb U3 30, paBHBIN 5 IPU OKPYT/IEHUY BHU3).
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B pesynbrare safaHus s runepnapaMeTpa max_depth sHayeHus None aepe-
BbA OYAYT CTPEMUTHCA K MaKCMMaJIbHO BO3MOXXHOMY POCTY, Pa3sBETB/IAACh B KaK
MO>XHO 60/Ib1LIEN CTENEeHN IPY 3aJaHHOM NOAMHOXKeCTBe Npu3HakoB. [To anamorun
C TeM, KaK MbI IIOCTYIIa/IM B OTHOLUEHUM JIOTUCTUYECKON PETpecCuy, YCTaHOBUM
pns napametpa random_state 3Hayenne 2018, yTo6bI 06€CrIeYNTH BOCTIPOM3BO-
[MMOCTb pe3y/IbTaTOB, M, YYMTHIBas HecbamaHCMPOBAaHHOCTD Halllero Habopa faH-
HbIX, 3Ha4YeHMe 'balanced' mna napamerpa class weight.

TpeHupoBKa Mopenu

Mb1 6ynem 3anyckaTh k-MepHYI0 KpOCC-IPOBEPKY HATh Pa3 ¥ COXPaHATD Mpex-
CKa3aHMs, KOKABII pas 06yyas MOJe/Ib Ha YeThIPeX MIATHIX TPEHNMPOBOYHOTO Habo-
Pa MaHHBIX ¥ MCTIONb3YA 1A NPENCKa3aHMit OCTABIIYIOCA NATYIO YacTb.

trainingScores = []

cvScores = []

predictionsBasedOnKFolds = pd.DataFrame (data=[], \
index=y train.index, \
columns=[0, 1])

model = RFC

for train index, cv_index in k_fold.split(np.zeros(len(X train)), \
y_train.ravel()):
X_train_fold, X_cv_fold = X train.iloc(train_index, :], \
X train.iloc[cv_index, :]
y_train fold, y_cv_fold = y_train.iloc[train_index], \
y_train.iloc[cv_index]

model.fit (X_train_fold, y train_fold)

loglossTraining = log loss(y_train fold, \
model.predict proba(X_train_fold) [:, 1])

trainingScores.append(loglossTraining)

predictionsBasedOnKFolds.loc[X_cv_fold.index, :] =\
model.predict_proba (X_cv_fold)

loglossCV = log loss(y cv_fold, \
predictionsBasedOnKFolds.loc[X cv_fold.index, 1])

cvScores.append (loglossCV)

print ('Jlorapupmmueckue norepum obyuenms: ', loglossTraining)
print ('JlorapupMmueckne norepm Bammpauwvm: ', loglossCV)
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loglossRandomForestsClassifier = log_loss(y train, \
predictionsBasedOnKFolds.loc[:, 1])

print ('JlorapupMmueckmne noTepy CAydayHHX JecoB: ', \
loglossRandomForestsClassifier)

OueHKa pe3ynbraToB

Jlorapudmmdeckue noTepyu B MpoLiecce TPEHUPOBKY M KPOCC-TIPOBEPKY TpUBe-
JEHBI HIDKE.

.0003951763883952557
.014479198936303003

JlorapupMmnueckme norepu oByueHus: 0

JlorapupMmyeckue MOTEPM BaNUOaALMA: 0

JlorapupmMmuyeckue norepmu oBydeHMUs: 0.0004501221178398935
JlorapupmMmMueckmue MoTepy BaIMDALUA: 0.005712702421375242
JlorapupmMmueckue norepu oBydeHuUs: 0.00043128813023860164
JlorapupMmnyeckmue MOoTepM BaIMOaLUM: 0.00908372752510077
JlorapupMmueckme norepu oOydeHuUs: 0.0004341676022058672
JlorapupMmuyeckmue norepy BaNMOaALUM: 0.013491161736979267
JlorapupMmueckue norepu obydeHus: 0.0004275530435950083
JlorapupMmueckme NnoTepy BanUOaLUM: 0.009963232439211515

O6parure BHMMaHME Ha TO, YTO MorapudpMmdecKme noTepyu obydeHus 3HAYN-
TENIbHO MEHbllle TorapupMMUUecKux MoTepb KPOCC-IIPOBEPKM, YTO YKa3blBaeT Ha
ONpefieNIEHHYI0 CTeleHb NepeobydyeHns KmaccudukaTropa Ha OCHOBE CTyYalHBIX
JIECOB B MPOILIECCE TPEHNPOBKMU.

Jlorapudmmdeckyue noTepy o BceMy TPEHMPOBOYHOMY Habopy (TIo/mydeHHbIe ¢
UCII0/Ib30BaHMEM KPOCC-TIPOBEPOYHBIX NPEACKa3aHMi) IPUBEREHBI HUXKeE:

JlorapupMmuueckue notepu caydanHux jnecos: 0.010546004611793962

HecMoTpsa Ha Hamnmume 3¢)dekTOB nepeobydeHns, BalMAaLMOHHBIE Torapud-
MUYECKUE IIOTEPY CYyYaiHBIX IECOB COCTAB/LAIOT IPMMEPHO OHY AECATYIO IOTEPh
JIOTMCTUYECKON PErPeccuy — 3HAYMTENbHOE YIyYIlIeHMe N0 CPAaBHEHMIO C Tpefbl-
RywuM peweHneM. Mogenb cny4aiiHbIX 71€COB MPOAB/IAET Ce6s ¢ MydIleit CTOPOHbI
B OTHOILIEHUU KOPPEKTHOTO BbIAB/IEHMA MOMBITOK MOIIEHHNYECTBA IIPYU BBINIO/IHE-
HUY OIlepalmit ¢ 6AHKOBCKMMY KapTaMM.

Kpupas “ToyHOCTD — OMHOTA” /I/1A C/TY4aifHBIX 1ECOB IPEACTAB/IEHa Ha PUC. 2.6.
Kax Buanute, Moienb B cocTosAsHMM 06HapY>KuBaTh npuMepHO 80% BCeX MOMBITOK
MOLIIEHHNYeCTBa C NpUONM3uTenbHO 80%-HOi TOYHOCTBIO. ITO 6o/ee BIeYaT/IA-
IOLIMIA PE3YNIbTAT 10 CPABHEHMIO C aHA/IOTMYHBIMM TIOKA3aTe/NsAMY [JIs IOTUCTIYE-
CKOM perpeccum, 3HauYeHMsA KOTOPbIX cocTaBnAIoT 80% u 70% COOTBETCTBEHHO.
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KpHBana "TOYHOCTD - NONHOTA™ CPeAHAA TOYHOCTL = 0.79

10

Puc. 2.6. Kpueas “mounocme — nonHoma” moOenu cry4ainbix necos

04 06 08 10

NonwoTta

CpenHsAs TOYHOCTb /11 MOAENMM CTY4alHbIX /1ECOB, paBHas 0 . 79, npeAcTaBnseT
c060it ABHOE YNYYIlIEHME 10 CPABHEHMIO CO CpeiHell TOYHOCTBIO MOJENY JIOTUCTH-
yeckoit perpeccuu, paBHoi 0. 74. B To xe Bpems kpusas auROC (puc. 2.7) Bener
ce6s1 HECKONBKO XY’Ke, Ha YTO yKa3blBaeT CpaBHeHue nmokasarenei 0.93 u 0.97

s Mojenen CIIy‘[aﬁHbIX JI€COB M JIOTUCTUYECKOM perpeccun COOTBETCTBEHHO.
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Puc. 2.7. Kpusas auROC modenu cny4aiinvix necos

Mogenb N23: mawnHa rpapueHTHoro bycruura XGBoost

Crnenyioluee, 4eM Mbl 3aifiMeMCs, — 3TO TPEHMPOBKA MOJIE/IM C IIOMOILBIO Ipa-
AMEeHTHOTro OyCTMHTa 1 OLieHKa NO/Ty4eHHBIX pe3ynbraToB. CyllecTBYIOT ABa IOIy-
NApHBIX BapuaHTa rpaguentHoro 6yctunra: XGBoost 1 6omee 6picTpas Bepcus nop,

loToBbI NPOEKT MALIMHHOTO 06y4eHuA
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HasBaHuem LightGBM, paspa6oTanHas xomnanueit Microsoft. O6a atux Bapuanra
6ymyT MCIIBITAHBI HAMM [I/IA IOCTpOeHNs Mofenu. HauHeM ¢ paccMOTpeHus rpaau-
eHTHOrO 6ycTuHra XGBoost’,

Hactpoitka runepnapametpos

HactpouM runepnapameTps! fna 3afauu 6MHApHONM KIacCUPUKALMM, UCTIOND-
3ys norapudmmyeckie IOTEpH B Ka4eCTBe GyHKIMY TOTepb. YCTaHOBUM A1s [apa-
MeTpamax_depth 3HayeHme 6. [l kaXg0ro epeBa MBI MCTIONb3yeM BCe Hab/io-
A€HUA M IPU3HAKHU; STU HACTPOMKY 3a[jaAI0TCA IO yMom4aHuio. YTo6bl obecrieunTs
BOCIPOM3BOAMMOCTD pe3y/lbTaToB, YCTaHOBMM [l MapaMeTpa random_state
3HayeHue 2018,

params XGB = {
'nthread': 16, KOJIMYECTBO OCHOBHHX ITIOTOKOB
'gamma': 0, mmanasoH oT 0 Oo GeCKOHEYHOCTH,

no ymomnuanuw 0; npu yBenIMueHun
CHMXaeTCsA CJIOXHOCTb (pacTeT
CMelleHne, yMeHbllaeTCs IOUCIIepCHus)
IuanasoH oT 1 no GeCKOHeYHOCTH,

MO YMOJIYAHUK 6

mmnanas3oH or 0 no GeCKOHEeYHOCTH,

1o yMoOJlYaHupo 1

mnanasod or 0 mo GeCKOHEYHOCTH,

no ymoyiuanuo 0

ouanasod or 0 mo 1, mo yMomuaHup 1;
CTeneHs CcybmmMcKpeTM3auum
TPEHUMPOBOYHHX INPMMEPOB

ouanasodH or 0 mo 1, mo yMonuaHump 1;
# crenenp CyGaMCKpeTM3aUUM MPU3HAKOB

'max_depth': 6,
'min_child_weight': 1,
'max_delta_step': 0,

'subsample': 1.0,

H= = M = e = = = = = e = I = A

'colsample bytree': 1.0,

'objective': 'binary:logistic’,
'num_class': 1,

'eval metric': 'logloss',
'seed': 2018

° Bomee noppo6Hyi0 MH$opMaumio o rpagueHTHoM GycrTunre XGBoost MOXHO HaifTM Ha caifTe
GitHub (https://github.com/dmlc/xgboost).
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TpeHupoBKa Moaeni

Kak u mpexxpie, ucnonb3yeM k-KpaTHyI0 Kpocc-IIpOBEPKY, BbIIO/THAA TPEHUPOB-
KY Ha pa3/IMYHbIX YaCTAX UCXOLHOTO Habopa JaHHBIX pa3MepPOM YeThIpe IATHIX Ka-
Xfast ¥ UCTIONb3YA A/A NpeACcKa3aHMi OCTABIIYIOCA MATYIO YacTb.

Ha xaxzi0M 13 IpOroHOB TPeHNMPOBKA MOJE/M IPafUeHTHOro 6yCTHHra LIMK/IN-
4eCKM BBITNIONIHAETCA ABE THICAYM Pa3 C OLIEHKOI TOro, yMEHbIUAIOTCS I IIPU 3TOM
KpOccC-TIpoBepOvHbIe norapudmmyeckue norepu. Ecmm fanpHeitero yny4ureHus
JAHHOTO NOKa3aTeNA (M0 CPaBHEHMIO C NPEABIAYIIMMY ABYMACTaMM UTePALAMMA)
He HabmiofaeTcs, TO poliecc 06y4eHus NpeKpaiaeTcs Bo u3bexxaHue nepeobyye-
HUA. Pe3ynbTaThl TPEHMPOBOYHOTO MPOLECCA CIMILKOM AIMHHBIE, YTOOBI IPUBO-
AMTD MX 3[1€Ch, HO Bbl CMOXKETE O3HAKOMUTBCA ¢ HMMM Ha caitte GitHub (http://
bit.ly/2Gd4v7e).

trainingScores = []

cvScores = []

predictionsBasedOnKFolds = pd.DataFrame (data=[], \
index=y train.index, columns=['prediction'])

for train_index, cv_index in k_fold.split (np.zeros(len(X train)), \
y_train.ravel()):
X_train_fold, X_cv_fold = X_train.iloc(train_index, :], \
X_train.iloc([cv_index, :]
y train fold, y cv_fold = y train.iloc[train index], \
y_train.iloc[cv_index]

dtrain = xgb.DMatrix(data=X_train fold, label=y train fold)
dCV = xgb.DMatrix(data=X cv_fold)

bst = xgb.cv(params_xGB, dtrain, num boost_ round=2000, \
nfold=5, early stopping_rounds=200, verbose_eval=50)

best_rounds = np.argmin(bst['test-logloss-mean'])
bst = xgb.train(params_xGB, dtrain, best rounds)

loglossTraining = log loss(y_train_fold, bst.predict(dtrain))
trainingScores.append(loglossTraining)

predictionsBasedOnKFolds.loc[X cv_fold.index, 'prediction']= \
bst.predict (dCV)

loglossCV = log_loss(y cv_fold, \
predictionsBasedOnKFolds.loc[X_cv_fold.index, 'prediction'])
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cvScores.append (loglossCV)

print ('JNlorapupmmuueckue norepu obyuenms: ', loglossTraining)
print ('JlorapupMmueckue norepu Bammpmaummu: ', loglossCV)

loglossXGBoostGradientBoosting = \
log loss(y_train, predictionsBasedOnKFolds.loc[:, 'prediction’'])
print ('JlorapupMmueckme noTepy IpamueHTHOTo OycTmHra XGBoost: ',\
loglossXGBoostGradientBoosting)

Ouenka pe3ynbratoB

[IpuBefeHHbIE HIDKE PE3YNbTAThI CBUAETENLCTBYIOT O TOM, YTO IOrapupmMmuyec-
KM€ NI0TepH, BHIYMCTIEHHDIE [I0 BCEMY TPEHMPOBOYHOMY Habopy (C MCIIO/Ib30BaHU-
€M KpOCC-TIPOBEPOYHBIX NpeACKa3aHMit), COCTaBNAIT OffHY MATYIO OT NIOTEPb MO-
ey CIy4aitHbIX JIECOB M OJHY IATUAECATYIO OT IIOTEPh MOJENM JTOTUCTUIECKOM
perpeccun. ITO CYLIeCTBEHHOE YTy4IIEHN)E II0 CPABHEHUIO C ABYMS IIPEAbIAYIMMM
MOJENAMM.

JlorapupMmuyeckmne norepu rpamMeHTHOTo OycTuHra XGBoost:
0.0029566906288156715

Kax BugHO u3 puc. 2.8, cpefiHss TOYHOCTb paBHa 0 . 83. 3T0 6/1M3K0 K TOYHOCTH
Mopeny cny4vaitHbiX ecoB (0.79) u mpefcTaB/ieT co60if 3HAYMTENBHOE YITyYIlle-
HMe 110 CPaBHEHMIO C JIOTMCTHYECKOI perpeccueit (0. 74).

KpuBeas "TOMHOCTE - NONHOTA™: CPeAHAR TOMHOCTL = 0.83
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Puc. 2.8. Kpueas “mourocmv — nontoma” epaduenmmozo 6ycmunea XGBoost

3navenne nokasarens auROC ans ROC-kpusoit (puc. 2.9), paBHoe 0. 97, To xe,
4TO M ANA norucTudeckoit perpeccun (0. 97), HO IEMOHCTPUPYET yIy4llIeHue MO
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CPaBHEHMIO CO 3HaYeH)EM aHaJIorM4Horo nokasarens (0. 93) wis Mogeny cnyvaii-
HbIX necoB. IToka 4TO, CyAs 1Mo MorapupMmYecKuM MOTePAM, TOBEAECHNIO KPUBOIA
“TOYHOCTb — MONHOTa” ¥ moKasatemo auROC, Mofenp Ha OCHOBE IPajiIEHTHOTO
6ycTMHIa oKa3anach HauMy4llel M3 TPeX paCCMOTPEHHBIX 10 CHX IIOP MOJENEN.

Pabouan xapaKkTepUuCcTNKa NPMEeMHUKA:
naowaas noa kpneon = 0.97
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Puc. 2.9. Kpueas auROC zpaduenmmozo 6ycmunea XGBoost

Moaenb N24: mawunHa rpapueHTHoro 6yctunra LightGBM

A Tenepb NpoBeAeM TPEHNPOBKY MOAE/M, UCTIONb3Ys APYTYIO BEPCUIO TPaiMeHT-
Horo 6yctunra: LightGBM!.

Hactpoiika runepnapamerpos

Hacrpoum runepnapameTpsl ans 3afady 6MHapHONM KIaccuUKALMY, VICTIONb-
3ys norapudmMmudecKue NoTepu B KadecTBe PyHKUMY NOTepb. YCTAHOBUM 1A Ma-
paMeTpoB max_depth u learning rate 3HayeHus 4 u 0.01 COOTBETCTBEHHO.
Jlns KaXgoro fepeBa Mbl MCIO/b3yeM Bce HabmogeHMs ¥ IPU3HAKM; ITH HaCTPOiA-
KM 3a[jal0TCA 110 yMOm4aHuio. Kpome Toro, Mbl 3alafi¥M KONIMYECTBO IMCTHEB B OI-
HOM JepeBe paBHbIM 31 M yCTaHOBMM [/I1 NapaMeTpa bagging seed 3HayeHue
2018, uTo6bI 06ecreynTh BOCIIPOM3BOANMOCTD PE3YbTATOB.

params_lightGB = {
'task': 'train',
'application': 'binary',
'num class': 1,

1 Bonee noppo6Hy0 MHPOpMaLMIo 0 rpafueHTHOM 6yctuHre Light GBM kommaruu Microsoft Mox-
Ho HaiTy Ha caire GitHub (https://github.com/Microsoft/LightGBM).
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'boosting': 'gbdt',
'objective': 'binary',
'metric': 'binary logloss',
'metric_freq': 50,
'is_training metric': False,
'max_depth': 4,
'num_leaves': 31,

'learning rate': 0.01,
'feature fraction': 1.0,
'bagging_fraction': 1.0,
'bagging_freq': 0,
'bagging_seed': 2018,
'verbose': 0,
'num_threads': 16

TpeHnpoBKa moaenu

Kaxk u npexge, ucnonpayeM k-KpaTHyI0 Kpocc-IIpOBEPKY B IIATH IPOroOHaX mpo-
rpaMMBbl, COXpaHAA NpefcKa3aHus A/ BaTMAALMOHHbBIX HaOOpOB.

trainingScores = []

cvScores = []

predictionsBasedOnKFolds = pd.DataFrame (data=[], \
index=y train.index, columns=['prediction'])

for train index, cv_index in k_fold.split(np.zeros(len(X_train)), \
y train.ravel()):
X_train_fold, X_cv_fold = X train.iloc[train_index, :], \
X _train.iloc[cv_index, :]
y_train fold, y cv_fold = y train.iloc[train_index], \
y_train.iloc[cv_index]

lgb_train = lgb.Dataset(X_train fold, y train fold)

lgb_eval = lgb.Dataset (X cv_fold, y cv_fold, reference=lgb train)

gbm = lgb.train(params_lightGB, lgb train, \
num_boost_round=2000, valid_sets=lgb_eval, \
early stopping rounds=200)

loglossTraining = log loss(y_train fold, \
gbm.predict (X_train_fold, num_iteration=gbm.best iteration))
trainingScores.append(loglossTraining)
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predictionsBasedOnKFolds.loc[X_cv_fold.index, 'prediction'] =\
gbm.predict (X_cv_fold, num_iteration=gbm.best iteration)
loglossCV = log_loss(y_cv_fold, \
predictionsBasedOnKFolds.loc[X cv _fold.index, 'prediction'])
cvScores.append (loglossCV)

print ('Jlorapupmmueckme norepm obyuenHusa: ', loglossTraining)
print ('Jlorapummueckme norepu Bammupaumm: ', loglossCV)

loglossLightGBMGradientBoosting = \
log_loss(y_train, predictionsBasedOnKFolds.loc[:, 'prediction'])
print ('JlorapupMuueckmue norepu IpaiueHTHOTO OycTmHra LightGBM: ', \
loglossLightGBMGradientBoosting)

Ha ka>XfioM 13 IpOTOHOB TPEHMPOBKa MOJIE/ IPaiMeHTHOro 6yCTHHIa LIMKIN-
4YeCKY BBINIO/THAETCSA [BE ThICAYM pa3 C OLIEHKOM TOro, YMEHbIUAIOTCA /IX IIPY 3TOM
KpOocc-TIpoBepoYHble norapudmmdeckue norepu. Ecnmu manpHeitiero ynyyueHus
[AHHOTO MOKa3aTe/s (10 CPaBHEHMIO C MPEAbIAYLIMMY ABYMACTAMI UTEPALIMAMM)
He Hab/moaeTcs, TO polecc 06yyeHus peKpamaeTcs Bo u3bexxaHnue nepeobyye-
HUsA. PesynbTaThl TPEHMPOBOYHOTO MPOLECCA CIMILKOM AMMHHBIE, YTOObI IPUBO-
IOUTh UX 3[1eCh, HO Bbl CMO)KeTe 03HAKOMUTBCA C HUMM Ha CaiiTe GitHub (http 2/ /
bit.ly/2Gd4v7e).

OueHka pe3ynbraToB

[IpuBeneHHbIE HUXKE Pe3yNbTaThl CBUAETENBCTBYIOT O TOM, 4TO Jorapudmu-
YecKue NOTEPH, BBIYMCIIEHHBIE [0 BCEMY TPEHMPOBOYHOMY Habopy (¢ ymcmornmb-
30BaHMEM KPOCC-TIPOBEPOYHBIX MpeAcKas3aHuit), O/MM3KM K TeM, KOTOpble Obliu
nomy4deHnl ¢ nomolisio Mogenn XGBoost, 1 cocTaBAOT OIHY MATYIO OT IOTEPh
MOJI€/IM CITyHalfHbIX /IECOB M ORHY MATUAECATYIO OT IIOTEPh MOAE/N JIOTUCTUIECKON
perpeccun. B To xe BpeMs Bepcus LightGBM pa6oTaeT HaMHOro 6pICTpee Bepcuu
XGBoost:

JlorapupMmueckue norepum rpamgueHTHoro OycrmHra LightGBM:
0.0029732268054261826

B cooTBeTcTBUM € puc. 2.10 cpeaHAsa TOYHOCTDb cocTapideT 0 . 83, 4To coBmaaa-
et ¢ toyHocTbI0 XGBoost (0 . 83), npeBbilIaeT TOYHOCTh MOJENN CTy4aiHbIX /1ECOB
(0.79) u npencraBnAer co6oit 3HaYMTENbHOE YAy4lIEHME [0 CPABHEHMIO C JIOTH-
cTmyeckoit perpeccueit (0.74).
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Kpueas "ToOYHOC T - NONHOTA™: CPEAHAR TOMHOCTL = 0.83
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Puc. 2.10. Kpusas “mounocmv — nonHoma” zpaduenmuozo 6ycmunza Light GBM
B cootBetcTBMM C puc. 2.11 nokasaTens auROC mmsa ROC-kpuBoit pasen 0. 98,

4TO NPEMICTaB/IAET CO60I! ynydleHNe o cpaBHeHMIo ¢ Mopensamu XGBoost (0. 97),
noructudeckoit perpeccun (0. 97) u cmyyaitebix mecos (0. 93).

Paboyan XxapaKTepuUCTUKa NPUEMHHKKA:
nnowags noa kpueon = 0.98
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Puc. 2.11. Kpusas auROC zpaduenmnozo 6ycmunza LightGBM
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OueHKa yeTbipex mogeneii ¢ NOMOLLbIO TECTOBOTO
Ha6opa

K aToMy MOMEHTY MBI Hay4M/INC:
e HaCTpauBaTh CPeAy A/IA MPOEKTOB MAIIMHHOIO 06yueHNs;
* TONMYYaTh, 3aTPYXATb, MCCIIEAOBATD, OYMILATD Y BU3YaTU3NPOBATD IaHHBIE;

e pa36uBaTh HabOp JaHHBIX Ha TPEHUPOBOYHDIA ¥ TECTOBbI Habophl 1 dop-
MMPOBaTh HA6OPBI /1A k-KPaTHBIX BalMAALMOHHBIX TECTOB;

o BBIOMPATDh NOAXOAAILYIO PYHKLMIO NIOTEPD;

¢ 3aJlaBaTb IrUNEpIIapaMETPHI, o6y\lan> MOJeNb M BBINIONIHATD KpOCC-IIPpOBE-
PpOYHDbIE TECTDI;

* OLIEHMBATb pe3y/bTaThI.

Mb1 He MccnenOBaMM BONPOC O TOM, KaK PeryIMpoBaTh rMIleprapaMeTphl s
YIY4YLIEHNS pe3yIbTaTOB KaXAOro U3 pelleHuit M yMeHblueHns 3¢ dexToB Hemo/
nepeo6yuenns, OFHaKO BaM OyieT COBCEM HECITOXKHO CAMOCTOATENTBHO BHITNONIHUTD
COOTBETCTBYIOLIME IKCIIEPMMEHTHI, BOCIONb3OBABIIMCh KOJOM, MIOCTYTIHBIM Ha
caitre GitHub (http://bit.1ly/2Gd4v7e).

Ho maxe 6e3 TOHKOJ HacTpOJiKy I'MIepIapaMeTPOB MOMy4YeHHbIE Pe3yNbTaThl
KPacCHOpPEeYMBO CBMAETENBCTBYIOT O TOM, YTO HAMYYIIMM PeLlICHMEM OKa3bIBaeT-
cs rpaguenTHBI 6ycTuHT LightGBM, ot koToporo HeHamHoro otcTaeT XGBoost.
Xynmmmmu oKasamuch pellleHUs Ha OCHOBE CTY4alfHbIX /IECOB M IOTMCTUYECKON pe-
rpeccum.

Jl1a OKOHYaTeNbHOM OLIEHKM KaX/I0/1 M3 YeThIpeX MOJe/Neil BOCIONb3yeMCA TeC-
TOBBIM Ha6oOpOM.

MB&1 6yaem npefcKasbiBaTh BepOATHOCTY MOAMIENIOK Ha TECTOBOM Habope TpaH-
3aKUMIA, UCTIONb3YA KKAYI0 U3 00yYeHHBbIX MOAenell. 3aTeM Mbl BHIYMC/INUM JIOTa-
pudMnYecKme OTepH /1A KaXKKOV MOJIENM, CPaBHUBAA ITPeAicCKa3aHHbIe BEPOATHO-
CTY MOAJENOK C UCTUHHBIMM METKAMMU.

predictionsTestSetLogisticRegression = \

pd.DataFrame (data=[], index=y_test.index, columns=['prediction'])
predictionsTestSetLogisticRegression.loc[:, 'prediction'] = \
logReg.predict_proba (X test)[:, 1]

logLossTestSetLoglisticRegression = \
log loss(y_test, predictionsTestSetLogisticRegression)
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predictionsTestSetRandomForests = \
pd.DataFrame (data=[], index=y test.index, columns=['prediction'])
predictionsTestSetRandomForests.loc[:, 'prediction'] = \
RFC.predict proba(X_test) [:, 1]
logLossTestSetRandomForests = \
log loss(y_test, predictionsTestSetRandomForests)

predictionsTestSetXGBoostGradientBoosting = \
pd.DataFrame (data=[], index=y test.index, columns=['prediction'])
dtest = xgb.DMatrix(data=X_ test)
predictionsTestSetXGBoostGradientBoosting.loc[:, 'prediction'] = \
bst.predict (dtest)
logLossTestSetXGBoostGradientBoosting = \
log loss(y_test, predictionsTestSetXGBoostGradientBoosting)

predictionsTestSetLightGBMGradientBoosting = \
pd.DataFrame (data=[], index=y test.index, columns=['prediction'])
predictionsTestSetLightGBMGradientBoosting.loc[:, 'prediction'] =\
gbm.predict (X_test, num_iteration=gbm.best iteration)
logLossTestSetLightGBMGradientBoosting = \
log_loss(y_test, predictionsTestSetLightGBMGradientBoosting)

TIpuBeneHHas HIDKe CBOAKA JIOrapuPMUHIECKMX TIOTEPh HE CONEPXKMUT CIOPIIPH-
30B: HaMMeHbIINe TorapudMuyecKue MoTepu TPOAEMOHCTPUPOBA/ IPATMEHTHbII
6yctunr LightGBM, ocTaBuBIINIf 03274 BCEX OCTANbHBIX.

JlorapupMmuyeckmue MnoTepu JIOTMCTUYECKOM perpeccum Ha TeCTOBOM Habope:
0.123732961313

JlorapupMmueckye norepyu ClydaiHHX JIECOB Ha TECTOBOM Habope:
0.00918192757674

JlorapupmMmuyeckme noTepu rpamMeHTHoro OycTmHra XGBoost Ha TeCTOBOM
HaBope: 0.00249116807943

JlorapupMmueckme noTepn rpaamMeHTHoro OycTtmHra LightGBM Ha TecToBOM
Habope: 0.002376320092424

Ha puc. 2.12-2.19 npeacTaB/ieHs! KpUBBIE “TOYHOCTb — MOTHOTA , CPEHME 3HA-
yeHus TouHOCTH ¥ ROC-KpuBbIe A/Is BCeX YeThIPEX MOJENEN, IOCTPOEHHbIE Ha OC-
HOBaHMM MTO/TYYEHHDIX BbILIE PE3Y/TbTATOB.
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Norucruyeckan perpeccua

KpHBas "TONHOCTL - NOAHOTA™: CPEAHAR TOMHOCTL = 0.73

NonwoTta

Puc. 2.12. Kpusas “mounocmv — nonxoma” nozucmuveckoi
pezpeccuu Ha mecmoeom Habope

Pabovan xapaKkTepucTuKa NPUEeMHUKa:
nnoutans noa xpusown = 0.98
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Puc. 2.13. Kpusas auROC nozucmuueckoti pezpeccuu
Ha mecmosom Habope
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CnyyaitHble neca

KpuBasi "TOMHOLTh - NONHOTA": CPeAHAA TOMHOCTL = 0.82
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Puc. 2.14. Kpusas “moynocmv — nonnoma” modenu
CYHALHBIX 71€C08 HA MECMOBOM HAbOpe

Paboyan xapaKkTePUCTUKA NPNEMHMKA:
nnowaas noa xpueoi = 0.93
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Puc. 2.15. Kpusas auROC modenu cny4atitvix necoe
Ha mecmoeom Habope
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[papueHTHbIN 6ycTHr XGBoost

KpuBan “"TONHOCTE - NOAHOTA": CPEAHRAA TOMHOCTL = 0.87

04 06 "?l‘i 10
Nonwrota
Puc. 2.16. Kpusas “mounocmv — nonnoma” epaduenmmnozo
6ycmunea XGBoost Ha mecmosom Habope

Pabouan xapaKTepUCTUKA NPUEMHNK]:
nnowafs noa kpueon = 0.97
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Puc. 2.17. Kpusas auROC zpaduenmnozo 6ycmunea XGBoost
Ha mecmoeom Habope
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[papnenTHbIi 6ycTnHr LightGBM

KpuBas "TONROL T

nonfHoTa

CPeNHRA TOYHOCTL = 0.86

-
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Puc. 2.18. Kpusas “mounocmv — nonnoma” zpaduenmnozo
6ycmunea Light GBM na mecmosom Habope

D109 WCTUHHORONOMMTE LMY WCXOA08

Pabo4an xapakTepuCTUKa NPUeMHUKA:
naowags noa xpueo# = 0.98
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Puc. 2.19. Kpusas auROC zpaduenmnozo 6ycmunza Light GBM

Pesynbrars rpaguentHoro 6yctunra LightGBM BnevarnsioT: HaM y#anock Bbl-
ABUTS cBbILIe 80% MOAAENbHBIX TPAH3AKIIMIA € TOYTH 90%-HOI TOYHOCTBIO (APYTH-
MM CTIOBaMu, HapARy ¢ pukcaumeit 80% o611iero Komm4ecTsa MOAAENbHBIX TpaH3akK-

Ha mecmoéom Habope

umit mogens LightGBM ommbnacsk muwsb B 10% crydaes).

YuureiBas MasouMCIIEHHOCTD IIpUMEPOB NOAAENBHBIX Tpanaaxum“« B HAllIEM Ha-
60pe JaHHBIX, TaAKOMN PE€3YNbTAT ABNAETCA 3aMEYATE/IbHBIM JOCTMIXKCHUEM.
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AHcam6nu

BmecTo TOrO0 4TOGBI 3a/1€/1CTBOBATD /IMILUb OAMH M3 a/ITOPUTMOB MAILIMHHOTO 06-
Y4eHMs, Mbl MOXKEM OLIEHNTb, IPUBEMET /M MCIOMb30BaHNMe aHCaMOb/LA Mojienelt K
TOBBIIIEHNIO 3 EKTUBHOCTH OOHAPY)KEHUA OAAENOK .

B o61u1eM crry4ae o6pasoBanue aHcaM6/14 OAMHAKOBO CU/IbHBIX PEIeHMI U3 pas-
IMYHBIX CEMEJCTB aITOPUTMOB MAIUIMHHOTO 06y4eHNns (Hanmpyumep, OTHOTO M3 ce-
MeJiCTBa C/TyYaifHBIX /IECOB ¥ OJHOTO M3 CEMEACTBA HEMPOHHBIX CeTeit) MOMKHO
NIPUBOAMTD K Y/IYYIUEHMIO pe3y/IbTaTa II0 CPABHEHMIO C OTAETbHBIMMU PEIIEHUAMM.
3T0 06BACHAETCA TEM, YTO KaXHO0€E 3 aBTOHOMHBIX PeIlleHMil MMeeT CBOY CU/TbHbIE
u cnabbie cropoHsl. O6beanHss aBTOHOMHBIE pellleHusA B aHcaM61ib, Mbl 106nBaeM-
¢S TOTO, YTO CH/IbHbIE CTOPOHbI OFHIX MOJeNelt KOMIIEHCUPYIOT C/labble CTOPOHBI
ApYTHX.

OpHako He cnefiyeT 3abbiBaTh 06 OMHOM BaKHOM MOMeHTe. B cyyae pemre-
HUI TIPUMEPHO PaBHOM CU/IbI MPOM3BOAMUTENBHOCTh aHCaMb1a 6yneT mpeBbI-
IIaTh IPOM3BOAUTENBHOCTD M06oro n3 Hux. Ho ecu ogHO U3 penieEnit HAMHOTO
addexTHBHEe APYTUX, TO MPOM3BOAUTENBHOCTD aHCaMOnA 6yaeT ompenenaTb-
CA NPOM3BOAMTENBHOCTbIO Haubonee 3pPeXTUBHOrO aBTOHOMHOTO PeIIEeHN;
OCTa/bHbIe pelleHus He 6yAyT BHOCUTDb B IIPOM3BOAUTENBHOCTh aHCAMONA HU-
KaKoro BK/Iaja.

Kpome Toro, MeXiy aBTOHOMHBIMM PeLIEHUAMM NO/DKHA (B pasyMHOI cTere-
HU) OTCYTCTBOBaTb Koppenauus. [Ipy Hamu4mmu 3HaYUTENTbHOM KOPPENALMM MeX-
Ay HUMM CUIIbHBIE CTOPOHBI OHOTO pelleHns OyNyT 3epKa/JbHBIM OTPaKeHMEM
CH/IbHBIX CTOPOH APYTUX, M TO JKe CAMO€ MOXKHO CKa3aTbh 06 MX clabbIX CTOpPOHaX.
JuBepcuduKanms CUIbHBIX ¥ CTabbIX CTOPOH aBTOHOMHBIX PEllIeHM! B PaMKax aH-
caM6/14 IpMHeceT MUIIb MUHUMATbHYIO BBITOAY.

CTeKuHr

B Haueit 3agaye aBe mopenu (rpaguenTHbI 6ycTiHr LightGBM 1 XGBoost)
3HAYMTENBHO NPEBOCXOMAT ABe ApyTue (MOAENN CIydaifHbIX JIECOB M JIOTUCTUYe-
ckoi perpeccun). Ho Be Han6omee cumbHbIE MOAENM OTHOCATCA K OHOMY CeMeit-
CTBY, @ 3TO 03HAaYaeT, YTO MX CU/IbHBIE U C/Tabble CTOPOHBI IEMOHCTPUPYIOT CHIb-
HYIO KOPpeTALMIO.

1 Bonee noapo6Hyw uMHdopMaumio 06 aHcamM6reBoM 06ydeHMM MOXHO HaitTh B cTathax Kaggle
Ensembling Guide (https://mlwave.com/kaggle-ensembling-guide/) u Introduction to
Ensembling/Stacking in Python (http://bit.ly/2RYV4iF).
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YT06BI BBIACHUTD, BO3MOXKHO NI AOOUTBCSA YIyYIUEHUs 1O CPaBHEHMUIO C U3Y-
YeHHbIMM paHee aBTOHOMHBIMM MOJENAMM, Mbl MOXEM MCIIONb30BaTh CTEKMHT
(pa3HOBMAHOCTD aHCcaM61a). I1pu 3TOM MbI 6epeM NpeAcKasaHus, OMTyYeHHbIE I0-
CPenCcTBOM k-KpaTHOJ KpOCC-TIPOBEPKM KaXK/0/ U3 YeThIpeX aBTOHOMHBIX MOJie/IeN
(npedckasanus nepsozo cnos), N NPUCOERNHAEM UX K MCXOJHOMY TPEHUPOBOYHO-
My Habopy maHHbIX. [Toc/ie 3TOro MBI IPOBOAMM TPEHMPOBKY Ha Habope aHHBIX,
Cofiep>KallleM MCXONHBIE IPU3HAKM II/II0C IIPENCKa3aHMA NePBOro C/0s, UCIIONb3Ys
k-xpaTHy10 Kpocc-IIpOBEpKY.

STo npuBefeT K HOBOMY HabOpy NpefcKasaHMif, IOMy4eHHBIX C IOMOLIBIO
k-KpaTHOI KpOCC-TIPOBEPKM (npedcKasanus 8mopozo cnos), KOTOpbI Mbl Oyaem
OLICHMBATbD [I/Is1 BBIACHEHUA TOTO, JOCTUTAETCS TN YIyYLIEHME 110 CPABHEHMIO C /TI0-
6011 U3 aBTOHOMHBIX MOfie/Iein.

KombunupoBaHue npeackazaHui nepBoro c10A C OpUriHanbHbIM
TPEHUPOBOYHBIM Habopom
IIpexne Bcero o6bequHUM MpENCKa3saHMA KaXA0#i U3 deThIpeX Moje/eit Ma-

LIMHHOTO 06y‘{eHMﬂ, KOTOpbI€ MbI ITIOCTPONU/IN C UCIIONTb30BAHNEM UCXOMHOTIO TpeE-
HUPOBOYHOIrO Haﬁopa MaHHBIX.

predictionsBasedOnKFoldsFourModels = pd.DataFrame (data=[], \
index=y train.index)
predictionsBasedOnKFoldsFourModels = \

predictionsBasedOnKFoldsFourModels.join (
predictionsBasedOnKFoldsLogisticRegression['prediction'] \
.astype (float), how='left').join( \
predictionsBasedOnKFoldsRandomForests['prediction'] \
.astype (float), how='left', rsuffix="2").join( \
predictionsBasedOnKFoldsXGBoostGradientBoosting[ \
'prediction'] .astype(float), how='left', rsuffix="3").join( \
predictionsBasedOnKFoldsLightGBMGradientBoosting[ \
'prediction'].astype(float), how='left',6 rsuffix="4")

predictionsBasedOnKFoldsFourModels.columns = ['predsLR', \
'predsRF', 'predsXGB', 'predsLightGBM']

X_trainWithPredictions = \
X_train.merge (predictionsBasedOnKFoldsFourModels, \
left index=True, right index=True)
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Hactpoitka runepnapameTpos

Hanee mbl 3apeitcTByeM rpaaueHTHblit 6ycTiHr LightGBM — Hammy4mmii us
MCTIONb3yeMbIX B IPEABIAYIINX YIPKHEHNSAX aITOPUTMOB — Ji/Is 00ydeHNus Ha Ha-
6ope, conepiKalLieM OpPUIMHA/IbHbIE IIPU3HAKM TIIIOC NPEAiCKa3aHysl IEPBOTo C/IOA.
[unepnapaMeTphl OCTAIOTCA MPEXKHUMM.

params_lightGB = {
'task': 'train',
'application': 'binary',
'num class': 1,
'boosting': 'gbdt',
'objective': 'binary',
'metric': 'binary logloss',
'metric_freq': 50,
'is training metric': False,
'max_depth': 4,
'num_leaves': 31,
'learning rate': 0.01,
'feature_fraction': 1.0,
'bagging fraction': 1.0,
'bagging freq': 0,
'bagging_seed': 2018,
'verbose': 0,
'num_threads': 16

}

TpennpoBka mogenu

Kax u panbiue, Mbl 6yAeM MCIIONb30BaTh k-KPaTHYI0 KpOCC-IIPOBEPKY M FeHEpH-
pOBaTh BEpOATHOCTY MOAAENbHBIX TPAH3aKIMil VLA MATU PasANYHBIX KPOCC-TIPO-
BEpOYHBIX HabOPOB.

trainingScores = []

cvScores = []

predictionsBasedOnKFoldsEnsemble = pd.DataFrame (data=[], \
index=y train.index, columns=['prediction'])

for train_index, cv_index in k_fold.split (np.zeros(len(X_train)), \
y_train.ravel()):
X _train_fold, X_cv_fold = \
X_trainWithPredictions.iloc(train_index, :], \
X _trainWithPredictions.iloc[cv_index, :]
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y_train_fold, y cv_fold = y_train.iloc[train_index], \
y_train.iloc[cv_index]

lgb_train = lgb.Dataset (X train_fold, y train_fold)

lgb_eval = lgb.Dataset (X_cv_fold, y cv_fold, reference=lgb train)

gbm = lgb.train(params_lightGB, lgb_train, \
num_boost_round=2000, valid sets=1gb eval, \
early stopping_rounds=200)

loglossTraining = log loss(y_train_fold, \
gbm.predict (X_train_fold, num_iteration=gbm.best iteration))
trainingScores.append(loglossTraining)

predictionsBasedOnKFoldsEnsemble.loc[X cv_fold.index, \
'prediction'] = gbm.predict (X cv_fold, \
num_iteration=gbm.best_iteration)

loglossCV = log loss(y cv_fold, \
predictionsBasedOnKFoldsEnsemble.loc[X cv_fold.index, \
'prediction'])

cvScores.append (loglossCV)

print ('JlorapupMmueckme norepu obyuenusa: ', loglossTraining)
print ('Jlorapupmmuueckme norepu Bammumaumm: ', loglossCV)

loglossEnsemble = log loss(y train, \
predictionsBasedOnKFoldsEnsemble.loc[:, 'prediction'])
print ('Jlorapupmmueckne norepm aHcambns: ', loglossEnsemble)

OueHka pe3ynbratos

IIpuBeneHHbIe HIDKE Pe3YNbTAaThl He AEMOHCTPUPYIOT HUKAKOTO YAYYLIEHUS 10
cpaBHeHMIO ¢ mpeabiAynmMu. Jlorapupmuyeckue morepu aHcaM6bs BecbMa 61ms3-
KM K 7I0rapupMMUYECKUM NTOTePAM IpafMeHTHOro GyCTUHIA. YIydlleHue pes3ynbTa-
TOB He HabmofjaeTcA, IOCKONbKY HaM/Ty4lil/ie aBTOHOMHbIE PeLleHUs IPUHAIEXAT
K OfHOMY M TOMY )K€ ceMeifcTBY (rpaameHTHbIt 6ycTuHr). VIx cunbHble u cnaboie
CTOPOHBI XapaKTePU3YIOTCA BBICOKOJ CTENEHbIO KOPPENALVH, TO3TOMY AUBEPCH-
duKanus o MOeNAM He IPUHOCUT HMKAKOTO BHIMTPHILIA:

Jlorapupmmnueckme rnorepu aHcambns: 0.002885415974220497

IpuBenennbie Ha puc. 2.20 u 2.21 XpuBas “TOYHOCTb — MONHOTA’, CPERHAS TOY-
HocTb 1 KpuBad auROC Taxxe NOATBEPXKAAIOT OTCYTCTBUE YTYYIIEHN.
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KpHBan "TOYHOCTE - NONHOTA™: CPeAHAN TOYHOCTE = (.82
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Puc. 2.20. Kpusas “mourocmv — nonnoma” ons ancamoéns

Paboyan xapaKkTepuCTVKA NPUEMHUK]:
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e 10
r'd
§, //-* Pid
: -
rd
®x Oa ’,l
1 rd
:
¥ 064 PR
: g
r'd
'd
td
€ 041 P
¢ g
3 -
¥ 021 R
Z -~
& o ,a’ ——— ROC-xpwsas
50 02 04 06 08 10

[l0NR NOXHONOACKUTENLHBIX UCXON0B

Puc. 2.21. Kpusas auROC ons ancambns

Bbi60p okoHYaTenbHOM Moaenu

[TockonbKy npuBnedeHne aHCaM6/1A He IPUBOAUT K YIYYIIEHUIO Pe3Y/IbTAaTOB,
Mbl OTA2EeM NPEANOYTEHME IPOCTOTE ABTOHOMHOIA MOJIe/M TPafiueHTHOro 6yCTUHTa
LightGBM u 6yfeM UCIIONb30BaTh €€ B IPOU3BOACTBEHHBIX LE/SAX.

IIpexpe 4eM IPUCTYIIUTb K OPraHMU3aLMM KOHBeliepa [U1A paboTh C HOBBIMM TPaH-
3aKUMSAMM, BU3Ya/IbHO NIPOaHa/IM3MPyeM, HACKOMbKO Xopomo Mofens LightGBM ort-
NMYaeT NOfifieNIbHbIE TPAH3aKIMM OT HOPMA/IbHBIX A/LS TECTOBOTO Habopa.

Ha puc. 2.22 3HayeHMs npeackasaHHbIX BEPOATHOCTEN OTIOXKEHbI BIOMb ocK X.
[IpuBenenHsiit rpaduK AaeT OCHOBaHMA YTBEPXKAAThb, YTO MOAENb JOBONBHO
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XOpOILO CIPAaB/IAETCA C NPUIMCHIBAHMEM BBICOKMX 3HAaYeHMII BEPOATHOCTU IOJ-
[eNKM TEM TPAH3aKLUAM, KOTOpbIE AEMCTBUTENBHO AB/IAIOTCA NOAAENTbHBIMMU. Y Ha-
060pOT, TpaH3aKLUAM, He ABNAIIIMMCA TIONAETbHBIMY, B GONBIIMHCTBE CIy4aeB
NPUIUCHIBAIOTCA HU3KMe 3HaYeHus BepoATHocTH. VIHorAa Mogmens ommnbaercs u
NPUNNCHIBAET HU3KME 3HAYEHNS BEPOATHOCTH MOAAENbHBIM TPAH3aKIUAM U BBICO-
Kye 3HaYeHMs TPaH3aKLUMAM, He AB/IA0IMMCS noagenbHbiMu. Ho B 1etom pesynsb-
TaTbl BeCbMa BIIEYAT/IAION[HUE.

Pac npegenexHue npefcKasaHhkbix BEDOQTHUCTBQ M WCTUHHDBIX METOK

McrurHan MeTka

¢
1

PeACKA3IANHAA BEPORTHOLTDL

MpeacKasanHasn BEPoSTHOCTE

f
i

Puc. 2.22, Tpagux pacnpedeneHus npedcKasaHHbix eposmuocmeti
U UCTUHHBIX MEMOK

Mpou3BoACTBEHHbIN KOHBEIEP

Bei6paB Mopgenb, koTopas 6yaeT MPUMEHATbCA Ha MPAaKTUKe, HAMETUM IPOCTOM
NPOM3BOACTBEHHBII KOHBeltep, BKMIOYAIONMII TPY CTafiuy 06pabOTKM HOBBIX JlaH-
HBIX: 3arpy3Ky, MacIUTabupoBaHMe NMPU3HAKOB M TeHEPMPOBaHMeE MPENCKa3aHMI C
nomoubio Mopeny LightGBM, koTopyio Mbl yxke 06y4nmy u BeIGpany A1 MCIIONb-
30BaHMUA B IPOM3BOJCTBEHHOI cpefie.

' ' "KoHBelMep IO HOBHX HOAaHHHX'''

# Bo-mepBHX, MMIOPTMPYEM HOBHE IaHHHE BO ¢peim 'newData'.
# Bo-BTOpHX, MacuTabupyeM OaHHHE.

# newData.loc[:, featuresToScale] = \

# sX.transform(newData[featuresToScale])

# B-TpeTbMx, CO3IaeM NpenckaszaHus, ucnoab3ys LightGBM.

# gbm.predict (newData, num iteration=gbm.best iteration)

CreHepupoBaB IpefCcKa3aHus, aHaIUMTUK CMOXET COKycHpOBaTb CBOE BHM-
MaHMe Ha TPaH3aKUMUAX, 1A KOTOPHIX MO/Ty4yeHa Hauboree BbICOKasA BEPOATHOCTD
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TOTO, YTO OHM ABJIAIOTCA TOAAENbHBIMY, M MPUCTYIUTD K paboTe ¢ COOTBETCTBY-
OIIMM CIUCKOM. VInu e, ecnu 1ie/IbIo CMY>KUT aBTOMAaTM3alysa 3TOro mpolecca,
aHA/IMTUK CMOXKET MUCNO/NB30BaTh CUCTEMY, ABTOMATUYECKM OTK/IOHAIOILYI0 TpaH-
3aKUUM, VI KOTOPbIX MIPEACKa3aHHasd BEPOATHOCTb MOLIEHHNYECTBA NPEBbILLIAET
3aJaHHO€ NIOPOrOBO€E 3HAYEHME.

Hanpuwmep, ecnu, onupasce Ha puc. 2.18, Mbl 6yzieM aBTOMaTU4eCKM OTKIOHATD
TPaH3aKUMM C PeACKasaHHOM BEPOATHOCTDHIO 0 . 9, TO Cpey HUX IIOYTH HABEPHA-
Ka 6yZyT TOMbKO MOAMENbHBIE TPAH3aKIMM, @ PUCK CTYYaifHOTO OTK/IOHEHMA HOD-
MajIbHOV TpaH3aKuuu 6ynieT cBefieH K MUHUMYMY.

Pe3iome

IIpumure nosapasnenns! Vicnonb3sys obydennue ¢ yIuTeneM, Bbl CO3/ai CHCTe-
MY, TIO3BO/IAIOIYIO BHIAB/IATD MOIBITKY BBIMIOTHEHUS MOLIEHHNYECKMX ONepaLmit
¢ 6aHKOBCKMMM KapTaMM.

Jlns sTOrO BaM MPUIIIOCh HACTPOUTDb CPERY MAIIMHHOTO 06y4eHNs, IIOMYINTh
¥ TIOATOTOBUTD JaHHbIE, 06YYMTH M OLIEHUTDb PsAfi MOJeNell, CAeNaTb OKOHYAaTeNlb-
HBI/1 BBI6OP ITPOM3BOACTBEHHOI MOAIENM M OPTaHM30BaTh KOHBeltep A 06paboT-
KM HOBBIX TpaH3akuuy. Takum o6pa3oM, BbI yCIIEIIHO pa3paboTany MpUIOKEeHe
MAaIIMHHOTO 06y4eHNs.

Mlaee Mbl MCIIONb3yeM aHA/IOTUYHBII TOAXOR /IS pa3dpabOTKy MPUIOXKEHMIT Ha
OCHOBe 06y4eHus 6e3 yunrens.

IIpuBeneHHOe Bbillle pelleHMe CO BpeMeHeM INOTpebyeT IOBTOPHOIO
06y4eHMs B CBA3M C NOSAB/IEHMEM HOBBIX CIOCOGOB BBINOTHEHMS MO-
IIEHHNYeCKMX omepaumit ¢ 6aHKoBckuMM KapTamu. Kpome Toro, Ham
c/efoBano 6bl MOABICKATb APYTUe aIrOPUTMBI MAIIMHHOTO OOydeHus,
NpMHaAIeXalye K APYTUM CEMENICTBAM M CPaBHUMBIE 110 IIPOM3BOAMU-
TENbHOCTH C FPaiueHTHBIM G6YCTMHIOM, ¥ BKITIOYMTD MX B aHCaMO7Ib /1A
noBbllIeHNA 061weit 3¢ HeKTMBHOCTY CHCTEMBI B OTHOIEHUM 0OHapy-
YKEHMA MOMBITOK MOLIEHHNYECTBA.

HaxkoHel, B peanibHbIX IPUIOKEHUAX MALIMHHOTO 06y4eHMA 60MbIIyIO
PONb UTPaeT /erKOCTb MHTEPNpeTaluy pe3ynbTaToB. IIockonmbky B
PaccMOTpeHHOM HaMy Habope AaHHBIX NPU3HAKY AB/IAIOTCA BBIXO/IOM
PCA (omyH 3 MeTOLI0B CHIDKEHMA Pa3MEPHOCTH, KOTOPBIN MCCIIenyeT-
cs B I7aBe 3), MbI He MOXXEM JIaTh CIOBECHOE 06'BsACHEHME TOMY, TOYeMY
HEKOTOpbIe TPaH3aKIMM IIOMeYeHbl KaK IOTEHIaTbHO MOIIEHHNYeC-
Kue. [Ina ynydineHus MHTEPIPETUPYEMOCTH Pe3yNbTaTOB HaM Hy>XeH
ROCTYN K MCXOAHBIM NpU3HaKaM, nopaomuMmcs Ha Bxop PCA, koTopsie
OTCYTCTBYIOT B HallleM IPOCTOM Habope JaHHBbIX.
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YACTb 11

06yueHue 6e3 yuutens

C Ucnonb3oBaHnem bubnnoreku
Scikit-learn

B cnepyrommx rnaBax Mbl MO3HAKOMUMCS C ABYMS OCHOBHBIMM KOHLEIIUIMAMMU
obydeHns 6e3 yUuTeNnsa — CHUKEHME Pa3MEPHOCTM U K/IACTepU3aLua — U 3ajieii-
CTBYeM MX U1 06HapY>KeHNA aHOMAINIL M CETMEHTMPOBAHMA IPYIIIL.

Kak ob6Hapy»xeHue aHOManmit, TaK ¥ CErMEHTHMPOBaHMe I'PYIIN HAXOAAT WIMUPO-
KO€ IIpMMEeHEeHe BO MHOTX 06/TacTAX.

O6Hapy>xeHue aHOMaNnit IpUMeHAETCA A1 3 PEKTUBHOTO BBIAB/IEHUA PEAKNX
COOBITHIA, TAKMX KaK MOILIEHH)YeCKIMe TPAaH3aKIIMM, IIONIBITKY B3/I0OMa KOMIIbIOTEp-
HBIX CUCTEM, TEPPOPU3M, TOPrOBIIA MIOAbMU, OPY>KMEM M HADKOTUKAMM, OTMbIBa-
HMe JeHer, HeoObIYHAA TOProBas aKTMBHOCTb, BCIBILIKY 60NMe3HeN UM OTKa3bl B
06CTy>XMBaHUM KPUTUHYECKOTO 060PYROBaHUA.

CerMeHTMpOBaHMe IPYI MO3BONAET M3y4aTh MOBe/leHNE NONb30BATENEN B Ta-
KMX 06/1aCTAX, KaK MapKEeTHHT, OH/IalfH-TIOKYTIKM, TPOCTYLIMBaHME MY3BIKM, TIPO-
CMOTP BMJI€O, CaiiThl 3HAKOMCTB M COLIMATIbHBIE CETH.



TNABA3
CHmKeHKne pa3mepHOCTH

B 3T0i1 I71aBe MBI COCPEOTOYMMCA Ha PaCCMOTPEHMM OJHOTO U3 ITIaBHBIX TIpe-
MATCTBUI Ha MYTH K YCNIEIIHOMY CO3[JaHMIO NIPM/IOXKEHUII MAIIMHHOTO O6y4eHNs,
MM KOTOPOMY — NpoxkAgmue pasmepHocmu. B MeTome o6yyennus 6e3 yunrens pea-
MU3yeTCs 3aMevaTe/lbHasA KOHTPMepa: CHUMeHUe pasmepHocmu. Mbl 03HaKOMMMCSA
C AaHHOI1 KOHLIENLKel Y peau3yeM COOTBETCTBYIOLLIME PEIIEHNMs, YTOOBI Y YuTaTe-
neyt BBIpaboTanoch MOHMMaHMe TOTO, KaK 3To paboTaer.

B rnaBe 4 Mbl co3fgafuM cob6cTBEHHOE TIPUIOKEHME, pean3oBaB obydeHnue 6e3
yYMTENA Ha OCHOBE CHIDKEHMs pasMepHOCTH. OTo OymeT cucteMa o6HapykeHUA
MOILLIEHHMYECKUX OnepaLuit ¢ 6aHKOBCKMMM KapTaMy (B I/1aBe 2 Mbl IIPMMEHN/IM
obydeHue c yuutenem). BoisiBneHne crydaeB MoLIeHHMYeCTBa IOAOOHOrO THIIA AB-
JIA€TCSA YaCTHBIM CTy4aeM 06HAapyHeHus aHomanuili — GBICTPO pasBuBalolLeitcsa 06-
/TaCT! NPUKIAJHOTO MalIMHHOTO 06ydeHus 6e3 yumrens.

Ho mpe>xpie 4eM npUCTYNUTh K TOCTPOEHMIO CUCTEMBI OOHAPY)KEHMA aHOMATINIA,
noApo6GHO PacCCMOTPUM CaMy KOHLIETILIMIO CHYDKEHNA Pa3MEPHOCTH.

MPUYMHBI CHUKEHNA Pa3MEPHOCTH

Kak oTMe4anoch B I/1aBe 1, CHuXXeHMe pa3MEpHOCTH IIOMOTraeT 60poThCA ¢ Hau-
607ee pacipocTpaHEeHHOM po61eMOoif MAIIMHHOTO 06y4eHUs — TaK Ha3bIBaEMbIM
NpoKnAMuUem pasmepHocmu, KOIfa aIrOpuTMbl He MOTyT 3G QGEeKTUBHO M paLyo-
Ha/IbHO 06y4YaTbCA Ha AaHHBIX MCK/IIOYUTENTBHO BBUAY 60NbIION pa3MePHOCTH IIPO-
CTPaHCTBa IIPU3HAKOB.

ANITOpPUTMBI CHUXEHUsS Pa3MEPHOCTHU MPOEUMPYIOT MHOTOMEPHBIE JaHHbIE Ha
NPOCTPAaHCTBO HU3KO Pa3MEPHOCTH, YAEPXMBass KaK MOXKHO 6orIbllie CylecTBEH-
HO Ba)XHOI MHPOpMaLMUHM 1 yaanas M36nTouHyo. Kak TolbKko AaHHBIE IepeBefie-
HBI B IIPOCTPAHCTBO HU3KOI1 pa3MEPHOCTH, aiTOPUTMbl MALUMHHOTO 06y4eHNs 10-
Ny4al0T BO3MOXHOCTb 60/ee 3¢ PeKTMBHO ¥ paLMOHA/ILHO BBIABIATH WIA6IOHbI,
TNpeACTaB/AIOLIME MHTEPEC, 3a CUET 3HAYUTE/TLHOTO CHYDKEHMA YPOBHA IIIYMOB.

WHorma cHM)XeHMe pasMEpPHOCTM CTYXXMT CaMOLieNIblo — Halpyumep, [iA TO-
CTPOeHMs CUCTEMBI OOHApy)XXeHMs aHOMaNuit, YTo GyAeT MpOEeMOHCTPUMPOBAHO B
ClefyoLIei I7aBe.



OpnHaKo B MHBIX CUTYalMAX CHM)KEHNE pPa3MEPHOCTH BBICTYIIaeT, CKOpee, He KO-
HEYHOI LIENIbIO, 2 CPEACTBOM A/IA AOCTYOKEHUA Apyroit nenu. Hanpumep, ero yacto
NPUMEHAIOT B KOHBeliepe MalllHHOTO O6y4eHNs A/IA pellueHUs KPYIHOMAcIITa6-
HBIX, BBIMMC/IMTENbHO TPYROEMKMX 3afiad, CBA3aHHBIX ¢ 06paboTKoit M30bpaxe-
HUI, BUMIEO U TEKCTA.

ba3a paHHbIX pykonucHbix undp MNIST

Ilpexxpe 4eM HayaThb 3HAKOMCTBO C aTOPUTMaMM CHIDKEHMS Pa3MEpPHOCTH,
HeoOXO/IMMO MCCIeRoBaTh HaA6Op MaHHBIX, C KOTOPHIM HaM IPEACTOMT paboTarh.
9ro 6a3a pykomucHbix uyudpp MNIST (Mixed National Institute of Standards and
Technology) — omun n3 Hambonee u3BeCTHHIX HAGOPOB HaHHBIX B 06/macTy Ma-
ITMHHOTO 00y4eHNs, IPUMeHAeMBIl B KOMIIbIOTEPHOM 3penun. basza Haxoaurcs B
cBo6OIHOM frocTyTIe Ha caitte SIHa JlexyHa (http://yann.lecun.com/exdb/
mnist/). [Ina mpocToThl Mbl 6y#eM MCIIONB30BaTh CEPUATM30BAHHYIO BepCHUIO,
TNpefocTaBleHHyI0 Ha caifte Deeplearning.net (http://deeplearning.net/
tutorial/gettingstarted.html).

Basa MNIST pa36ura Ha Tpyu Habopa: TpeHnpoBo4HbIit (50 000 npuMepoB), Ba-
mupauymonHsi (10 000 npumMepos) u TectoBbit (10 000 npumepoB). [Ins Bcex npu-
MepOB MMEIOTCA METKM.

Ba3sa copep>xut n3o6paxkeH!s pyKONMCHbIX Lup pasmMepoM 28 x 28 mukceneit.
Kaxcpaa Touka maHHBIX (T.e. KaKFoe M300paxkeHMe) MOXKET NepefaBaTbCs B BUJE
MaccyuBa 4ycesl, B KOTOPOM KaXXA0e YMC/I0 ONMMCHIBAET MHTEHCUBHOCTb KaXXZOTO
nukcens. [Jpyrumu cnoBamu, n3obpakeHuIo pa3amMepom 28 X 28 MUKCeNe COOTBET-
CTBYET MacCMB YMCET pa3MEPHOCTbIO 28 X 28,

Jlns ynpolieHus 3aiauy Mbl MOXKeM pa3BEPHYTb KaX/blii MacCUB B 784-MepHBIN
(28 x 28) BexTOp. Kavkz1ass KOMIIOHEHTa BEKTOpa — Bell[eCTBEHHOE YMAC/IO B AMAIa-
3oHe 0-1, nmpepcrapnsiollee MHTEHCMBHOCTD OTAeNbHOro nukcema. Hymo cooTBeT-
CTBYET YEPHBIi LIBET IIMKCENA, EAMHULIE — 6enblit. MeTkaMu cnyxar yucna ot 0 fo
9, ykasbIBalolljie, KaKylo MMEHHO LiMdPy NpefCcTaBIAeT U306pakeHNe.

Wmnopt 6ubnunotek

Jlns Havana 3arpysuM Heob6Xomumble 6MOMMOTEKH.

# MuMnopT 6MBIMOTEK

"' 'OcHoBHHE OuBaMoTexnu'''
import numpy as np
import pandas as pd
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import os, time
import pickle, gzip

' 'Busyanusaumna DaHHEX'''
import matplotlib.pyplot as plt
import seaborn as sns

color = sns.color_palette()
import matplotlib as mpl

tmatplotlib inline

''"'"TlooTPOTOBKA HaHHHIX M oleHka Momemm'''
from sklearn import preprocessing as pp

3arpy3ka Ha6opoB faHHbIX MNIST

A Temnepb 3arpysuM Hab6ops! AaHHbIX MNIST.

# 3arpyska HaGOpPOB OAHHHX

current_path

= os.getcwd()

file = os.path.sep.join(['', 'datasets', 'mnist data', \

'mnist.pkl.gz'])

f = gzip.open(current path+file, 'rb')

train_set, validation_set, test_set =\

pickle.load(f, encoding='latinl')

f.close()

X train, y train = train set([0], train_set([1]
X_validation, y validation = validation_set([0], validation_set([1]
X test, y test = test_set[0), test_set[l]

Bepudukauma dopmbl HabopoB AaHHbIX

Bepuduunpyem dopMy Hab6opoB maHHBIX. ITO AACT YBEPEHHOCTh B TOM, YTO
OHM ObI/IM 3arpy>KeHbI IPaBU/IBbHO.

# Bepmdukaums GopMel HabBOPOB HAHHHX

print ("dopmMa
print ("dopma
print ("dopmMa
print ("®opmMa
print ("dopmMa
print ("dopma

X_train: ", X train.shape)
y_train: ", y train.shape)

X_validation: ", X validation.shape)
y_validation: ", y validation.shape)

X_test: ", X test.shape)
y_test: ", y test.shape)

CHuKeHHe pa3sMepHOCTH
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Pesyana'rm NIOATBEPXAAKOT, 4YTO (bOprI H360POB AaHHBIX COOTBETCTBYIOT
O0)XXNIacMbIM.

dopma X train: (50000, 784)
dopMa y_train: (50000,)
dopma X validation: (10000, 784)
®opma y validation: (10000,)
dopma X test: (10000, 784)
dopMa y test: (10000,)

Co3paHue cTpykTyp DataFrame 6ubnuoreku Pandas Ha ocHoBe
HabopoB AaHHbIX

IIpeo6pasyem MaccuBBI nUMpy B CTPYKTYPHI AaHHbIX DataFrame 6ubnmorexu
Pandas, xoropsie 60onee ygo6Hs! A1 uccnegoBaHus U paboThI.

# Cospmammm cTpykTyph DataFrame 6ubmmorexyu Pandas
# Ha OCHOBe HaBOpPOB MNaHHHX
train index = range(0, len(X train))
validation_index = range(len(X_train), \
len(X train)+len(X validation))
test_index = range(len(X train)+len(X_validation), \
len(X train)+len(X validation)+len(X test))

X train
y_train

pd.DataFrame (data=X train, index=train index)
pd.Series(data=y train, index=train_index)

X_validation = pd.DataFrame (data=X_validation, \
index=validation_index)

pd.Series(data=y_validation, index=validation index)

y_validation

X_test = pd.DataFrame(data=X test, index=test_index)
y_test = pd.Series(data=y test, index=test_index)
WccnepoBaHme paHHbIX

CreHepupyeM CTaTMCTUYECKYIO CBOZIKY ITO Habopy.

# OnmcaHMe TPEHMPOBOYHOM MaTPULIH
X _train.describe()

B 1a6n1. 3.1 npeacTaBIeHa CBOfIKA 110 3arPy>XeHHBIM AaHHbIM (IIOKa3aHBI TOMBKO
nepBbie CTONOLbI). MHOTMe 3HaYeHNA OKA3aNmUCh HyNEBBIMY, 2 3HAYMT, 6OMBIIMH-
CTBO IHUKCENEH B H306paXkeHHAX YepHEIE. B 3TOM ecThb CMBICI, TOCKONIBKY BCE Lu-
phI 6emoro 1Bera H 0TOOpaXaroTCs Ha YepHOM (OHE.
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Tabnuya 3.1. Mccnedosarue danHvix

0 1 2 3 4 5 6

count 50000.0 50000.0 50000.0 50000.0 50000.0 50000.0 50000.0
mean 0.0 0.0 0.0 0.0 0.0 0.0 0.0

std 0.0 0.0 0.0 0.0 0.0 0.0 0.0
min 0.0 0.0 0.0 0.0 0.0 0.0 0.0
25% 0.0 0.0 0.0 0.0 0.0 0.0 0.0
50% 0.0 0.0 0.0 0.0 0.0 0.0 0.0
75% 0.0 0.0 0.0 0.0 0.0 0.0 0.0
max 0.0 0.0 0.0 0.0 0.0 0.0 0.0

8 rows x 784 columns

JlaHHEIE METOK — 3TO OAHOMEPHBIH BEKTOp, MPEACTABILAIONIMA (aKTHIECKOE
comepxxumoe u3oOpaxkeHus. Huke NMpHBEAEHBI METKM Ul IEPBEIX HECKONBKHX
H300paxkeHHi.

# OrobpazuTb MeTKM
y_train.head()

S wWw NP o
O P s OO,

dtype: int64

Bbiop n300paxeHnit
Ompenenum GpyHKUMIO /1A MPOCMOTPa M306paKEHMA BMECTE C €O METKOIA.

def view digit (example):
label = y_train.loc[0]
image = X _train.loc([example, :].values.reshape([28, 28])
plt.title('llpumep: %d Merxa: %d' % (example, label))
plt.imshow(image, cmap=plt.get_cmap('gray'))
plt.show()

IlepBoe u306paxceHne, NoMydeHHOe Mocye npeobpa3oBanus 784-MepHOTO BeK-
TOpa B MaTpuIly pasMepoM 28 x 28 mukcerneit, mpencrasnser undpy 5 (puc. 3.1).
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Mpumep: 0 MeTtka: 5

¢ 5 10 15 20 25

Puc. 3.1. Buo nepeoii yugpo:

Alll'OpVITMbI CHNXEeHUA pa3MepHOCTH

Teneps, korma Ha6op gaHHbIX MNIST 3arpysxeH u uccnegoBaH, mopa mepenTu K
PacCMOTPEHMIO aITOPUTMOB CHIDKEHMA pa3MepHOCcTH. CHava/ma Mbl IO3HAKOMMM-
Al ¢ KOHIEMIMel KXKAOTo arOpUTMa, a 3aTeM IPMMEHNM €ro K Habopy AaHHbIX
MNIST, 4T06bI NOHATD, KaK paboTaeT aNrOPUTM.

JlnHetHoe NpoeLupoBaKue M MHOrOKpaTHoe 06yyeHune

CylLecTBYIOT AB€ OCHOBHBIE IPYIINBI METOROB CHIDKeHMs pa3MmepHocTH. K on-
HOJI M3 HUX OTHOCATCA METOJbI UHetino20 npoeyuposarus (linear projection), co3-
RaloLiye JMHEHYI0 MPOEKUMIO AAHHBIX U3 BBICOKOPa3MEpPHOTO IPOCTPAHCTBA B
Hu3kopasMepHoe. Ciofia BXOAAT TaKye METOAbI, KaK AHA/MU3 2/IABHbIX KOMNOHeHM
(principal component analysis — PCA), cuneynaproe pasnomenue (singular value
decomposition — SVD) u cayuaiinoe npoeyuposarue (random projection).

Ko BTOpOJ rpynme OTHOCATCA METORBI TaK Ha3bIBAEMOTO MHOZ0KPAMHO20 00y-
uenus (manifold learning), unu Henunetinozo crumenus pasmeprocmu (nonlinear
dimensionality reduction). Crona, B yacTHOCTH, BXOAMT MeTox [somap, KOTOpBI U3-
MepseT PacCTOAHUA MEXAY TOYKaMM BIO/Ib KPUBOM, ONIPENerisist 2e00e3U1ecKoe, a He
€BK/IMA0BO, paccTostHye. Cpeayt APYTUX METOROB MOXKHO Ha3BaTb MHOZOMEPHOE MAC-
wmabuposanue (multidimensional scaling — MDS), noxanvHo-nuHetiHoe 6n10sceHue
(locally linear embedding — LLE), crmoxacmuuecxoe enosxcenue cocedeii ¢ t-pacnpede-
nenuem (t-distributed stochastic neighbor embedding — t-SNE), cnosaproe o6yuerue
(dictionary learning), enoxcenue cnyuaiinoix oepesves (random trees embedding) u
ananu3 Hesasucumplx komnoHenm (independent component analysis).
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AHanu3 rnaBHbIX KOMMNOHEHT

Ms1 paccMOTpuM HecKonmbKo BapuaHToB PCA: cmanoapmmubiil, unxpemermHbli,
paspesxcerHbiii U A0ePHBI.

Konuenuus PCA

HauHeM c paccMoTpeHus crangapTHoro Bapuanta PCA — opHoro u3 Hanbonee
pacnpoCTpaHEHHbIX JIMHEMHBIX METOOB CHMKeHMA pa3mepHocTu. B PCA asnro-
PUTM HAaXOAUT HU3KOPa3MepHOe NpeACcTaB/IcCHME AaHHBIX, OTHOBPEMEHHO COXpa-
HAA KaK MOXKHO 6o7pllylo gomo Aucnepcuu (mpeacTasnsAoLieil Hanbonee cymec-
TBeHHYI0 MH}pOpMaLHIo).

PCA pocrturaer 3aroro, 6eps B pacyeT KOppe/ALMIo MeXy npusHakamu. Eciu
BHYTPM HEKOTOPOTO NMOAMHOXKECTBA NPU3HAKOB CYIECTBYET BBICOKAas KOppens-
UMA, TO AITOPUTM OYHeT mbITaTbCA OOBEAMHMTD KOppenupylouue MpUSHAKU U
NpeACTaBUTb 3TU [AAHHbIE, MCIONb3YA MEHblllee KOMUYECTBO INPUIHAKOB, MEXAY
KOTOPBIMM OTCYTCTBYET NMHENHasA KOppe/LLyus. ANTOpUTM IIPOAO/DKAET MPOLiecc
CBEfleHUA KOPPeNALMY, HaXOfAs HaNlpaB/IeHNsA MaKCMMA/IbHOM OUCIEPCUM CPERy
MCXO{HBIX BbICOKOPa3MEPHBIX JAHHBIX U IPOELMPYsl UX Ha MPOCTPAHCTBO MEHb-
11ejf pa3MepHOCTHU. DTH BHOBb U3BJIe4€HHbIE KOMIIOHEHTBI HAa3bIBAIOTCA 2/1A8HHIMU
xomnonenmamu (principal components).

C moMoIbIo ITaBHBIX KOMIIOHEHT BO3MOXKHa PEKOHCTPYKLIMA MCXOQHBIX MPK-
3HAKOB — ITYCTbh HETOYHAs, HO JOCTATOYHO 6/n3kas K HuM. Anroputm PCA mpen-
NpPMHYMAeT aKTMBHBIE NOMBITKM MMHMMM3MPOBATh OIIMOKY PEKOHCTPYKLUM B
XOfie MOJMCKa ONITUMA/TbHBIX KOMIIOHEHT.

B Hamem nipuMepe ¢ 6a3oit gaHHbIX MNIST mpocTpaHCTBO MCXOAHBIX IPU3HA-
KOB MMeeT 784 u3MepeHus, Ha3biBaeMbIX d-usmepennsamu. Anropurm PCA npoe-
LMpyeT faHHbIE Ha MeHbLUee IPOCTPAHCTBO, uMelollee k namepennii (e k < d), B
TO )K€ BpeMsl COXPaHSAA KaK MOXHO 60/blle CYLIeCTBEHHO BaXXHOU MH(popManum.
3 k M3MepeHMit ¥ eCTh I/TaBHbIe KOMIIOHEHTHI.

KonmmnyecTBo ocTaBifeMbIX HaMM IJIaBHBIX KOMIIOHEHT 3HAYMTEIbHO MEHbIe
YMC/Ia M3MEPEHUIT B UCXOHOM Habope AaHHbIX. [lepexosis K 3TOMY IPOCTPAHCTBY
HU3KOI Pa3MEPHOCTH, MBI TepsieM HEKOTOPYIO JOTIIO AUCTIEpCHH (T.e. 4acTb MHPOP-
Mauuu), HO 3aTO MAEHTUOMKaIMA 6a30BOI CTPYKTYPhI JAHHBIX YIPOIAETCS, YTO
no3Bonset 6onee 3¢ PeKTUBHO U paLIMOHANIBHO pelIaTh TakKyue 3afiadM, Kak o6Hapy-
XEHMe aHOMaTMit 1 K/IacTepusaLus.

Bornee Toro, yMeHblas pasmMepHOCTb AaHHbIX, PCA yMeHbmaeT 1 06beM faH-
HBIX, YTO IIPUBOAUT K ITOBBILIEHNIO TPOM3BOAUTETBHOCTH a/ITOPUTMOB MAILIMHHOTO
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06yueHus, 3aIycKaeMbIX fla/iee B KOHBEEPHOI1 Liero4ke (HanpuMep, Ipy peLieHnm
TaKMX 3a/la4, KaK Knaccudukaumua usobpaxeHns).

[Ipexxpe yeM samyckars anroput™ PCA, o4eHb BaXXKHO IpeABapUTENbHO
macmtabuposars npusHaku. PCA BecbMa 4yBCTBUTENEH K COOTHOLIE-
HMIO IMaNa30HOB 3HaYeHMII MICXORHbIX Mpu3HakoB. Kak npasuno, He-
06x0aMMO MacIITa6MpOBaTh AaHHbIE, IPUBOASA X K OHOMY U TOMY Xe
IMana3oHy OTHOCHTENbHBIX 3Ha4YeHuit. OfHako B HaueM Habope HaH-
HbIX pykomucHbIXx undp MNIST npusHaku yxe MacwTa6upoBaHbI U
NIPUBEMIEHBI K IMANIA30Hy 3HAYEHUI OT HY/IA 10 eAMHULIBI, TAK YTO STOT
3TaIl MOXXHO OMYCTHUTb.

Peanusauus PCA

Teneps, koraa Bl Ty4INe IIOHANM NPUHUMNDI paboTsl anroputma PCA, MoXHO
NPUMEHUTD 3TOT MeToy] K Habopy manHbx MNIST # mocMoTpeTs, HaCKONBKO XOpo-
LLIO OH CTIPaB/IAETCA C 3aXBaTOM Hauborlee CyIeCTBEHHOI MHPOpMaLuu o uudpax
B IIpoLeCCe POELMPOBAHMUSA AHHBIX U3 MICXOHOTO 784-MepHOro NPOCTPaHCTBA B
IIPOCTPaHCTBO MEHbIIIEN Pa3MEPHOCTH.

Hactpoitka runepnapametpos
Hactpoum napamerpsr ans anropurma PCA.

from sklearn.decomposition import PCA

n_components = 784
whiten = False
random state = 2018

pca = PCA(n_components=n_components, whiten=whiten, \
random state=random state)

Npumenenne PCA

M5! ycTaHOBUMM KONMUYECTBO ITIABHBIX KOMIIOHEHT, PABHOE MCXOQHOMY 4MCITY
n3mepennii (T.e. 784). PCA 3axBaTUT CylecTBEeHHYI0O MHPOPMALMIO U3 UCXOZHOTO
NPOCTPAHCTBA [JAHHBIX M HAYHET FeHepHPOBaTh INIaBHbIe KOMIIOHEHTHI. Kak Tonb-
KO OHM OYIyT IOMy4eHBl, MBI ONIPENENTUM, KaKoe UX KOMUIECTBO HEOOXOAUMO /s
TOrO, 4T06b! 3P PEKTUBHO 3aXBaTHIBATh GOMBIIYIO YacTh AUCTepcHM/MHGOpMaLMN
M3 OpUTMHATIBHOrO Habopa NIpU3HAKOB.
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IloncTpouM u mpeoGpasyeM Hall¥ TPEHMPOBOYHbIE JaHHBIE, CTEHEPUPOBAB
I7IaBHble KOMIIOHEHTBHI.

X train PCA = pca.fit_transform(X train)
X train PCA = pd.DataFrame (data=X_train_ PCA, index=train_index)

Ouenka PCA

ITockonbKy MBI NOKA ellle He YMEHBIUMIN PasMEPHOCTb AaHHBIX, a JIMILUD IIpe-
obpa3oBany uX, JONA AUCTIEPCUM MCXONHBIX AAHHbIX, 3aXBauyeHHaA 784 rIaBHbIMU
KOMIIOHEHTaMH, KO/KHa cocTaBuTh 100%.

# Jona mucnepcmy, 3axBadeHHOM 784 riaBHEMM KOMIIOHEHTaMM
print ("Iucnepcus, oBbACHeHHas BCemu 784 rnaBHEMM koMrnoHeHTamm: ", \
sum(pca.explained variance_ratio ))

Iucnepcus, oOBACHEHHas BceMmyu 784 TIJIaBHEMM KOMIIOHEHTaMM:
0.9999999999999997

Cnenyer, 0OfHaKO, OTMETUTD, YTO 3HAUYMMOCTD 784 I/TaBHBIX KOMIIOHEHT Bapby-
pyeTcs B 3aMeTHbIX npefenax. Ilokasareny sHaYMMOCTY MePBbIX X [TIaBHBIX KOM-
TIOHEHT NMPUBEAEHBI HUXeE.

# Dona gmucrnepCuy, 3axBaueHHOM X TJIABHEMMY KOMIOHEHTaMM
importanceOfPrincipalComponents = \
pd.DataFrame (data=pca.explained variance ratio )
importanceOfPrincipalComponents = importanceOfPrincipalComponents.T
print ('IOucnepcua, 3axBaueHHas NepBuMy 10 TIJlaBHEMM KOMIOHeHTamm: ', \
importanceOfPrincipalComponents.loc[:, \
0:9].sum(axis=1) .values)
print ('IOucnepcus, 3axBaueHHas nepBeMy 20 TyiaBHEMM KOMNOHeHTamm: ', \
importanceOfPrincipalComponents.loc[:, \
0:19].sum(axis=1) .values)
print ('Oucnepcusi, 3axBadvenHas nepBuMM 50 rnaBHEMM KOMIOHEHTamm: ', \
importanceOfPrincipalComponents.loc[:, \
0:49] .sum(axis=1) .values)
print ('Iucnepcus, 3axsaueHHas nepBumy 100 DJaBHEMM KOMIMOHeHTamm: ', \
importanceOfPrincipalComponents.loc[:, \
0:99] .sum(axis=1) .values)
print ('Iucnepcus, 3axBaueHHas nepBuMy 200 DIaBHEMM KOMMOHeHTamm:', \
importanceOfPrincipalComponents.loc[:, \
0:199] .sum(axis=1) .values)
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print ('Iucnepcusi, 3axBadveHHass nepBeMM 300 IjIaBHEMM KOMOOHeHTamu:', \
importanceOfPrincipalComponents.loc[:, \
0:299] .sum(axis=1) .values)

Iucnepcus, 3axBadeHHas nepBuMy 10 I'JIaBHEMM KOMIIOHEHTAMM:
[0.48876238]

Incnepcus, 3axBadeHHas nepBuMy 20 IJIABHEMM KOMIIOHEHTAMM:
[0.64398025]

Incnepcusi, 3axBadeHHas nepBuMy 50 IJIABHEMM KOMIIOHEHTAaMM:
[0.8248609]

IOucnepcus, 3axBadeHHas nepBeMy 100 I'JIaBHEIMM KOMIIOHEHTaMM:
[0.91465857]

IOucnepcus, 3axBaueHHas nepBeMy 200 IJIaBHEIMM KOMIIOHEHTaMM :
[0.96650076]

Incnepcusi, 3axBaveHHas nepBeMM 300 I'JIaBHEMM KOMIIOHEHTAaMM:
[0.9862489)

IlepBrie 10 KOMIIOHEHT CYMMapHO 3aXBaThIBAalOT Npu6aM3uTensHo 50% puc-
nepcumn, nepsole 100 komnoHeHT — 90%, a nepsbie 300 koMnoHeHT — 99%. Jona
uHbOpMaluy, 3aXBa4YeHHOI OCTAaBUIMMMCS ITABHBIMM KOMIIOHEHTaMHy, NIpeHebpe-
XMMO Maja.

M1 MoXkeM 0TO6pa3uTh 3HAYMMOCTD KaXKIOV [/TaBHOI KOMIIOHEHTHI B BUAE M-
arpaMMmbl, paH>KMpPysA KOMIIOHEHTHI OT IIepBOit 0 nocnefHen. YTobbl ynmpocTuTsb
IIPOCMOTP TaKOM AMarpaMMBel, Ha pyuc. 3.2 npefcTaBaAcHbI nepBble 10 KOMIIOHEHT.

Teneps 3¢ dexTnBHOCTL PCA fO/MKHA CTaTh A1si Bac 6onee oyeBuaHOI. C momo-
IbIO BCETO NTUIIDb NepBbIx 200 I/TaBHBIX KOMIOHEHT (YTO ropasfo MeHblIe MCXOA-
HOTO 4MC/Ia M3MepeHMit, paBHOTO 784), HaM yAanoch 3axBaTuTb 6onee 96% mucnep-
cuu/vHpopManum.

PCA no3Bonser oLyTMMO CHU3UTb pa3MepHOCTb MCXOGHBIX AAHHBIX, OTHOBpe-
MEHHO COXpaHss 60/IblIyI0 YacTb cyLiecTBeHHOI nHopManyuu. Ha yMeHbiIeHHOM
¢ nomosio PCA nogMHoXecTBe MPU3HAKOB JPYTUM aITOPUTMaM MAIIMHHOTO 06-
y4eHus, 3aIycKaeMbIM flafiee B KOHBEEPHOM LielIouKe, OyfeT /ierde pasjieiarh TOY-
KM JaHHBIX B IIPOCTPaHCTBe (/1A pellleHUA TaKuX 3ajiay, Kak 06Hapy>keHMe aHOMa-
JIMA M KIacTepu3alymA), ¥ A1 3TOTO MM NOTPebyeTCs MeHblle BHIYMCIUTENbHbBIX

pecypcos.
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Puc. 3.2. 3nauumocmv PCA-xkomnonenm

Busyauusauua pacnpeaeneHua To4eK JaHHbIX B NpOCTpaH(TBE

YTo6B! MPOAEMOHCTPUPOBATh, HACKONMBbKO 3¢dekTuBen Meron PCA B oTHO-
IIeHMM KOMIIAKTHOTO 3aXBaTa MUCIIEPCUM, COAEP>KALIEeNCs B UCXOAHBIX AaHHBIX,
0T06pa3snM C IIOMOILBIO TOYEHHOI MArpaMMbl HaOMONEHUA B ABYX M3MEPEHUSAX.
B yacTHOCTM, MBI IPEACTaBMM Ha fMarpaMMe IEepBYIO M BTOPYIO IIaBHbIe KOMIIO-
HEHTBI ¥ IOMETUM Hab/MoeH M MEeTKOM MCTMHHOCTY. [I1s1 3TOro co3maaum QyHK-
umio scatterPlot, MOCKONBKY BIIOC/IENCTBMYM HAM MOTpebyeTcs CO3AaBaTh aHa-
IOTUYHbIE BU3ya/TM3ALIMM 1A LPYTHUX aITOPUTMOB CHIDKEHUA Pa3MEPHOCTH.

def scatterPlot (xDF, yDF, algoName):
tempDF = pd.DataFrame (data=xDF.loc[:, 0:1], index=xDF.index)
tempDF = pd.concat ((tempDF, yDF), axis=1, join="inner")
tempDF.columns = ["[lepBrat BexTOp", "Bropoit BekTop", "MeTka"]
sns.lmplot (x="Illepeent BekTOp", y="BTopoi BekTop", hue="Merka", \

data=tempDF, fit reg=False)

ax = plt.gca()
ax.set_title("Pasgeneune nabmpomeumit: " + algoName)

scatterPlot (X_train PCA, y train, "PCA")
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Kak Mo>xHO yBMAETb Ha pyc. 3.3, OMHMM TO/NBKO MEPBBIM IBYM ITABHBIM KOM-
noHeHTaM PCA ygmamoch XOpoOIIO CHPaBUTbCA C pasfie/IeHMEM TOYEK AAHHBIX B
NPOCTPaHCTBE TAKUM 06pa3oM, YTOObI aHA/IOTMYHBIE TOYKM KOMIIAKTHO PacIona-
Ta/INCh PAKOM APYT C APYTOM, B TO XKe BpeMA 0CTaBasCh yAa/IEHHbIMM OT SPYTHX TO-
4eK, C KOTOPBIMM OHY MIMEIOT MeHblIIe CXOACTBA. [IpyriMMu clmoBamMu, 1306 pakeHNns
OfHOIA U TOI ke IMPbI HAXOAATCA Ha 60/ee 6MM3KMX PacCTOSHUAX MEXAY cobol
TI0 CPaBHEHMIO C PACCTOAHMAMM A0 M306paXkeHmit Apyrux uudp.

PCA pocturaer sToro 6e3 ucnonb3oBaHMs KaKMX-TNO0 METOK, YTO IOATBEPKAA-
€T OrPOMHBIE BO3MOXXHOCTH 06y4eHMs 6e3 yunTens B OTHOLIEHNM 3axBaTa 6a30Boit
CTPYKTYPbl AAHHBIX ¥ BbIAB/IEHUA CKPBITBIX 3aKOHOMEPHOCTEN B YC/IOBUAX, KOT/a
METKM OTCYTCTBYIOT.

Mepaoii 8exTOy

Puc. 3.3. Pasdenernue Habawooderuti ¢ ucnonvsosanuem PCA

AHanornyHas fiByMepHas TO4eYHas Auarpamma, HO IIOCTPOEHHAs C UCTIONb30-
BaHMeM JIByX Hauboree BaXXHBIX NIPU3HAKOB, BHIOPaHHBIX M3 MCXOJHOTO IIOTTHOTO
Habopa (784 npusHaka) MCXOMA U3 Pe3yNbTATOB TPEHMPOBKYM IO METOAMKe 06yye-
HUA C y4uTeneM, AeMOHCTPUPYET I/IOX0e pa3feneHue Todek (puc. 3.4).

Cpasnenne puc. 3.3 u 3.4 muHMA pa3 CBUAETENLCTBYET O OOMBIIMX BO3MOX-
HoctAx PCA B oTHomeHMM u3ydeHus 6a3oBoif CTPYKTypbl Habopa RaHHbIX Ge3
NpUBJIeYeHNA KaKuX-mnb6o meTok. Jlake B Cryyae MCIIONMb30BaHMUA TONMBKO ABYX
M3MepEeHMIt MbI IIO/ly4aeM pa3yMHOe pasfieNieHne u306paXkeHnit B COOTBETCTBIM C
NpeNCTaB/IAEeMbIMU UMM LIMPPaMM.
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Pasnenenre HaliioaeHui. opruivHanbibiil Habop npuataxos

l2pabif BEKTOD

Puc. 3.4. Pasoenenue Habnwodenuil 6e3 ucnonvzosanus PCA

PCA He Tonbko obnerdaeT BBIAB/IEHME CKPHITHIX 3aKOHOMEPHOCTEN B
AaHHBIX B TpoLlecCe UX pa3fie/IeHNsA, HO ¥ TIOMOTaeT YMEHBIIUTD pa3-
Mepbl Habopa IpM3HAKOB, TEM CAMbIM CIIOCOOCTBYs CHWKEHHIO 3aTpaT-
HOCTY MAIIHHOTO 06y4eHNs KaK 110 BpeMEeHM, TaK ! 10 He0OXOAUMBIM
BBIYMCIATETbHBIM PECYpCaM.

B npumepe ¢ Habopom panHbIx MNIST cokpaleHye BpeMeHn o6yye-
HuA 6yfieT yMepeHHBIM BBUAY Ma/lOro pa3Mepa caMoro Habopa: BCero
nuib 784 npusHaka u 50 000 Habmonernit. Ho B cryyae HabopoB maH-
HBIX, HACYMTHIBAIOIMX MU/UIMOHBI IPU3HAKOB ¥ MWIIMAPAbl Habmio-
MieHUN, CHVDKEHNE Pa3MEpPHOCTM NPHUBEAET K Pe3KOMY COKpalLleHMIO
BpeMeHy 06y4eHMs aITOPUTMOB, MCIIONb3yeMbIX Aajiee B KOHBEMEPHO
1IerI0YKe MAIIMHHOTO 00y4eHu .

U nocnepnee 3amevanne. O6sryHo PCA oTbpachiBaet yacTb MHGOpMa-
1My, JOCTYTHOM B OPUMTMHANTbHOM Habope NPU3HAKOB, HO [iE/IaeT 3TO
pasyMHO, 3aXBaThIBasA Hanbornee BaKHbIE 3/TEMEHTHI ¥ M36aB/IAACH OT
TeX, KOTOpbl€ INPEACTABAAIT HaMMEHBIIYI0 LeHHOCTb. Mogenn, 06y-
YyeHHasA Ha Habope MpM3HAKOB, KOTOPBIA ObII YMEHbIIEH C IIOMOILBIO
PCA, MoxeT paboTaTb He HACTONMBKO XOPOILIO B CMBIC/IE TOYHOCTH, KaK
Mopenb, 06y4eHHasa Ha MOTTHOM Habope, HO 3aTO TPEHMPOBKA ¥ IpeN-
CKa3aHMA OYNyT BBIOMHATBCA 3HAYUTENBHO GbIcTpee. ITO OAMH U3
Hanbo/ee Ba)XXHbIX KOMIIPOMMCCOB, Ha KOTOPbIil TIPUXOAUTCS MATH,
NPMHNMas peleHNe O TOM, CTOMT /1M BBITIONIHATD CHYDKEHME pa3MepHO-
CTM B CO371aBaeMOM IIPU/IOXKEHNY MALIMHHOTO 06yYeHHs.
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WnkpemenTHbIil PCA

B cny4ae oyeHb 60/b1MX HA6OPOB JAHHBIX, KOTOPHIE HE YMEILAIOTCA B IaMATH,
MOXXHO BBITIONIHATD aHa/N3 MHKPEMEHTHO, paboTas ¢ HeOONMbIIMMM MOPUMAMU —
naketamy. Pasmep makeTa MOXKHO YCTaHAaB/IMBaTh BPYYHYIO M/IM aBTOMAaTU4ECKM.
Takoit maketHb1it BapuanT PCA Ha3sbiBaeTca unkpemenmuvim. Kak mpasuio, pe-
3y/IBTUPYIOIYE IIaBHble KOMIIOHEHTH! CTaHAPTHOTO M MHKPEMEHTHOTO BapMaH-
T0B PCA n0BO/NBHO 6/1M3KM MeXAy coboit (puc. 3.5). BoT kop, peanusyommit MH-
KpeMeHTHbIt PCA.

# UuxpeMeHTHrD? PCA
from sklearn.decomposition import IncrementalPCA

n_components = 784
batch size = None

incrementalPCA = IncrementalPCA(n_components=n_components, \
batch_size=batch size)

X train_incrementalPCA = incrementalPCA.fit transform(X_train)
X_train_incrementalPCA = pd.DataFrame (data=X_train_incrementalPCA, \
index=train_index)

X _validation_incrementalPCA = incrementalPCA.transform(X_ validation)

X validation_incrementalPCA = \
pd.DataFrame (data=X validation_incrementalPCA, \
index=validation_index)

scatterPlot (X_train_incrementalPCA, y train, "uHxpemeHTHHI? PCA")

PazpexeHHbin PCA

O6biunbiit anroputM PCA ocyiecTBiaseT MOMCK TMHENMHBIX KOMOMHaLMit cpe-
R BCeX BXOHBIX NTEpEeMEHHBIX, yMEHbIIIasA MPOCTPAHCTBO UCXOAHBIX TIPU3HAKOB B
MaKCHMMa/IbHO BO3MOXKHOU! cTeneHM. Ho B HEKOTOPBIX 3afjayaX MaIlIMHHOTO 06yye-
HMS MOXKET OKa3aTbCs BBITOSHON He6O/bIIaA pa3pe>KeHHOCTb NPU3HAKOB. PasHo-
BuaHoCcTh PCA, coxpaHAIoLas OnpeneneH bl ypOBEHb Pa3peXXeHHOCTH (KOHTpO-
MUpYeMBIt ITUIIepIIapaMeTpoM alpha), HasbiBaeTca paspexcernnviti PCA. Anroputm
paspexxeHHoro PCA ocylecTB/IA€ET MOMCK IMHEHBIX KOMOMHALMIL TUIIb B HEKO-
TOPbIX BXO/IHBIX MIEPEMEHHBIX, CY>KasA NPOCTPAHCTBO MCXOMIHBIX IPU3HAKOB, HO He
TaK KOMIIaKTHO, KaK cTaHfapTHbIi PCA.
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Pasnenenve Halimoaenwi uHkpemerTHbI PCA
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Puc. 3.5. Pasdenenue HabmodeHuii ¢ ucnonv3oeanuem unkpemenmnozo PCA

ITockonbKy 3TOT anroputM OOy4aeTcss HEMHOTO MeJJIEHHee, 4eM OObIYHbII
PCA, Mbl 6ysieM MCIIONb30BaTh A/l TPEHMPOBKY /uib nepsble 10 000 npuMepos
13 [IO/THOTO TPEHUPOBOYHOTO Habopa (BK/M0YaloLiero B obuieit cnoxxHocTu 50 000
npumepoB). Mol 6yaeM Npupep>KuBaTbcA 3TOM NPAKTUKK 0O0ydeHMA Ha MofHa60-
pax HabnmiopeHuit B TeX Crydasx, KOrAa o6ydyeHue anropuT™Ma Ha IONHOM Habope
3aMeyIAeTCA.

CokpalleHye npoliecca TPEHMPOBKY BIIO/THE TIOAXOANUT JUIA Halllei 1je/u, Befb
MBI /IMIUb XOTUM MOHATD, KaK pabOTaIOT a/IrOPUTMBI CHIDKEHUA pasMepHOCTH. [l
TNOTTy4eHNA ONTUMA/bHBIX Pe3y/IbTaTOB JydYllle NPOBOAUTh 0OydeHne MOfenu Ha
II0/IHOM TPEHVPOBOYHOM Habope.

# PaszpexeHHen? PCA
from sklearn.decomposition import SparsePCA

n_components = 100
alpha = 0.0001
random_state = 2018
n_jobs = -1

sparsePCA = SparsePCA(n_components=n_components, alpha=alpha, \
random_state=random_state, n_jobs=n_jobs)

sparsePCA.fit (X train.loc([:10000, :])
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X _train_sparsePCA
X_train_sparsePCA

sparsePCA.transform(X train)
pd.DataFrame (data=X train_sparsePCA, \
index=train_index)

X_validation_sparsePCA = sparsePCA.transform(X_validation)
X _validation_sparsePCA = \
pd.DataFrame (data=X validation_sparsePCA, index=validation_index)

1]

scatterPlot (X _train sparsePCA, y train, "paspexerHew PCA")

Ha puc. 3.6 nmpuBeneHa iByMepHas ToOYeYHas AuarpamMma, OCTpOEHHasA Ha OcC-
HOBe IePBbIX ABYX ITTaBHbIX KOMIIOHEHT C MCIIO/Ib30BaHMEM paspexxeHHoro PCA.

PasieneHwe HaGmoneHni paspexentbil PCA

lepabii BexTof
Puc. 3.6. Pasdenenue HabniodeHuti c ucnonv3osanuem paspexennozo PCA

3aMeTbTe, YTO 3Ta AMArpaMMa OTIMHAETCA OT TOif, KOTOpas 6blla IOTyYeHa ¢
ucnonb3oBanueM cTaHgaptHoro PCA, yero u cnefoBano oxupaats. CTaHgapTHas u
paspexxeHHas pasHoBuaHOCTH PCA mo-pasHoMy reHepupyIOT IMaBHble KOMIIOHEH-
TBI, YTO ¥ IPUBOAUT K Pa3/INuMAM B pasfe/leHUM TOYEK JaHHBIX.

finepHbiit PCA

CraHpapTHbI, MHKPEMEHTHBIN M pa3pexxeHHbli Bapuantel PCA renepupy-
10T /IMHEMHYI0 MPOEKUMIO MCXOAHBIX NAHHBIX Ha NPOCTPAHCTBO 6oree HM3KO
PasMEPHOCTH, HO CYILIECTBYET M HelMHeiHas PasHOBUAHOCTb — AdepHviti PCA,
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NpUMeHAIMIt QYHKUMIO CXOACTBA K NTapaM MCXOJHBIX TOUEK NAHHBIX JUIA HEMM-
HEV{HOTO CHIDKEHUA Pa3MEPHOCTH.

O6yuyasich 310l PYHKLMY CXOACTBA (TOAXOA, MOMYYMBLINIA Ha3BaHUeE A0ePHbILl
memo0), AnepHblit PCA BbIAB/IsAET CKPHITOE IPOCTPAHCTBO MPU3HAKOB, B KOTOPOM
pacrnionaraeTcs 60/MbLIMHCTBO TOYEK AAHHBIX, M CO3AAET 3TO CKPHITOE MPOCTPaH-
CTBO C HAMHOTO MEHBIUYM KO/TM4YECTBOM M3MEPEHMI! 10 CPABHEHMIO C OPUTHHATIDb-
HBIM HabopoM npu3HakoB. Takoit MeTop ocob6eHHO 3 deKTUBEH, KOTa MCXONHBIN
Ha6op NpU3HAKOB He AB/IAETCA IMHENHO Pa3fe/TUMMbIM.

WUcnons3ys anroputm sgepHoro PCA, Mbl BO/DKHBI 3aiaTh TpebyeMoe Komuiec-
TBO KOMIIOHEHT, TUI AApa u AnepHbIi Koadduument (gamma). Hanbonee momy-
ISIPHBIM AAPOM AB/AETCA paduanvHo-6asucnas dynxyus (radial basis function —
RBF), nsBectHas kak RBF-s0po. CoOTBETCTBYIOIMIt KO IIPUBEAEH HIKE.

# snepHent PCA
from sklearn.decomposition import KernelPCA

n_components = 100
kernel = 'rbf'
gamma = None
random_state = 2018
n_jobs =1

kernelPCA = KernelPCA(n_components=n_components, kernel=kernel, \
gamma=gamma, n_jobs=n_jobs, random state=random state)

kernelPCA.fit (X_train.loc[:10000, :])

X train_kernelPCA = kernelPCA.transform(X_train)

X_train_kernelPCA = pd.DataFrame (data=X train_kernelPCA, \
index=train_index)

X validation_kernelPCA = kernelPCA.transform(X validation)
X validation_kernelPCA = pd.DataFrame (data=X validation_kernelPCA, \
index=validation_index)

scatterPlot (X_train kernelPCA, y train, "anepuest PCA")

B cnyyae Hauero Ha6opa ganHbix MNIST nBymepHas Toue4yHas AMarpamMma s
apepHoro PCA no4Tu uaeHTHYHA [UarpaMMe, IONy4eHHO! B CTAHAAPTHOM Bapu-
ante PCA (puc. 3.7). O6yuenne RBF-spa He IpMBOAMUT K YIy4IIEHHIO pe3y/IbTaTOB
NpY CHYKEHUM Pa3MEPHOCTM.
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Puc. 3.7. Pasoenenue HabniodeHuii ¢ ucnonv3o8anuem sdeprozo PCA

CHHrynspHoe pasnoxeHue

Alpyroit nogxon x o6y4eHnio 6a3oBoOi CTPYKType AAHHBIX 3aK/IIOYAETCA B I10-
HJDKEHUM paHra UCXOAHONM MATPUIIbI IIPU3HAKOB CIIOCO6OM, ROMYCKAIOIUM BO3-
MOXXHOCTb €€ BOCCTaHOBJIEHUA ITyTEM MCIIO/Ib30BaHM IMHEMHOM KOMOMHALMY He-
KOTOPBIX U3 BEKTOPOB, IIPMHA/IEXAIIX MaTpyLie MEHBLIETO paHra. ITOT IOMIXOf,
MSBECTEH KaK cunzynaproe pasnoxenue (singular value decomposition — SVD).

[ns reHepupoBaHusA MaTpULbl MEHbIIETO paHra B MeTofe SVD yaepxusawTcs
BEKTOPbI MCXO[{HOI MaTpPUIIbl, COfiepxalye 6ompiyio 4acTb MHGopMauuu (T.e. Te,
KOTOpbIE MMEIOT Hau6O/blMe CHHTYNAPHBIE 3HAaYeHMs). MaTpyLia IIOHV>KEHHOTO
paHra 3axBaTbIBaeT Hanbo/ee BaKHbIE S/IEMEHTHI B OPUTMHATIBHOM IIPOCTPAHCTBE
IIPU3HAKOB.

Bce 3to oyenb HanomuHaet Meron PCA, B KOTOPOM CHIKEHME pasMepHOCTH
MaHHBIX JOCTUTAETCA 33 CYET Pas/lOXEHMA KOBAPMALMOHHOM MAaTpuLbl 1O cob-
CTBEHHBIM 3HayeHMAM. PakTuyecky Bhrumcnenus mo Merony PCA Bxmovaror uc-
TI0/Ib30BaHNE CUHTYIAPHOTO Pa3/IoXeHMsA, HO 3Ta TeMa BHIXOAMT 32 PaMKM KHUTH.

Bor kak pa6ortaer Metog SVD.

# CuHTYJISpHOE pasJioXeHue
from sklearn.decomposition import TruncatedSVD
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n_components = 200
algorithm = 'randomized'
n iter =5

random state = 2018

svd = TruncatedSVD(n_components=n_components, algorithm=algorithm, \
n_iter=n_iter, random state=random state)

X _train_svd
X_train_svd

svd.fit transform(X train)
pd.DataFrame (data=X_train svd, index=train_index)

X validation_svd = svd.transform(X validation)
X validation_svd = pd.DataFrame (data=X validation_svd, \
index=validation_index)

scatterPlot (X_train_svd, y train, "cunrynapHoe pasznoxenue")

Ha puc. 3.8 noxa3saHo pa3pieneHne To4ek, FJOCTUTHYTOE C MCIIONb30BAHUEM ABYX
Hauboee BaXXHbIX BeKTOpoB SVD.

Faagenenue salnoaesnit CUHINYNRPHOE PaANoXeHne
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Puc. 3.8. Pasdenerue HabnwodeHuil ¢ Ucnonv3o8anuem
CUHZYNAPHO20 PA3NIONEHUS
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CnyvaiiHoe npoeuupoBaHue

Ewme ogHOit pasHOBMIHOCTBIO MMHEHOTO CHYDKEHNMSI Pa3MEPHOCTH ABJAETCA
METOJ C/Ty4aiHBIX ITPOEKLMI, B OCHOBY KOTOPOTO IOIOXKEHA /IEMMa O Ma/iOM MC-
KOKEeHUM, U3BECTHAA Kak nemma [woncona — /lundenuimpayca. CornmacHo atom
JleMMe TOYKM MHOTOMEPHOTO MPOCTPAHCTBAa MOXHO O0TOOPAa3sUTh B POCTPAHCTBO
rOpasjio MeHblle  pa3MEPHOCTY TaKMM 06Pa3oM, YTO PacCTOAHMSA MEXAY TOYKaMU
IOYTU He U3MEHATCA. [IpyTMM CIOBaMy, iaKe €C/IM Mbl IIepeiifieM OT IPOCTpaH-
CTBa BbICOKOJ Pa3MEPHOCTY K IPOCTPAHCTBY HU3KOM Pa3MEPHOCTH, 3TO He IpMBe-
JieT K USMEHEHUIO CTPYKTYPhl OPUTMHAIBHOTO Habopa IPU3HAKOB.

[ayccoBcKas cnyyaiHas npoeKuus

CyiecTBYOT 1B€ pa3HOBUIHOCTM CTYYalfHOTO IPOELMPOBAHUA: CTAHAAPTHAS
(eayccosckas) v paspe>keHHas.

B cnmy4ae rayccoBckoit cry4aiiHOi IIPOEKLMM MBI MOXKeM /MO0 yKasaTb Tpeby-
€Moe KO/IMYECTBO KOMIIOHEHT B YMEHBIIEHHOM IPOCTPaHCTBE NPU3HAKOB, 1M60
3ailaTb rUIeprnapamMeTp €ps, KOTOPblii KOHTPONMMPYET KauecTBO OTOOpakeHMs B
COOTBETCTBUM C TeMMoMt [koHCOHa — JIMHAeHITpayca. YeM MeHbllle ero 3Haye-
Hue, TeM 6Orbllle TeHEPUpPYeTCA M3MepeHMit. B HaleM npuMepe Mbl UCTIONb3yeM
MMEHHO IUIleprapaMeTp.

# TayccoBckas ciaydaiHas NPOeKLUs
from sklearn.random projection import GaussianRandomProjection

n_components = 'auto'
eps = 0.5
random state

2018

GRP = GaussianRandomProjection(n_components=n_components, eps=eps, \
random_state=random state)

X train GRP = GRP.fit transform(X train)
X_train_GRP = pd.DataFrame(data=X_train GRP, index=train_ index)

X validation GRP
X validation_ GRP

GRP.transform(X_validation)
pd.DataFrame (data=X_validation GRP, \
index=validation_index)

scatterPlot (X_train GRP, y train, "rayccoBckas ciydaitHas npoexuua")
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Ha puc. 3.9 nokasaHa fBymMepHasA To4e4YHas AMarpamMma, oaydeHHas C UCIOMb-
30BaHMEM FayCCOBCKOM C/Ty4aiiHON MPOEKLINM.

FPasnsnerne ratnonenuit. rayCccoRcKan CnyManHan npoesuma

MNepapiy aexTof

Puc. 3.9. Pasoenenue Habno0eHuil ¢ ucnonv3o8aHuem
2aYCCO8CKOU CNy4aliHot npoexyuu

HecMmoTps Ha TO YTO maHHBIN METOA AB/AETCA ORHONM M3 Pa3HOBMAHOCTEN /N-
HeJfHoro npoenypoBaHus Hanogobye PCA, clyyaitHas mpoeKLusa OTHOCUTCA K CO-
BEPLIEHHO APyroMy CEMECTBY METOLOB CHIDKeHMs pasMepHocTu. [TosTomy coor-
BETCTBYIOIL[aA TOYeYHaa AMarpaMMa 3aMeTHO OT/IM4AeTCs OT TOYEYHbIX AMArpaMM
CTaHJAPTHOTO, MHKPEMEHTHOTO, pa3pexxeHHoro u axepHoro PCA.

Pa3pexeHHas cnyyaiiHas npoeKums

TouHO Tak Xe, KaK CyllecTByeT paspexkeHHas Bepcus PCA, cymectsyer u pas-
peXeHHas BepcuA CY4altHOTo IIpOeLMPOBaHNA, U3BECTHAA KaK pa3pexceHHoe Cry-
uatiHoe npoeyuposarue (sparse random projection). TOT anrOpUTM COXpaHAET
OnpefieNIeHHbII YPOBEHb Pa3pexXeHHOCTH B NMpeo6pa3oBaHHOM MHOXECTBE NpHU-
3HaKOB M B 11e7IoM paboTaer 6onee apdexTBHO, Mpeobpasys OpUrMHaIbHBIE AaH-
Hble B PefyLIMPOBaHHOE IPOCTPAHCTBO ropasfo ObICTpee, YeM CTaHAapTHas rayc-
COBCKas NMPOeKLMUA.

# PaspexeHHas ClydalHas NOPOEKLMA
from sklearn.random projection import SparseRandomProjection
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n_components = 'auto'
density = 'auto'

eps = 0.5
dense_output = False
random state = 2018

SRP = SparseRandomProjection(n_components=n_components, \
density=density, eps=eps, dense_output=dense output, \
random_state=random_state)

X_train SRP = SRP.fit transform(X train)
X_train_SRP = pd.DataFrame(data=X train SRP, index=train index)

X validation_SRP
X validation SRP

SRP.transform(X validation)
pd.DataFrame (data=X validation SRP, \
index=validation_index)

scatterPlot (X_train SRP, y train, "paspexeHHas ciydaitHas npoekums")

Ha puc. 3.10 mokasaHa fByMepHas TO4eYHas [UarpaMMa, olmy4eHHas C MCIO/b-
30BaHMEM Pa3peXXEHHON CTy4aifHOM IIPOEKLMH.

Paspenete rabnoaernit’ PaspeesHan CryYantas npoexuws
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Puc. 3.10. Pasdenerue HabnodeHuil c Ucnonv3o8aHuem
paspexnenHoti cny4auHol npoexyuy
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MeTop Isomap

BMecTo mMHeHOTO NpoeLpoOBaHMA JAHHBIX M3 MHOTOMEPHOTO IIPOCTPaHCTBA
B IPOCTPAHCTBO HU3KOM pa3MEPHOCTHM MOXKHO MCIIO/Ib30BAaTh METOAbI HENMHEHO-
O CHIDKEHMA PasMEpPHOCTM. DTH METORBI Ha3bIBAIOT MHOZOKPAMHbIM 00y4eHuem
(manifold learning).

[Ipocreitias pasHOBUAHOCTb MHOTOKPAaTHOTO o6ydeHMA — u3omempuyeckoe
omo6paxcenue (isometric mapping — cokp. Isomap). ITogo6Ho apepHOMy PCA Mme-
Tof Isomap o6y4aeTcss HOBOMY, HU3KOpPa3MEPHOMY OTOOPaXXEHMIO OPUTMHAIBHOTO
Habopa NpU3HAKOB MyTeM BBHIYMCIIEHNA [/IS BCEX TOYEK NOMApHbIX KPUBOMMHEN-
HBIX PAaCCTOSHUIA, T.e. 2600€3UECKUX KPUBbLIX, a He eBKIMAOBBIX MMHMIA. [pyrumu
C7IOBaMy, OH 00y4aeTcs BHYTPEHHEN FeOMeTPUY MCXOAHBIX JaHHBIX HA OCHOBAHMM
TOTO, I/ie MMEHHO PacIoNoXXeHa TOYKA OTHOCUTENIBHO CBOMX COCefleil B Mpeenax
MHOro06pasns.

# Isomap
from sklearn.manifold import Isomap

n_neighbors = 5
n_components = 10
n_jobs = 4

isomap = Isomap(n_neighbors=n_neighbors, n_components=n_components, \
n_jobs=n_jobs)

isomap.fit (X_train.loc(0:5000, :])
X train_isomap = isomap.transform(X_ train)
X train_isomap = pd.DataFrame(data=X_train_isomap, index=train_index)

X _validation_isomap = isomap.transform(X validation)
X validation_isomap = pd.DataFrame (data=X_validation_isomap, \
index=validation_index)

scatterPlot (X_train_isomap, y_train, "Isomap")

Ha puc. 3.11 noxasaHa fByMepHas ToYeYHas [uMarpamMma, ony4eHHas ¢ MCIo/b-
3oBaHMeM MeTofia Isomap.
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Pasaenenue nabmogeswn: Isomap
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Puc. 3.11. Pasdenenue HabnodeHuii ¢ ucnonv3osanuem memooda Isomap

MHoromepHoe MacwTabupoBaHue

Mnozomeproe macwimabuposarue (multidimensional scaling — MDS) — ato
Pa3HOBMAHOCTD HEMMHEIHOTO CHIKEHMA Pa3MePHOCTH, KOTOpas 06y4aeTcs CXon-
CTBY TOYEK OPUTMHATBHOTO Habopa JaHHBIX ¥ MOJIENMMPYET 3TO CXOACTBO B MpO-
CTpaHCTBe MeHbILEell pa3MEPHOCTH.

# MuoroMepHoe MacurabupoBaHue
from sklearn.manifold import MDS

n_components = 2
n_init = 12
max_iter = 1200
metric = True
n_jobs = 4

random state = 2018

mds = MDS(n_components=n_components, n_init=n_init, \
max_iter=max_iter, metric=metric, n_jobs=n_jobs, \
random_state=random_state)

X train mds = mds.fit_transform(X_train.loc[0:1000, :])
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X train mds = pd.DataFrame(data=X_ train mds, \
index=train_index[0:1001])
scatterPlot (X_train mds, y train, "MHoromepHOe MacuTatupoBaHue")

Ha puc. 3.12 noxasaHa fByMepHas To4eYHas UarpamMma, ony4eHHas ¢ uCrosnb-
3oBauueM Metona MDS.

Painenenme HaBMIOOSHUI MHOTOMEDHOE MacLLTabupoBanmue

MeTtra

Puc. 3.12, Pasdenerue HabnodeHuti ¢ ucnonviosaruem memooa MDS

JlokanbHo-NNHeNHoe BNOXeHne

Jpyroi nonynApHbIA METON HEMUHENHOTO CHYXKEHUA PasMEPHOCTH — /10KANb-
no-nunetinoe énoxenue (locally linear embedding — LLE). Unes meTonma 3axmo-
4aeTcsA B COXPaHEHMM PACCTOAHMI MEXAY TOYKaMM B NpefieNax /IOKaJbHOro Co-
CefCTBa MPU NMPOELNPOBAHUM NAHHBIX U3 MCXOLHOTO NPOCTPAHCTBA MPU3HAKOB B
IPOCTPAHCTBO MEHbIIEN pasMepHOCTH. MeTop LLE BBIAB/IAET HENMMHENHYIO CTPYK-
TYPY B MCXOJHOM MHOTOMEPHOM IIPOCTPAHCTBE MyTe€M CETMEHTMPOBAaHUA OaHHBIX
Ha MeHbllIMe KOMIIOHEHTHI (I0Ka/lbHble 06/1aCTH COCEHUX TOYEK) M MOJENUPYeT
KaX/[y10 KOMIIOHEHTY KaK JTMHEefHOe BIIOXEHMe.

[l1s1 3TOrO aNTOPUTMa MBI 3afiaeM TpebyeMoe YMCIIO KOMIIOHEHT M KOMYECTBO
TOYEK, YYUTBIBAEMBIX B 3aflaHHOI 06/TaCT! COCENCTBA.

# JloxaneHO-JMHeHOe Bioxenme (LLE)
from sklearn.manifold import LocallyLinearEmbedding
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n_neighbors = 10
n_components = 2
method = 'modified’
n_jobs = 4

random state = 2018

lle = LocallyLinearEmbedding (n_neighbors=n_neighbors, \
n_components=n_components, method=method, \
random_state=random state, n_jobs=n_ jobs)

lle.fit (X train.loc[0:5000, :])
X_train lle = lle.transform(X_train)
X_train_lle = pd.DataFrame(data=X_train lle, index=train_index)

X validation lle = lle.transform(X validation)
X_validation_lle = pd.DataFrame(data=X validation lle, \
index=validation_index)

scatterPlot (X _train lle, y train, "nokaneHo-nuMHelHOe BJIOXeHME")

Ha puc. 3.13 nokasaHa fByMepHas TO4€YHas [UarpaMMa, oNy4eHHas C UCIIONb-
30BanMeM Metopa LLE.

Paagenstne salimogesnit. NOXansHO-NMHERN0E BROXeNNe

{iepabiii sexTop

Puc. 3.13. Pasdenerue HabarodeHuti c ucnonviosaruem memooa LLE

142 |  Tnasa3



(roxacTuueckoe BNoXeHue cocepeil
ct-pacnpepenennem

Cmoxacmuueckoe enosxenue cocedeti ¢ t-pacnpedeneruenm (t-distributed stochastic
neighbor embedding — t-SNE) — 3To MeTO/ He/MHEHOrO CHIXXEHUA Pa3MEpHO-
CTH, TIPMMEHSAEMBIiI /I BU3ya/lu3aLyy MHOTOMEPHBIX faHHBIX. B Meroge t-SNE
KaXKflasi MHOrOMepHasA TOYKa MOJENTMPYETCA B 2- MU 3-MepHOM NPOCTPAHCTBE Ta-
KMM 06pa3oM, 4TO CXOAHbIE TOYKM PacIlONaraloTcs B HeM IO COCEICTBY IPYT C ApY-
rOM, a HECXOJHble TOYKM — Ha yAa/leHuH. ITO IOCTUTAETCA 3a CUeT ydeTa AByX pac-
Tpefie/IeHnit BepOATHOCTHM — IO TapaM TOYeK B MHOTOMEPHOM MPOCTPAHCTBE Y 110
MapaM TOo4eK B MPOCTPAHCTBEe HM3KOJ pasMEPHOCTM, — IpUYeM TakuM obpasom,
4TOOBI CXO/IHbIE TOYKM MMeNM BBHICOKYIO BEPOATHOCTb, @ HECXOAHBIE — HMU3KYIO.
B uactHocTH, MeTop t-SNE MuHuMusupyer paccrosnue Kympbaka — Jleitbnepa
MEXZy AByMsA pacrpefeeHnAMN.

Ha npakruke, npexne 4yeM npumeHats Metop, t-SNE, mydie npegsapurensHo
MCTIO/B30BaTh KaKOM-TO APYTOit METOJ, CHIDKEHMA pasMepHocTH (Hanpumep, PCA,
KaK CAeIAaHO B JAHHOM C/yd4ae). 9TO NMO3BO/IAET CHU3UTh YPOBEHb LIYMOB B IIpH-
3HaKax, KoTopble nepegatorcsa MeToRy t-SNE, 4to yckopser paboTy anropurma.

# t-SNE
from sklearn.manifold import TSNE

n_components = 2
learning_rate = 300
perplexity = 30

early exaggeration = 12
init = 'random'
random_state = 2018

tSNE = TSNE (n_components=n_components, learning rate=learning rate, \
perplexity=perplexity, early exaggeration=early exaggeration, \
init=init, random_state=random_state)

X _train tSNE = tSNE.fit transform(X_train PCA.loc([:5000, :9])
X_train tSNE = pd.DataFrame (data=X_train_ tSNE, \

index=train index[:5001])

scatterPlot (X_train tSNE, y_train, "t-SNE")
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B Merope t-SNE ucnonbayeTcs HeBbinykinas GpyHKLUMs TOTEPD, @ 3TO 03-
HavaeT, YTO pasHble CMOCOOB! MHMLMAMM3ALMN aITOpUTMa OYRYT IpH-
BOJMTD K PasHbIM pe3ynbraTaM. CTabu/IbHOTO pellleHNs He CYLIeCTBYeT.

JIByMepHas ToYeYyHas AMarpaMma, IIOTyYeHHas C MCIIONb30BaHMEM MeTOAa
t-SNE, npusenena Ha puc. 3.14.

Paanenenve nabnogenmin: 1-SNE

Puc. 3.14. Pasdenernue Habmooderuil ¢ ucnonviosaruem memooa t-SNE

ﬂpyrue MeToAbl CHKEHUA pa3MepHOCTH

Mp&1 paccMOTpeny KaK MMHENHbIE, TAK U HENMHEHbIe BADMAHTBI CHYDKEHNS pas-
mepHocTH. O6Ccyaum Tenepb METOAbI, KOTOPbIE He 3aBICAT OT TeOMETPUM /U TIPO-
CTPaHCTBEHHO! METPUKM.

CnoBapHoe 06y4eHune

OmnH u3 Takux MeTonoB — cnosaproe o6y4enue (dictionary learning), ocHo-
BaHHOE Ha 00yYeHNM pa3peXXeHHOMY IIPEfCTABIEHMIO MICXOAHBIX AaHHBIX. Pe3y/nb-
TUpYIOLlasl MaTPUIA HAa3bIBAETCA C/I08APeM, a Pe3yNbTUPYIOLMe BEKTOPhI B C/IO-
Bape — amompi. Ilocnequue npencTapnAoT co60it MpocThie 6MHAPHbIE BEKTOPHI,
KOMITOHEHTaMM KOTODBIX CITY>XXaT HY/IU U efMHMLbL. KaK/ablit 3K3eMIIIAp MCXOMHBIX
JaHHBIX MOXET OBITh PEKOHCTPYMPOBAH B Bifie B3BELIEHHOM! CYMMBI aTOMOB.
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Ecnu npesnonoXuts, YTo UCXOLHBI Hab6Op HaHHBIX COAEPXMUT d TIPU3HAKOB,
a C/I0oBapb — 1 aTOMOB, TO BO3MOXKHBI JBa BApMAHTa: CIOBAapb ABNAETCA 6O He-
nonusiM (1 < d), tn6o nepenonHesHsM (n > d). Henmonuslit cnoBaps obecneunpaer
CHIDKEHMe Pa3MEPHOCTH, IPEACTAB/IAA MCXORHBIE JaHHbIE MEHBLINM KOTMYECTBOM
BEKTOPOB, Ha YeM MBI ¥ CHOKYCHPYeM CBOE BHUMaHMeE'.

CyliecTByeT MuHU-naxemuas Bepcus CI0BapHOTO 06ydeHMs, KOTOPYIO MBI IIpH-
MEHMM K HallleMy Habopy faHHbIX pykonucHbIX imu¢p. Kak u B cryyae apyrux me-
TOJOB CHYDKEHUSA pa3MEPHOCTH, MbI 3aJiai¥M KO/IM4eCTBO KOMIIOHEHT. Kpome Toro,
Heo6X0oaMMO 3aJaTh pa3Mep MaKeTa ¥ KOMMYECTBO UTepaLyii 06ydeHNs.

ITocKo/nbKy MBI XOTMM BU3ya/TU3MpOBaTh U306paXKeHN C IIOMOLIBIO IBYMEPHOI
TOYEYHOU AMArpaMMBbl, HaM /1A 00y4eHUs HeoOXOAMM O4YeHb IVIOTHBIN CIOBapb,
HO Ha ITPaKTHUKe CIER0BANO ObI MCIIONMb30BaTh 60/Iee pa3peXKeHHYI0 BEPCHIO.

# MMHM-TIaKeTHOEe CJIOBAapHOe OOyueHue
from sklearn.decomposition import MiniBatchDictionaryLearning

n_components = 50
alpha =1

batch size = 200
n_iter = 25

random state = 2018

miniBatchDictLearning = \
MiniBatchDictionaryLearning (n_components=n_components, \
alpha=alpha, batch size=batch_size, n_iter=n_iter, \
random_state=random_state)

miniBatchDictLearning.fit (X_train.loc[:, :10000])
X train miniBatchDictLearning = \
miniBatchDictLearning.fit_transform(X_train)
X _train miniBatchDictLearning = \
pd.DataFrame (data=X train miniBatchDictLearning, \
index=train_index)

X validation_miniBatchDictLearning = \
miniBatchDictLearning.transform(X validation)
X validation miniBatchDictLearning = \
pd.DataFrame (data=X_validation _miniBatchDictLearning, \
index=validation_index)

! Tlepeno/nHeHHbIN CMOBAPb CTYXXUT APYTUM Lie/IAM M HAXORUT pUMEHEHMe B TaKMX 06/IacTAX, Kak
cxarue 1306paxeHun.
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scatterPlot (X_train miniBatchDictLearning, y_train, \
"MMHM-TIaKeTHOE CloBapHoe obyueHue")

Ha puc. 3.15 nmoka3aHa gByMepHas ToYeYHas fuarpaMma, ojay4eHHas ¢ UCIo/b-
30BaHMEM C/TOBapHOTo 06ydeHus.

*DaLIA BEXTOY

Puc. 3.15. Pasoeneriue Habm100eHuti ¢ UCNONb30BAHUEM CLOBAPHOZ0 06yHeHUS

AHanu3 He3aBMCUMbIX KOMNOHEHT

OpHa 13 mpo67eM, ¢ KOTOPOJ YacTO TIPUXORUTCA CTaNKUBAThCA Npy paboTe ¢
Hepa3Me4YeHHbIMM NaHHBIMM, 3aK/TIOYAeTCA B TOM, YTO B MMEIOIMECA IPU3HAKH
BHEIPEHB! MHOTOYMC/IEHHBIE HEe3aBMCUMble CUTHabL. VICIIONb3ys aHanus Hesaeu-
cumpix komnonenm (independent component analysis — ICA), MOXXHO BBIENATH
3TH TpMMecH B OTAeNbHbIE KOMMOHeHTHL. Ilo 3aBepiieHMM Takoro paspeneHus
MbI CMOXKEM PEKOHCTPYMPOBATD /TI060J 13 OPUTMHANBHBIX IIPU3HAKOB, CyMMUPYA
onpepeneHHble KOMOMHALMM MHAVBUAYATbHBIX KOMIOHEHT, KOTOpbIe TeHEpUpY-
torcs. Meton ICA mmpoko npuMensercs npu obpaborke curnanos (Hampumep,
U1 MAEHTUOUKALMY TOTIOCOB OTAENbHBIX IOAEHA B ayAMOK/IMIIE, 3aNIMCAHHOM B
IIyMHOM KadeTepun).

Bor kak pa6oraer meton ICA.

# AHanM3 He3aBMCUMHIX KOMIOHEHT
from sklearn.decomposition import FastICA
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n_components = 25
algorithm = 'parallel’
whiten = True
max_iter = 100
random_state = 2018

fastICA = FastICA(n_components=n_components, algorithm=algorithm, \
whiten=whiten, max iter=max iter, random state=random state)

X train fastICA
X _train fastICA

fastICA.fit_transform(X_train)
pd.DataFrame (data=X_train_fastICA, \
index=train_index)

X validation_fastICA
X_validation fastICA

]

fastICA.transform(X validation)
pd.DataFrame (data=X validation_fastICA, \
index=validation_index)

n

scatterPlot (X_train_ fastICA, y train, "aHanM3 He3aBMCHMMEIX KOMIOHEHT")

Ha puc. 3.16 mokasana gsymepHas ToYeYHas AMarpaMma, IoTy4eHHas C UCTIO/b-
3oBaHueM Meroma ICA.

Pazgenerue nalnonenmit. aHani3 He3aguCuMbiX KOMNOHENT
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Pe3iome

B 37011 r1aBe Mbl BBENM M UCCIIEOBANM PAS A/ITOPUTMOB CHYDKEHUA pasMepHO-
CTH, Ha4YaB C IMHEMHBIX METOAIOB, Takux Kak PCA u mMeTop cry4aifHbIX MpOeKIuiA.
Manee MbI 06CYAM/IN HENMMHEIHBIE METORBI, Takue KakK Isomap, MHOrOMepHOe Mac-
mrabuposanue, LLE u t-SNE. Taxoke 6bI11 paccMOTpEHBI METObI, HE OCHOBaHHbIE
Ha NPOCTPaHCTBEHHBIX METPMKAX, B YaCTHOCTH, c/loBapHOe o00y4erue u ICA.

CHyKeHMe DasMEpPHOCTM IIO3BO/AET IIePEHOCUTb Hambolee CyILEeCTBEHHYIO
MHGOPMAIMIO B MPOCTPAHCTBO C MEHBIIMM KOTMYECTBOM M3MEPEHMII IyTeM 06y-
4eHMA 6a30BOV CTPYKTYpe AHHBIX, IpHUUeM 6e3 UCTIONB30BaHUA KaKUX-TUGO Me-
TOK. [IpuMeHss 3T anropuTMbl K Habopy pykonucHsix uudp MNIST, Mbl cMorin
IO6UTBCA pasyMHOTO pasfieNieHus M306pakeHuit Ha OCHOBAHMM IPEACTAB/IAEMbIX
uMu 1P, UCHIONB3YA BCETO /IMIIDb ABA U3MEPEHMUSL.

3STO M03BONMNIO BaM y6EAUTHCA B TOM, HACKO/IBKO OTPOMHBI BO3MOXXHOCTY IIOf1-
XOJI0B, OCHOBaHHBIX Ha CHVYOKEHMM Pa3MEPHOCTH AaHHBIX.

B rnaBe 4 Mbl NOCTPOMM NpUNIOXKEHME HA OCHOBe O6ydeHns 6e3 yumrens, uc-
II07Ib3ysl ANITOPUTMbI CHVDKEHMA PasMEpPHOCTH. B yacTHOCTM, MBI BepHeMcA K 3a-
maye o6HapY>XEHUA MOMIENIbHBIX ONepaLuif ¢ 6aHKOBCKMMM KapTaMmy (cM. ITL 2) u
TMOMBITAEMCS OTAENMUTD TOAMIEIbHBIE TPAH3AKIMM OT HOPMa/IbHBIX, He MCITONb3Ys
METKH.
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TNABA 4
06HapyxeHune aHOManui

B rmaBe 3 MBI pacCMOTpeNy OCHOBHBIE a/ITOPUTMBI CHIDKEHUA Pa3MEPHOCTH U
MCCIIE[OBA/IN MX CMOCOGHOCTD 3aXBAaThIBaTh Hambo/ee CyIeCTBEHHYIO YacTh MH-
¢opmaumn u3 6asbl gaHHbIX pykomucHbIX uudp MNIST, sHaunTeNbHO CHMXASA
Pa3MepHOCTb 10 CPaBHEHMIO C IEpBOHaYa/lIbHBIMU 784 n3mepennamu. Jlaxe ecnu
OCTaBMTb BCETO AABa M3MEPEHMA, AITOPUTMBI 06€CIIedMBAIOT Pa3syMHOE pa3fieNieHue
unbp 6e3 MCIONBb30BAHMS METOK. DTO CIY)KUT CBUAETENLCTBOM 3P (eKTUBHOCTH
anroputMoB obydeHus 6e3 yumTens — OHM MOTYT 06ydaTbcs 6a30BOI CTPYKType
[AHHBIX ¥ TIOMOTAIOT BbIAB/IATH CKPBIThIE 3aKOHOMEPHOCTY B OTCYTCTBME METOK.

B aToit r1aBe Mb1 6yAeM cO3aBaTh NMPUIOKEHME MALIMHHOrO 06yveHMs, uc-
T0/Ib3ys METOABI CHYXKEHUA Pa3MEPHOCTH, PACCMOTPEHHBIE B IPEABINYIIEi IT1aBe.
Ms1 BepHeMcs K 3afjade U3 I71aBbI 2 ¥ peannsyeM CUCTeMY, IO3BO/AIOIIYI0 06HapY-
)XMBATh TNOIMBITKY MOIIEHHNYECTBA C 6aHKOBCKMMM KapTaMy, TOMBKO Ha 3TOT pas3
6e3 MCIIoNIb30BaHUA METOK.

B peanbHocTH danbcudukaumsa 4acTo 0cTaeTcs He3aMeveHHOI!, ¥ MUIIb 06Ha-
py>eHHBbIe (paKTBI MOLIIEHHMYECTBA MO3BO/IAIOT J06ABUTh METKM B HA6OPp JaHHBIX.
Boree Toro, cxeMsl MOILIEHHUYECTBA CO BpEMEHEM MEHAIOTCA, IIO3TOMY CHUCTEMBI
Ha OCHOBE OOY4YeHMA C yuuTeNeM, TOKOOHbIE TOI, KOTOPYIO MbI CO3/Ia/M B I/IaBe 2,
Teps0T 3¢ dekTUBHOCTb. OHM MO3BONAIT BBIAB/ATh Y>K€ BCTPEYABIIMECH THUIIbI
TIOAAENOK, HO He CIOCOOHDI afalTHPOBAThCA K HOBBIM CXeMaM.

B cuny ykasaHHBIX IpH4MH (OTCYTCTBME SOCTATOUHBIX METOK M HEOOXOMMOCTD
KaK MOKHO ObICTpee afianTUpOBaThCs K HOBBIM BUaM MOLIEHHMYECKMX OnepaLui)
Bce 60/IBLIYIO TOMY/IAPHOCTD MPHOOPETAIOT CHUCTEMBI BHIAB/IEHMA MOILIEHHUYECTBA,
OCHOBaHHbIe Ha 00y4eHnu 6e3 yunrens.

06Hapy»eHne NONbITOK MOLLIEHHWYECTBA
¢ 6aHKOBCKMMMN KapTamu

BepHeMcs K 3afjaye BbIsAB/IEHMsA HE3aKOHHBIX OIepaluii ¢ 6aHKOBCKMMM KapTa-
MU, KOTOpas paccMaTpyBaach B ITIaBe 2.



MoaroToBKa AaHHbIX

[Togo6HO TOMY, KaK 3TO /1e/1a/IoCh B I/IaBe 2, 3arPy3UM Habop AaHHBIX ¢ MHPOP-
Malmeit 06 ornepaumax ¢ 6aHKOBCKMMM KapTaMM, CTeHEpUpYeM MaTpUIly IIpU3Ha-
KOB ¥ MacCUB METOK M paso6beM METKY Ha TPEHMPOBOYHDII ¥ TECTOBBI HabopHI.
MeTku 6yRyT MCTIONB30BAThCA HE /1A 0OHAPY)KEHUS aHOMA/INIA, a JI/IAA TOTO, YTOObI
06/1eryuTh OLIEHKY BO3MOXXHOCTE CO3/JaBa€MOJ CHCTEMBI.

Kak Bl noMHUTe, Bcero umeercs 284 807 TpaH3akumit c 6aHKOBCKMMM KapTamu,
U3 KOTOpBIX 492 NOAfENbHbIE, X MM IIPUCBOEHBI NOOKNUTENbHBIE (ITOATBEPXK/IAI0-
Ie MX MOLIIEHHUYECKMI CTaTyC) METKU, paBHbIe efuHuIe. OcTanbHble (HOpMasb-
Hble) TPaH3aKLMM CHaGXKeHbl OTPYULIATENbHBIMM (YKa3bIBAIOIIMMM Ha OTCYTCTBHUE
MOILEHHNYECTBa) MeTKaMy, paBHbIMY 0.

MsI pacnonaraem 30 nmpu3HaKaMy, IPUTORHBIMYU /It OOHAPY>KEHNS aHOMAIHIA:
BpeMs TPaH3aKIIMM, CyMMa TPaH3aKIMM, a TaKKe 28 IIaBHBIX KOMIIOHEHT. Paso-
6beM HabOp JAHHBIX Ha TPEHMPOBOYHBIN (comepxammit 190 820 Tpansakumit u 330
IPYMEpPOB MOAENKM) M TECTOBBIN (copep>xammit octaBuecs 93 987 TpaHsakumit
¥ 162 npuMepa IOARENKHM).

# 3arpyska HaboOpOB HaHHHX

current_path = os.getcwd()

file = os.path.sep.join(['', 'datasets', 'credit card data', \
'credit_card.csv'])

data = pd.read_csv(current path + file)

dataX
dataY

data.copy() .drop(['Class'], axis=1l)
data['Class'].copy()

featuresToScale = dataX.columns
sX = pp.StandardScaler (copy=True)
dataX.loc([:, featuresToScale] = \

sX.fit transform(dataX[featuresToScale])

X train, X test, y train, y test = train_test split(dataX, data¥, \
test _size=0.33, random_state=2018, stratify=dataY)

Onpepenenne GyHKLUN ANA OLLEHKN aHOMANMM

Jlanee HaM HY>XHO HamycaTbh QYHKUMIO, ONPeAeNAIOLIYI0, HACKOIbKO HEO6BbIYHa
KaXas TpaH3akuus. Eciu McXoauTh 13 TOTO, YTO MONBITKY MOLIIEHHMYECTBA BCTpe-
YalOTCA PEAKO U B YEM-TO OT/IMYAKOTCSA OT 6ONBIIMHCTBA TPaH3aKLMI, ABIAIOIMXCA
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3aKOHHBIMM, TO MOXKHO TIPEAIONOXKNUTD, YTO YeM BbIlle CTEeNleHb aHOPMANbHOCTU
TPaH3aKL[1M, TEM BblLlIe BEPOATHOCTb TOTO, YTO OHA AB/IAETCA MOIIEHHNYECKON.

Kak o6cy>xaanoch B npensIAyLieit I/1aBe, aITOPUTMbI CHIDKEHUST Pa3MEPHOCTH
YMEHbIUAIOT Pa3MEPHOCTb HAHHBIX, OFHOBPEMEHHO IbITaACh MMUHMMM3UPOBAThH
OIMOKY MX PeKOHCTPYKLyM. [IpyTMMM CIOBaMM, 3TH a/JTOPUTMBI IILITAIOTCS 3a-
XBaTUTb Haubornee CyllleCTBEHHbIE IPM3HAKM TaK, YTOOBI C X MOMOLIBI0 MOXHO
661710 06€ecTIeYynTb KaK MOXXHO 607iee IOTHOE BOCCTAHOB/IEHME MCXOAHOTo Habopa
IPM3HAKOB TI0 PeAyLMPOBaHHOMY Habopy. OfHaKo Ipy nmepexofie K IPOCTPaHCTBY
6onee HM3KON PasMEPHOCTH aITOPUTMBI He B COCTOSHMM 3aXBaTUTh BCKO MHGOP-
Maruio 06 McxogHoM Habope. CneoBaTenbHO, 06paTHasA PEKOHCTPYKUMsA BCerAa
6yneT BEINIOTHATBCA C ONPeie/IeHHON IIOTPEIIHOCTBIO.

B KxoHTeKkcTe Haiero Habopa HaHHBIX Hau6oMbLIAA OMIMOKA PEKOHCTPYKLMK
6ymeT reHepMpOBaTbCA Ha TeX TPAH3aKUMAX, KOTOPBIE C/IOXKHEe BCEr0 CMOMIENNPO-
BaTb, T.€. Ha TPAH3aKLMAX, KOTOphIE BCTPEYAIOTCA pexXe BCETo U ABMAITCA Haubo-
nee aHoManbHBIMMU. [T0CKO/IBKY MOLIIEHHMYECKMe TPAH3aKIMM BOSHMKAIOT HEYacTO
¥ TPEATONOXUTENBHO OTIMYAIOTCA OT HOPMA/bHBIX TPAH3aKLMi, UMEHHO OHM
6yayT AaBaTh Hambonbllyio ommMOKYy peKoHCTpyKumu. [ToaTomy MBI Onpefenum
OLIEHKY aHOMa/IMM KaK OWMOKY PeKOHCTPYKLmM. [ KaXKaoi TpaH3aKLuy omm6-
Ka PeKOHCTPYKLMY NPEACTaB/IsAeT cO60/1 CyMMY KBafipaTOB PasHML] MEXY MCXOA-
HOJ1 MaTpy1Lieii IPUIHAKOB ¥ PEKOHCTPYMPOBAHHO MaTPUIIEN, IOTYyYEHHOM C UC-
TONb30BaHMEM ANITOPUTMa CHIDKEHUsI pasMepHOCTH. Mbl 6ylieM MacTabupoBaTh
3Ty CyMMy KBafIpaTOB B MHTepBaJie OT MMHMMA/IbHOM 10 MaKCUMA/IbHOM CyMMBI
KBaJ[paToB, BBIYMC/IEHHOI! 1A BCero Habopa AaHHBIX, YTO6BI Bce 3HAYeHMA ommb-
KM PEKOHCTPYKLMY /IEXKa/M B AMATIA30HE OT HY/IA A0 eUHMIIBL.

3HayeHMs OWMOKYM PEKOHCTPYKUMM I TPaH3aKLMil ¢ HambOMbIIe CyMMO
KBafipaToB pasHuI| 6yAyT 6/M3KM K eIMHMIIE, TOTAA KaK B CTyvae TPaH3aKLuii ¢
HauMeHbIlEeH CyMMOJ KBa/IpaTOB Pa3HMIL ST 3Ha4eHusA 6yAyT 61MU3KHM K HYIIO.

Bce 310 y>xe JO/DKHO 6b1Th BaM 3HAKOMBIM. Kak 1 B c/Ty4ae CO3/[aHHOTO B I/1aBe 2
pellieHMs1 Ha OCHOBE OOYUeHNMsA C YYMUTENEM, aITOPUTM CHIDKEHMS PasMEPHOCTH B
KOHEYHOM cyeTe 6yaeT Ha3Ha4yaTh KaKAOM TPaH3aKLMM OLIEHKY aHOMa/IMM B Aua-
na3oHe OT Hy/A A0 eAuHMLBL. Hy/b COOTBETCTBYeT OOBIYHBIM TPAH3AKLMAM, 2 €[U-
HMLIA — aHOMa/IbHBIM (KOTOpble, BEpOATHEE BCETO, AB/IAIOTCA MOLIEHHNIECKNUMM).

BoT xak BBIMIAAUT QYHKIMA OLEHKH.

def anomalyScores(originalDF, reducedDF):

loss = np.sum((np.array(originalDF)-np.array (reducedDF))**2, \
axis=1)

loss = pd.Series(data=loss, index=originalDF.index)

loss = (loss-np.min(loss))/(np.max(loss)-np.min(loss))

return loss
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OI'IPEAEIIEHME METPUK OLleHKHN

Hecmotps Ha TO YTO mpy 06HAPY>XKEHMM NOMBITOK MOIUEHHNYECTBA METKM HE
3a/IeiCTBYIOTCS, Mbl 6y/ieM IPMMEHATD UX A/A OLEHKM pa3pabaTbiBaeMbIX pelle-
HMA. MeTKM MOMOTYT HaM NOHATb, HACKO/IbKO XOPOLIO IIPHU/IOXKEHUSA CIIPABIAIOTCS
C BBIAB/IEHVIEM M3BECTHBIX CXEM MOILEHHUYECTBA.

Kax u B rnaBe 2, Mbl 6yneM MCII0/Ib30BaTh KPUBYIO “TOYHOCTb — IOJIHOTA, CPeA-
HIOI0 TOYHOCTb ¥ ToKa3aTenb auROC B kayecTBe METPHK OLIEHKH.

Bot ¢yHKkimsa, KoTOpas 6yAeT BHIBOGUTD Pe3ynbTaThl B rpaduueckoM BUAE.

def plotResults(truelabels, anomalyScores, returnPreds = False):
preds = pd.concat ([truelabels, anomalyScores], axis=1)

preds.columns = ['trueLabel', 'anomalyScore']
precision, recall, thresholds = \
precision recall curve(preds|['truelabel'], \

preds['anomalyScore'])
average_precision = \
average_precision_score (preds['trueLabel'], \
preds|['anomalyScore'])
plt.step(recall, precision, color='k', alpha=0.7, where='post')
plt.fill between(recall, precision, step='post', alpha=0.3, \
color='k"')

plt.xlabel ('Nlonuora')
plt.ylabel ('TounocTr')
plt.ylim([0.0, 1.05])
plt.xlim([0.0, 1.0])

plt.title('KpuBas "TOYHOCTHL - MOJHOTA": CPENHAS TOYHOCTBL = \
{0:0.2f}"'.format (average_precision))

fpr, tpr, thresholds = roc_curve(preds['truelabel'], \
preds['anomalyScore'])
arealUnderROC = auc(fpr, tpr)

plt.fiqure()

plt.plot(fpr, tpr, color='r', lw=2, label='ROC-kpueas')
plt.plot ([0, 1], [0, 1], color="k', lw=2, linestyle='--')
plt.x1im([0.0, 1.0])

plt.ylim([0.0, 1.05])

plt.xlabel ('lons JIOXHOMOJOXUTENEHEX MCXOMOB')

plt.ylabel ('Ionsa MCTUHHOMOJIOKUTENBLHHX MCXOHOB')
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plt.title(’ Pabouass xapakTepuMCTMKa npumeMHMKa: \n \

mowane nox kpueoit = {0:0.2f}'.format (areaUnderROC))
plt.legend(loc="lower right")
plt.show()

if returnPreds==True:
return preds

MeTKM NOARENOK M OLEHOYHbIE METPUKM TIOMOTYT HaM TIOHATD, Ha-
CKO/ILKO XOPOLIO CUCTeMa Ha OCHOBe 06y4yeHus 6e3 yuuTena cnpasis-
eTCA C pacNO3HaBaHMEM MU3BECTHBIX CXeM MOLIEHHUYECTBA, T.€. TUIIOB
MOIIIEHHUYECTBA, KOTOpbIE OBIIM YCTAHOB/IEHBI PaHee M JULA KOTOPBIX
MMEITCA METKMU.

OnHako MBI He CMOXXeM OLieHUTb 3 HeKTUBHOCTb CHCTEMBI B OTHOLIIE-
HUMM PACNO3HABaHMA HEM3BECTHBIX CXeM MOLIEHHMYeCTBa. [Ipyrumu
c/1oBaMy, B Ha6ope AaHHBIX MOTYT IIPUCYTCTBOBaTh 06paslibl, HEKOP-
PEKTHO TMOMeueHHbIe KaK MOAReNbHbIe B CUITy TOTO, YTO (puHaHCOBasA
KOMITaHUA paHee He CTa/IKMBA/Iach C HUMM.

Cpa3y e CTOMT OTMETHTb, YTO OLIEHMBATb CUCTEMBI Ha OCHOBe 06yye-
HUA 6€3 yUUTe/Is1 HAMHOTO TPYAHEE, YeM CUCTEMBI Ha OCHOBE 06ydYeHus
c yunteneM. O KauecTBe CUCTEM Ha OCHOBe 0OyueHus 6e3 yuurens 4a-
CTO CYAAT 1O MX CIIOCOGHOCTM BBIAABNIATD M3BECTHBIE CXEMbl MOLLIEHHMU-
yectBa. Ho 3Ta onenka HemonmHas. Boito 661 mydine, ecnu 61 MeTpUKa
II03BO/IANIA OLIEHUTD CIIOCOOHOCTD CUCTEMBI MAEHTUDUIMPOBAT HEU3-
BECTHbIE CXeMbl MOLIEHHUYECTBA, KaK B paHee M3BECTHBIX, TaK 1 B 6y-
MYLIMX HAHHBIX.

[TocKOMBKY MbI He MOXXeM BHOBb 06paTUTbCA K GMHAHCOBOM KOMIIa-
HMM ¢ Ipocb6oit OLEHUTh paHee HeM3BECTHbIE 0Opa3Lbl MOLIEHHMU-
4ecTBa, UAEHTH(ULMPOBAHHbIE HAMM, MBI BBIHY)KEHBI OLICHMBATb
pellleHUs Ha OCHOBe 00yueHMsA 6e3 yuuTens MCXOAsA MCKMIOYMTENbHO
M3 TOTO, HACKO/ILKO XOPOLIO OHY 0OHAapY)XMBAIOT U3BECTHBIE 06Pa3IIbI
nopaenok. OLieHNBas pe3ynbTaThl, O4€Hb BAXXHO He 3a6bIBaTh 06 3TOM
OTpaHMYEeHUN.

OnpepeneHne GyHKLMM ANA NOCTPOEHUA rpaduKa

Y106B1 0TOOPA3UTh pasfieNeHne TOYEK, AOCTUTHYTOE C TOMOIIbIO aIrOpUTMa
CHWKEHMs Pa3MEPHOCTH /IS ABYX MEPBbIX M3MEPEHMIA, Mbl BOCIIO/Nb3yeMCcs QYHK-
IMelt MOCTPOEHMA TOYEYHBIX AMAarpaMM U3 I/IaBHI 3.
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def scatterPlot (xDF, yDF, algoName):
tempDF pd.DataFrame (data=xDF.loc[:, 0:1], index=xDF.index)
tempDF = pd.concat ((tempDF, yDF), axis=1, join="inner")
tempDF.columns = ["IllepBent BexTOp", "Bropoiy BexkTop", "Merka"]
sns.lmplot (x="IlepBeit BekTOp", y="BTopoi Bekrop", hue="Merka", \

data=tempDF, fit reg=False)

ax = plt.gca()
ax.set_title("Pasnmenenue HaOmopenuit: " + algoName)

06HapyxeHue aHOMan1i C NOMOLLbI0 CTaHAAPTHOTO
metopa PCA

B riaBe 3 6b1/10 IPOAEMOHCTPUPOBaHO, Kak MeTof; PCA 3axBaThiBaeT 60/1b1i1yIo
vactb uHpopMauun, cofepxaineiics B Habope ganubix MNIST, ncnons3sys scero
JMIIb HECKO/TBKO KOMIIOHEHT, KO/IM4eCTBO KOTOPBIX rOpa3fio MeHbllle KOMNYECTBA
[epBOHAYa/IbHBIX M3MEPEHNIt. B Ie/ICTBUTENLHOCTH BCETO IMIID BYX M3MEPEHMIA
XBAaTM/IO A/LsL TOTO, YTOGOBI BU3Ya/IbHO pa3fieNuTh U300paXKeHNA Ha OTYETIMBO pa3-
NINYHbIE TPYTINbI, UCXOAA U3 NPENCTABIAEMbIX UMM LMPP.

Tenepb, OTTanKMUBasACH OT 3TOM KOHLENUMM, MBI ucnonb3yeM metop PCA pna
n3ydeHus 6a3oBOil CTPYKTYpbl HabOpa [aHHBIX, OMMCHIBAIOILETO TPAH3AKUMM C
6aHKOBCKMMM KapTamu. [Toc/e 3TOro Mbl ucronb3yeM o6y4eHHYI0 MOJIe/b A/IA pe-
KOHCTPYKLIMM TPaH3aKIMii ¥ pacCYMTAEM, HACKO/IbKO PEKOHCTPYMPOBaHHbIE TPaH-
3aKUMM OTIMYAIOTCA OT NEPBOHAYa/lbHBIX. Te TpaH3akIMM, C BOCCTAHOBIEHMEM
kotopsix MeToA PCA crpaBuics XyxKe BCero, BIAIOTCA Haubonee aHOMambHBIMU
(1, BeposiTHee BCETO, MM COOTBETCTBYIOT MOIIEHHIYECKME OTepaLyuy).

BcnioMHuTe, 4TO MMelolMecs B HallleM pPaclOpsOKEHMM INpU3HAKM,
COOTBETCTBYIOLIME TPAHSAKLMAM U3 Habopa MaHHBIX, yXe ABIATCA
BbixofioM Metoga PCA u 6111 npefocTaBneHbl HaM GUMHAHCOBOM KOM-
nanueyt. OfHaKo He 6yfieT HI4ero HeOOBIYHOTO Y B TOM, YTO MbI BBITOJ-
HUM aHa/u3 A o6HapyXeHNA aHOMauit, MCIIONb3ys Ha6Op MaHHBIX C
Y>Ke YMEHbLIEHHOI pasMepHOCTbI0. Mbl mpocTo 6ymem ob6pabaTeiBaTh
MCXORHbIE ITaBHble KOMIIOHEHTHI TaK, Kak ecrtu 6b1 OHM 6bITM npenoc-
TaB/IEHB! HaM B Ka4eCTBE MCXOJHBIX MPU3HAKOB.

Bripeab Mbl 6yieM TpaKTOBaTh MCXOHbIE I/TaBHble KOMIIOHEHTbI MMEH-
HO KaK MCXOAHbIe npu3Haky. J/Iro6oe ymoMuHaHMe I/TaBHBIX KOMIIOHEHT
OymeT OTHOCUTBCA K ITTABHBIM KOMIIOHEHTaM, NOTy4YeHHbIM B Pe3y/ib-
TaTe aHa;mu3a PCA, a He K OpUTMHA/TbHBIM TIPU3HAKaM, KOTOpbIe 6bIIn
HaM NPeOCTaB/IEHBI.
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IIpexne Bcero, nomsiTaeMcs MOHATH, nodeMy PCA — u CHuDKeHMe pasMepHO-
CTH B 1{e7IOM — TOMOTa€eT HaM o6Hapy>XuBaTh aHoMamuu. [Ipoliecc CHYKEHMA pas-
MEPHOCTH, B COOTBETCTBMM C T€M, KaK Mbl €r0 ONpeNeNIMIM, OCHOBAH Ha OLIEHKE
OIIMOKY PEKOHCTPYKLIMM AAHHBIX. MBI XOTHM, YTOOBI OIIMOKa PeKOHCTPYKLMM 1A
TpaH3aKLMil PEAKOTO TUIIa — TeX, KOTOpPbIe, BEPOATHEE BCETO, AB/IAIOTCA NOAE/b-
HBIMU, — ObI/Ia KaK MOXKHO 60/IbILIEl, a /I OCTa/IbHBIX TPAH3aKIUIT — KaK MOXHO
MeHbIIEe.

B cnyyae PCA omnbka pekoHCTpyKuuy 6yneT B 3HAYMTENIBHON CTETIEHN 3aBU-
CeTb OT KO/IMYECTBA ITTABHBIX KOMIIOHEHT, KOTOPbIE Mbl Y/Iep>KMBAaeM M UCIIONb3yeM
M1 PeKOHCTPYKLMM OPMTMHAIBHBIX TpaH3akuuit. Yem 6onblue rmaBHbIX KOMIIO-
HEHT MBI OCTaBMM, TeM ycremHee MeToi PCA o6yuntcsa 6a30Boif CTPYKType Mc-
XOIHBIX JaHHBIX.

OpHako mpyu 3TOM Heob6xommmo 06ecnednTh JOCTVOKEHNE onpefeneHHoro 6a-
naHca. Ecmu MBI OCTaBMM CIMIIKOM MHOTO IJIAaBHBIX KOMIIOHEHT, TO arOPUTMY
PCA ynacTcs HacTONMBKO XOpOLIO PEKOHCTPYMPOBATh MCXOAHBIE TPAH3AKIIUMU, YTO
omn6bka peKOHCTPYKLMM OyfeT MMHUMANbHOI AJI BCeX TpaH3akumit. Ecrm e ko-
MNYECTBO yReP>KaHHBIX ITTaBHBIX KOMIIOHEHT Oy/leT CTMIIKOM Ma/leHbKUM, TO Me-
Tof PCA He CMOXET JOCTaTOYHO XOPOLIO PEKOHCTPYMPOBATD MOOYIO M3 MCXOTHBIX
TpaH3aKLMif, JaXke €C/IY OHa HOpMa/lbHasd, a He MOAie/IbHAs.

Hwxke MBI mocTapaeMcs ONpefenuTb, KAKUM JO/DKHO OBITh ONTMMAIbHOE KO-
NMYECTBO I7NIABHBIX KOMIIOHEHT, YT0ObI 06ecrmeynTh mocTpoeHye 3G PeKTMBHOM
cUCTEMBI 0OHAPY>KEHUA MOLIEHHUYECKMX TPaH3aKIMIt.

KonuuectBo PCA-KoMNOHEHT COBNaiaer ¢ YACAOM UCXOAHDBIX
pa3mepHocTei

Ml Havana 3afafyMcs CeAYIOLIMM BOIIPOCcoM: ecu Mbl ucnonbayem PCA s
reHepMPOBaHMA ITIABHBIX KOMIIOHEHT B KO/MIMYECTBE, COBIAJAIOIIEM C MCXOAHBIM
Y1C/IOM NPM3HAKOB, TO CMOXET JIM CUCTeMa 06Hapy>KuBaTh aHOMamuu?

Ecnu XOpOILEeHbKO Haf 3TMM IOAYMAaTh, TO OTBET RO/DKEH ObITh OYEBM/HBIM.
BcrioMHuTE NpMBENEHHDIN B NMpeAbIAYILE I/TaBe IpUMep UCIIONb30BAHUA METOAA
PCA pns pa6otsi ¢ 6a30it ganubix MNIST.

Korpa xonnyecTBO I/TaBHbIX KOMIIOHEHT COBIIAfJaeT C MCXOAHBIM YMCIOM IIPH-
3HakoB, PCA saxBaTbiBaeT mouytu 100% pucnepcumn/mHpopmaumm B mpolec-
ce reHepuMpOBaHUA INMaBHbIX KoMNOHeHT. IloaTtomy, korga PCA pexoHcTpympy-
eT TPaH3aKLMYU U3 IJIaBHBIX KOMIIOHEHT, OIIM6Ka peKOHCTPyKuuyu 6yneT Mamnoii
[/IA BCEX TPaH3aKIMU, KaK MMOAAENbHBIX, TaK ¥ BCEX OCTa/lIbHBIX. MBI He cMOXeEM
NPOBOAUTD pa3IMiMe MeXAy TPaH3aKUMAMM PeAKO BCTPEYAIOIErocs TUIA U
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06BIYHBIMM TPaH3aKLMAMU. VIHBIMM cnoBamy, o6GHapyxxeHue aHOMamuit 6ymer
Hea()HeKTUBHbIM.

YTo6BI MOACHUTD BBILIECKa3aHHOE, puMeHuM PCA n/1s reHepupoBaHusA I71aB-
HBIX KOMIIOHEHT B TOM Jkeé KO/IM4EeCTBe, YTO M OpUIMHa/IbHble Mpyu3Haky (30 mra
Haulero Ha6opa TpaH3akIuit ¢ 6aHKOBCKMMM KapTaMu). ITO OCYILECTB/IAETCA C IT0-
moupio Gynkumyu £it transformus 6ubmmorexn Scikit-learn.

Jinst BOCCTAaHOB/IEHUA OPUTMHAIBHBIX TPaH3aKIMIl U3 TreHePUPYEMBIX ITTABHBIX
KOMIIOHEHT Mbl MCHO/Nb3yeM QYHKUMIO inverse transform us 6ubmmorexu
Scikit-learn.

# 30 TNAaBHHEX KOMITOHEHT
from sklearn.decomposition import PCA

n_components = 30
whiten = False
random_state = 2018

pca = PCA(n_components=n_components, whiten=whiten, \
random_state=random_state)

X_train PCA
X _train_PCA

pca.fit_transform(X_train)
pd.DataFrame (data=X train PCA, index=X train.index)

X_train_PCA inverse = pca.inverse_ transform(X_train_ PCA)
X_train PCA_inverse = pd.DataFrame(data=X train PCA_inverse, \
index=X train.index)

scatterPlot (X_train PCA, y train, "PCA")

Ha puc. 4.1 npuBeneHa auarpaMma pasfie/IeHUA TPaH3aKLUMM C UCTIOIb30BaHUEM
MEepBbIX IBYX I7TIABHbIX KOMIIOHEHT MeTofia PCA.
PaccuntaeM KpuByI0 “TOYHOCTb — monHoTa” ¥ auROC-kpusyio.

anomalyScoresPCA = anomalyScores (X train, X train PCA_inverse)
preds = plotResults(y train, anomalyScoresPCA, True)

CpenHss TOYHOCTb, paBHadA 0.07, ykasbIBaeT Ha TO, YTO JAHHOE PEILEHME He
AB/AETCA YRaYHbIM (puc. 4.2). OHO 3axBaThIBaeT MMILb HEOOMBIYIO YACTh NOAENb-
HBIX TPaH3aKLNM.
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Paiapenenue Habniopeunin: PCA

MeTtxa
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Nepaod sBexTop
Puc. 4.1. Pasdenenue HabnodeHutl ¢ ucnonv3osaruem o6bi4H020
memooda PCA u 30 2nasHuix komnoxesm

Mounck onTUManbHOro KonnyecTsa rMaBHbIX KOMNOHEHT

A Temnepb faBajiTe NPOBeNEM PAJ IKCIIEPMMEHTOB, YMEHbIIIAsA KOTMYECTBO TeHe-
pUpyeMBIX ITaBHbIX KOMNOHeHT PCA 1 BbIYNC/IsAA pe3ynbTarhl, Kacaroumecs o6Ha-
pyxXeHus ¢pakToB MolleHHUYecTBa. HaM Hy>XHO, yTOObI pelennue, obecnednBao-
1iee 06Hapy>KeHMe TOMAENOK ¢ moMoIbio MeTofa PCA, mpuBoauIo K JOCTaTOYHO
60/b1110/1 OLIMOKE B T€X PEAKNMX CTYYasX, KOT/Ia YAAeTCS pa3syMHO OTAENUTb MOLIIEH-
HMYeCKye TPaH3aKIUM OT 3aKOHHBIX. OHAaKO ommMbKa He MOXKET OBITh HACTONBKO
MaJIoif MM HaCTONMBKO OOMBLION /1A BCeX TPaH3aKLMiA, YTOOBI pefikue 1 06brvHbIE
TPaH3aKUMy ObI/IM MPAKTUYECKN HEPa3/IMIMMBIMIL.

BBINO/THYB pAJ 9KCIIEPUMEHTOB C MCIIO/Ib30BAHNEM KO/Ia, IOCTYIIHOTO Ha CaifTe
GitHub (http://bit.ly/2Gd4v7e), MBl HaitleM, YTO ONTMMAJIbHOE KOIMNYe-
CTBO IJIABHBIX KOMIIOHEHT /I JaHHOTO Habopa paBHO 27.

Ha puc. 4.3 npuseneHa nuarpamMma pasfe/ieHus TpaH3aKLMit C UCIIONIb30BAHMEM
NepBbIX ABYX IMIaBHbIX KOMNoOHeHT PCA.

Ha puc. 4.4 npuBeneHs! KpuBass “TOYHOCTb — ITOTHOTA', CPERHAA TOYHOCTb U
auROC-kpuBas.
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KpuBas "TOMHOCTE - NOAHOTA": CPeAHAR TOYHOCTL = 0.07

Paboyan xapaKTepucTUKa NPUeMHUKa:
naouwans noa kpueon = 0.93
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Puc. 4.2. Pesynvmamuoi, nony4entvie ¢ ucnonviosaruem 30 znasHbix KOMNoHeRm

Kak BuanTe, Mbl cMornu BoIABUTH 80% moamenok ¢ 75%-HOM TOYHOCTBIO. ITO
BIEYAT/IAIOIMIA PE3YNbTAT, €CIU YYECTD, YTO MBI HE MCTIO/Ib30BA/IM HUKAKMX METOK.
YTo6bI ellje myYlle 3TO IPOYYBCTBOBATh, BCIIOMHUTE, YTO TPEHMPOBOYHBI Habop
copepxut 190 820 TpaH3akIMil, U3 KOTOPBIX BCETO /MUILb 330 MOIIEHHMYECKHE.

WUcnonb3ys meton PCA, MbI BBIYMCTNIN OLIMOKY PEKOHCTPYKLIMM AMSL KaXK [0l
n3 atnx 190 820 Tpansakumit. Ecmu MbI oTcopTHpYyeM 3TH TpaH3aKLuy 1O yObIBa-
HUIO Hau6oblielt OMmMOKN PeKOHCTPYKUMM (TakkKe M3BECTHOM KaK OLieHKa aHO-
MaJIbHOCTH) M M3BJ/Ie4eM M3 CIIMCKa NepBble 350 TPaH3aKUyit, TO YBUAUM, YTO 264

02 04 06 08
[ong NOMHONOAGHHTENbMBIX UCXOA08

N3 HUX ABNAKIOTCA MOIICHHUYCCKMMMU.

ITO COOTBETCTBYET TOYHOCTH 75%. Kpome Toro, 264 TpaH3akium, M3BNIeYEHHbIE
13 oTo6paHHbIX Hamy 350, peacTaBnAKT 80% OT 06IIEro KOMMYeCTBa MOA/E/NOK B

10
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Pasznenenue Habmopewnnn: PCA
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Puc. 4.3. Pasdenenue HabnodeHuil ¢ ucnonv3osaruem o00biuHozo
memoda PCA u 27 2nasHuvix KOMnoHeHm

TpeHMpOoBOYHOM Habope (264 u3 330). Y He 3a6bIBaiiTe, YTO MBI HE MCTIONB30BATN
HMKAKMX METOK. DTO UCTUHHBII IpuMep 06ydeHusa 6e3 yunrens.
Hike ipuBefieH KOfi, 06ecTiednBaloLyii BBIBOJ COOTBETCTBYIOLIel MHPOpMaLnu.

preds.sort values(by="anomalyScore", ascending=False, inplace=True)
cutoff = 350
predsTop = preds[:cutoff]
print ("TounocTs:", \
np.round (predsTop.anomalyScore [predsTop.truelabel == \
1].count () /cutoff, 2))
print ("Noanora:", \
np.round (predsTop.anomalyScore [predsTop.trueLabel == \
1] .count()/y_train.sum(), 2))
print ("BusaBieHo nopmenok m3 330 ciyuaes:", predsTop.truelabel.sum())

Pe3y71bTaTbI MOABITOXXECHBI HMXKE:

TounocTb: 0.75
NonHora: 0.8
BusaBjeHo nopmesiok m3 330 cnyuaeB: 264

HecMOTpsi Ha TO YTO JaHHOE pelleHMe y)Ke CaMo o cebe HenmoxXoe, Mbl IOMNbI-
TaeMcsl pa3paboTaThb c1CTeMy O6Hapy>KeHUsA MOLIEHHMYECKMX TPaH3aKLMA, OCHO-
BaHHYIO Ha VICTIONIb30BAHMM APYTUX METOMIOB CHYKEHUS Pa3MEPHOCTH.
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Kpueas "TOMHOCTh ~ NONHOTA": CPeAHAR TONHOCTL = 0.69

10

Pabouas xapakTEpUCTUKA NPNEMHUKA:
nnhowags noa kpuson = 0.90

§ 190 1
4

g L
g ’
« 081 ”r’
2 e
2 PR
E 06 1 Lt
* Pl
g R4

c4 P

’I

E "’
g 02 prad
& Jad
2 7 = ROC-xpnsan

00 v r + v

09 02 04 06 08 10

Lons noxHONONOMHMTENbHBIX UCXOA08

Puc. 4.4. Pesynomampi, nonyueHHbie ¢ UCNONb30BAHUEM CIMAHOAPMHO20
memooda PCA u 27 znasHbix KOMNoHeHm

06Hapy»eHne aHOManui C NOMOLLbI0 pa3peXKeHHOro
metoaa PCA

Jlna Havana nonpobyeM NpuMeHUTb pa3pexxeHHblt MeTon PCA, KOoTOpBIit Ha-
IIOMMHAET cTaHAapTHbI MeToR PCA, Ho obecrniednBaeT nonyyeHue pa3spekxeHHOro
IIpeACTaB/IeHNUA I/TABHBIX KOMIIOHEHT.

Ham Hy>XHO yka3aTb Tpe6yeMoe KOMMYECTBO ITIaBHBIX KOMIIOHEHT, a TaKxXe 3a-
AaTb runepnapaMeTp alpha, ympaBIAOLIMil CTENEHbIO pa3pexeHHOCTH. B mpo-
Liecce MOMCKa ONTHMA/IbHOTO pellleHns Mbl 6yZieM SKCIIepMMEHTMPOBATD C Pa3/Iny-
HbIMM 3HaYEHUAMM 3TUX NTAPAMETPOB.
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CremyeT OTMETHTD, YTO /1A CTaHAapTHOro Metofa PCA B 6mbmmorexe Scikit-
learn npepycMoTpensl ¢yHkumum fit transform, renepupyiomas InaBHbIE
KOMIIOHEHTHI, ¥ inverse transform, pekOHCTpyMpyIOllas OPUTMHAJIbHBIE U3-
MepeHMs 110 [IABHBIM KOMIIOHeHTaM. Vicnionb3ys 3T fBe QYHKLMM, MBI CMOTTIN
paccumTarb OIMOKY PEKOHCTPYKIMM MEXAY OPUTMHATBHBIM HaOOPOM NPM3HAKOB
¥ PEKOHCTPYMPOBaHHBIM HabOpOM, IIOMYy4YEHHBIM ¢ ToMombio PCA.

K coxanennto, 6ubmmoreka Scikit-learn ne copepxur ynxumio inverse
transform ana paspexxenHoro meropa PCA. IToaToMy MbI caMy JO/DKHBI Halu-
CcaThb KOJ i1l pEKOHCTPYMPOBaHNA OPUTHMHAIbHBIX M3MEPEHMI N1OC/IE€ IPUMEHEHUA
paspexxenHoro meTona PCA.

HauneM c reHepupoBaHus paspexxeHHoit Marpuiisl PCA ¢ 27 rmaBHBIMM KOMITO-
HEHTaMM U runepnapamMerpom alpha, paeusim 0.0001.

# PaspexeHHult PCA
from sklearn.decomposition import SparsePCA

n_components = 27
alpha = 0.0001
random state = 2018
n_jobs = -1

sparsePCA = SparsePCA(n_components=n_components, \
alpha=alpha, random state=random state, n_jobs=n_jobs)

sparsePCA.fit (X_train.loc[:, :])

X_train_sparsePCA = sparsePCA.transform(X_train)

X train sparsePCA = pd.DataFrame (data=X train_sparsePCA, \
index=X train.index)

scatterPlot (X_train_sparsePCA, y train, "paspexeHHeni PCA")

Toueynas auarpamma ana paspexxenHoro meroa PCA npuseneHa Ha puc. 4.5.

[lanee Mbl CreHEpMpPyeM OpMIMHA/IbHbIE MSMEPEHNSA MyTEM NPOCTOrO YMHOXe-
HUA MaTpuLbI paspexxeHHoro PCA (HacunTteiBarouest 190 820 06pa3ios u 27 usme-
peHnit) Ha KOMIIOHEHTHI paspexkeHHoro PCA (mMatpuua 27 x 30), ucrione3ys 6u6mm-
oteky Scikit-learn. B pesynbrate MbI ONy4YMM MaTpUIly OPUTMHANIBHOTO pasMepa
(190 820 x 30). Kpome Toro, Mbl BO/DKHBI MpMO6AaBUTb CPeRHME 3HAYEHNA KAXKOTo
OPMIMHA/IBHOTO MIPM3HAKA K HOBOJ MaTpUIIE.

[Tony4us Ty 06paTHYI0 MaTpMIly, Mbl MOXEM BBIYMCIUTH OMIMOKM PEKOH-
cTpyKuMy (OLlEeHKM aHOMA/IbHOCTH), KaK 3TO AENa/Noch B CIy4ae CTAaHAApPTHOTO
Metoma PCA.
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X_train sparsePCA inverse = \
np.array(X_train_sparsePCA) .dot (sparsePCA.components_) + \
np.array (X_train.mean(axis=0))

X_train sparsePCA inverse = \
pd.DataFrame (data=X_train_sparsePCA_inverse, index=X train.index)

anomalyScoresSparsePCA = anomalyScores (X_train, \
X _train_sparsePCA_inverse)
preds = plotResults(y train, anomalyScoresSparsePCA, True)

CreHepupyeM KpUBYI0 “TOYHOCTb — monHoTa” u ROC-Kkpusyio.

Paspenenue HabniopeHnin: paspexenHstit PCA
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Puc. 4.5. Pasdenerue HabnodeHuti ¢ UCNONb308aGHUEM PA3PEHEHHO20
memooda PCA u 27 znasHvix xoMnoHenm

Kaxk cnemgyer u3 puc. 4.6, faHHbIE Pe3y/IbTaThl aHA/IOTUYHBI TEM, KOTOPbIe ObIIU
NO/Ty4YeHBI C MCIONb30BaHyeM CTaHnapTHoro Metofia PCA. B aToM HeT Hyero Heo-
JKMJAHHOTO, IOCKONIbKY CTaHAAPTHBIN U pa3pexxeHHblit MeToabl PCA o4eHb cxoxu
MeXRY c060ii: IIOC/IeAHNIT — MPOCTO pa3pexXeHHOe IpeCTaB/IeH e IIepBOro.

Vicnione3ys kofi, npuBeneHHbI Ha caitre GitHub (http: //bit.1ly/2Gd4v7e),
BBl CMOXKETe TIPOBECTU COOCTBEHHbBIE SKCIIEPMMEHTDI, M3MEHAA KONMYECTBO TeHe-
PMpYyeMBbIX ITABHBIX KOMIIOHEHT M I'MnepnapaMeTp alpha, OfHaKo Hauy 3KCIepy-
MEHTBI YKa3bIBalOT Ha TO, YTO AaHHOE pellleH)e Ha OCHOBE Pa3peXXEHHOTO MeTOMa
PCA aBnsaerca Haunyqmmm.
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Puc. 4.6. Pesynvmamoi, nony4eHHvie ¢ UCNONb308aAHUEM PA3PEHEHHO20

memooda PCA u 27 2nasHvix xoMnoHeHm

06HapyXeHne aHOManuit ¢ NOMOLLbIO AKEPHOTO

metoga PCA

CnenylomuM marom 6ymeT mpuMeHeHue samepHoro merosa PCA, xoropslit
npencraBnAeT coboit HenmHeitHyIo pasHoBUAHOCTD PCA, mcronb3yemyo B Tex
Cydasx, KOoIfia NOAfe/NbHblE Y NMOATMHHbIE TPAH3AKIMM HE AB/IAKTCA TUHEAHO

pa3nenuMbpIMU.

Ham Hy>xHO yka3aTb TpeGyeMoe KOMTMYECTBO IeHEPUPYEMBIX KOMIIOHEHT, AP0
(Mb1 ucrionbayem RBF-Apo, Kak 3To Aie/1any B IpeAbIAYLIe! I71aBe) U TUIleprapaMeTp

06HapyxeHue aHOManui



gamma (A1 KOTOpOro 1o YMO/TYaHMIO yCTaHaB/IMBaeTcA 3HadeHue 1/n_features,
T.e. 1/30 B HameM cmy4dae). Kpome Toro, Mbl JO/DKHBI YCTAHOBUTD /ISl IIEPEMEHHO
fit inverse_ transform 3HauyeHMe true, YTO6bl IPUMEHUTb BCTPOEHHYIO
¢yskumio inverse_transform, npegocrassiemMyo 6ubnmorekoir Scikit-learn.

HakoHel, y4uTBIBas BBICOKYI0 CTOMMOCTb OOy4eHMA C UCIIONIb3OBAaHUEM AfeP-
Horo Metofa PCA, Mbl 6yaeM TpeHMpOBaTh MOJIeNb Ha MEPBBIX IBYX ThICAYAX IPH-
MepOB M3 TPaH3aKI[MOHHOI0 Habopa JaHHBIX. DTOT BapMaHT He MAeaTbHbIN, HO OH
obecre4nT GBICTPOE IPOBEREHNME IKCIIEPHMEHTOB.

B xome TpeHMpPOBKYM MBI peobpa3yeM Bechb TPEHMPOBOYHBIA HAOOp JAHHBIX U
CreHepupyeM I7IaBHble KOMIIOHEHTBI. 3aTeM MBI UCIIONb3yeM QYHKLMIO inverse
transform A BOcCO3RaHMA Habopa OPUTMHABHO Pa3MEPHOCTU M3 ITABHBIX
KOMITOHEHT, TIO/TyYeHHBIX C IOMOLLbIO AfepHoro merofia PCA.

# Snmepusnt PCA
from sklearn.decomposition import KernelPCA

n_components = 27

kernel = 'rbf’

gamma = None
fit_inverse_transform = True
random_state = 2018

n_jobs =1

kernelPCA = KernelPCA(n components=n_components, kernel=kernel, \
gamma=gamma, fit inverse transform=fit inverse transform, \
n_jobs=n_jobs, random state=random_state)

kernelPCA.fit (X _train.iloc[:2000])

X_train kernelPCA = kernelPCA.transform(X_ train)

X _train _kernelPCA = pd.DataFrame (data=X train_kernelPCA, \
index=X_train.index)

X train_kernelPCA inverse =
kernelPCA.inverse_transform(X train kernelPCA)

X _train kernelPCA inverse =
pd.DataFrame (data=X_train_kernelPCA inverse, index=X train.index)

scatterPlot (X_train_kernelPCA, y_train, "sanepHesi PCA")

Todeynas guarpamma s agepHoro Metopa PCA npuseneHa Ha puc. 4.7.
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Pazgenenue Habniogennin: anepHoint PCA
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Puc. 4.7. Pasdenenue Habmo0eHUti ¢ Ucnonv3o8aHuem A0epHozo
memoda PCA u 27 znasHbiX KOMNOHEHM

BBI4MciMM olleHKM aHOMa/TbHOCTY Y BBIBEJIEM PE3Y/IbTAThI.

Kak cnenyet u3 puc. 4.8, JaHHbIe pe3y/IbTaThl HAMHOTO XyXKe TeX, KOTopble Obiu
TO/Ty4eHbI C TIOMOLIbIO CTaHAAPTHOrO 1 paspexkeHHoro merofos PCA. C sanepHbiM
meTosoM PCA cTOUT MO3KCIIepMMEHTUPOBATD, HO MbI He 6y/ieM IIPUMEHATBD €T0 ANl
o6Hapy>xeHus (aKTOB MOLIEHHNYECTBA, IOCKONMbKY NpPEAbIAYIIMe PELIEHUS TIPO-
[EMOHCTPMPOBA/IM Ty4YllMe Pe3y/IbTaThI.

Ms1 He 6ynieM co3faBaTh pellleHMe Ha OCHOBE CHHTY/IAPHOTO pas/ioxe-
HMA, TIOCKOTIbKY Pe3yNbTaT OYeHb CXO0X C PeIlIeHMEM Ha OCHOBE CTaH-
maptHoro Meroga PCA. 3Toro u cnefoBano OXMAATh, BEb METOMbI
PCA u SVD TecHo cBsi3aHbI MEXRY c060it.

06HapyxeHne aHOManuit C NOMOLLbIO raycCOBCKON
cny4aitHoil NpoeKLuu

Terepp nombITaeMCs pa3paboTaTh pellleHMe C UCIONb3OBAHMEM TayCCOBCKO
C/y4aitHoOi IpoeKUuu. BcmoMHMTe, YTO B JTaHHOM CITydae MOXKHO 3ajiaTh /in60 Tpe-
6yeMoe KONM4eCTBO KOMIIOHEHT, 160 3HaueHMe IuIeprnapaMeTpa eps, KOHTPOIH-
pyIolLero Ka4ecTBO B/IOXKEHN, TIOTy4EHHOTrO Ha OCHOBaHMM IeMMbl [DKOHCOHa —
JIunpenimrpayca.
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Kpugas "TOYHOCTL - NOAHOTA": CPeAHAR TOYHOCTL = 0.07
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Puc. 4.8. Pesynvmamui, nonyuexHbvie ¢ UCnonv308aHuem A0epH020

memooa PCA u 27 2nasHvix KoMnoHeHm

MpbI 0cTaHOBMMCSA Ha BapMaHTe, MPeANO/araolleM SBHOE 3alaHie KONMUIECTBA
KOMIIOHEHT. [ayccoBckye CyyaifHble IPOeKUMy 06y4aloTcs 04eHb OBICTPO, MO3TO-
My MBI CMOYXEM IIPOBOAMTD 06y4YeHNe, MCIIO/Ib3Ys MO/HbIA TPEHNPOBOYHBI! HabOp.

Kak u B cnyvae paspexxenHoro Merofa PCA, HaM morpebyeTca co6cTBeHHas
¢yHkumA inverse_transform, HOCKOMbKY Takas QYHKIMsA He IIPEIOCTABIAET-
csa 6ubnmuorexoit Scikit-learn.

# TayccoBCKas cCilyyalHas NpoeKuus

from sklearn.random projection import GaussianRandomProjection

n_components = 27
eps = None
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random state = 2018

GRP = GaussianRandomProjection(n_components=n_components, eps=eps, \
random_state=random state)

X_train GRP
X _train GRP

]

GRP.fit transform(X_train)
pd.DataFrame (data=X_train GRP, index=X train.index)

scatterPlot (X train GRP, y train, "rayccosckasa chnydajiHas npoexuus")

TodyeyHas aMarpaMma i rayCCOBCKOM CIy4aifHOM NPOEKIUM MpUBEAEHA Ha
puc. 4.9, a COOTBETCTBYIOIME Pe3ynbTaThl — Ha puc. 4.10.

Pasgenenne HabnogeHui: rayccoBckan ciy4aiHas Npoekums
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Puc. 4.9. Pasdenenue Habn00eHuii ¢ Ucnonb3oeanuem 2ayccosckol
CAYy4atiHOU NPOEKUUU U 27 KOMNOHEHM

Taxue pe3y/nbTaThl Hac He YCTPAaMBAIOT, I03TOMY MBI He 6ylieM NPMMEHATD rayc-
COBCKMe C/TydaifHble IPOeKUMy A/ 06HapyKeHus panbcuduKarmil.

06Hapy»XeHue aHOManuii C NOMOLLbIO pazpexxeHHOM
CnyyainHoW NpoeKLuu

ITorpobyeM cripoeKTMpOBaTh pellieHMe C UCIIONb30BAHMEM Pa3pEXXEHHOM CIIy-
YalfHOM IIPOEKLUM.
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Kpugas "TOMHOCTh - NONHOTA": CPeAHAR TONHOCTE = 0.14
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Puc. 4.10. Pesynomambi, nony4eHHbie ¢ UCNONb30BAHUEM 2AYCCOBCKOL
CyHatiHot npoexyuu U 27 KOMnoHeHm

B manHOM c/Ty4ae BMECTO 3HaU€HMA TUIIepIIapaMeTpa eps Mbl ykaxeM TpebyeMoe
KO/IMYECTBO KOMIOHEHT. KpoMe Toro, mofio6Ho pelLIeHnio ¢ raycCoOBCKOM CTy4ait-
HOJI ITpoeKIMelt, MBI MCIIONb3yeM cOOCTBEeHHYI0 GyHKIMIO inverse transform
I/ CO3[laHUA OPUTMHANIbHBIX M3MEPEHMII U3 KOMIIOHEHT, IIOTyYEHHBIX METOLOM
Pa3speXeHHOM C/Ty4aifHOM MPOEKLMH.

# PaspexeHHas CiyyaiHas NPOeKUus
from sklearn.random projection import SparseRandomProjection

n_components = 27
density = 'auto'
eps = .01
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True
2018

dense output
random_state

SRP = SparseRandomProjection(n_components=n_components, \
density=density, eps=eps, dense output=dense output, \
random state=random state)

X_train_SRP
X_train_SRP

SRP.fit_transform(X_train)
pd.DataFrame (data=X_train SRP, index=X train.index)

scatterPlot (X_train SRP, y train, "paspexeHHas cnydaitHas mpoexuus")

ToyeuHas aMarpaMMa s paspeXXeHHON CIydaifHON IpOoeKuMy NpUBEACHA Ha
puc. 4.11, a COOTBETCTBYIOIIME PE3Y/IbTATHl — Ha puUC. 4.12.

Pazpenerite HabniogeHui: paspexeHHan Cnyv4ainHan npoexkunn

0 1 ®

ORTOD

Merxa

- 0
& 0

& P 1

3% 20 -0 0o W 2 B

MNepsoii BeKTOR

Puc. 4.11. Pasdenenue Habmo0eHuii ¢ UCNonb308aHuem PaspeseHHol
CRYy4atiHoU NPoeKyUU U 27 KOMNOHeHmM

Kak BUAMM, 3TOT BapUAHT TaK>XX€ HE NPUBE/I K YIOB/IETBOPUTE/IbHBIM P€3YIlb-
TaTaM, II0O3TOMY MBI IIPOAO/I)KMM Hallle UCCIEOBAHME, UCTIONb3YA APYTHE METONADI
CHMDKEHUA pa3MEPHOCTH.
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Kpugasa "TOMHOCTb ~ NOAHOTa": CPeAHNAR TOMHOCTL = 0.15

Paboyan xapaKTepUCTUKa NPNEMHHNKA:
nnowane noa xpuson = 0.94
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Puc. 4.12. Pesynomambi, nony4eHHbie ¢ UCnOnb308aHUeM Pa3pexeHHou
Cy4auHot npoexyuu u 27 KoMnoHeHm

HenunHeiinble meToAbl 06HapyKeHUa aHOManui

Jlo cux mop Mbl pa3pabaThiBany pelleHNs, B KOTOPbIX MCIIONb30BAMMUCh /N-
HejlHble MeTOAbl CHIDKEHMS Pa3MEpPHOCTM, Takue Kak cTaHpmapTHblit PCA, pas-
pexennslit PCA, rayccoBckas cmydaiiHas NPOEKIMA M paspeXXeHHas ClydaiiHas
npoekuus. Mbl Takke pa3paboTamy pellleHMe Ha OCHOBE HeNMHENHON! Bepcuyu
PCA — apepnoro Metona PCA.

K HacTos1ieMy MOMEHTY HaM/Ty4IIMM U3 MCCIefOBAHHBIX HAMM PEILEHUA ABTIA-
eTca cTaHaapTHbI MeTof PCA.
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M5! Mor/ 651 06paTUTBCA K HETMHENHBIM a/ITOPUTMaM CHIDKEHUS pasMepHO-
CTH, HO BEPCUM ITUX a/ITOPUTMOB C OTKPHITHIM MCXOHBIM KOJIOM PaboTaloT OYeHb
MEJJIEHHO 1 He TOAATCA 1A GBICTpOro 06Hapy>KeHUA MONBITOK MOLIEHHMYECTBA.
[TosToMy MBI IIPONYCTMM 3TOT KJIACC METOMIOB M Cpasy Xe MepeiieM K paccMOTpe-
HMIO METOROB CHM)KEHMA Pa3MEPHOCTH, He OCHOBAHHBIX Ha IIPOCTPAaHCTBEHHBIX
MeTpMKaxX: CToBapHOe 00OydeHMe 1 aHa/M3 HE3aBICUMBIX KOMIIOHEHT.

06Hapy»eHre aHOManui ¢ NOMOLLbIO CNOBapHOTo
06yueHuna

Ha atoT pa3 Mbl paspaboTaeM pelueHue, IpeAnonaramolee c1oBapHoe obyye-
Hie. BCIIOMHMTE, YTO COOTBETCTBYIOIIMII aNrOPUTM O6y4aeTca pa3pexeHHOMY
TIpeCTaB/IEHNIO MCXORHBIX JAHHBIX. VcIONb30BaHMe BEKTOPOB B 06y4aeMoM cro-
Bape I03BO/AET PEKOHCTPYMPOBATh KaX/bl/ SK3EMI/LADP B BUJI€ B3BELIEHHOM CyM-
MBI 3TUX 0Oy4EHHBIX BEKTOPOB.

Jlna obHapyXeHMA aHOManuit Mbl XOTMM MCIO/Nb30BaTh HENO/HBINA C/TOBAaphb,
4TOOBI KOMYECTBO BEKTOPOB ObI/IO MEHbLIIE KONMYECTBA OPUTMHATIBHBIX U3MeEpe-
HUi1. DTO OrpaHMYEeHME YIPOILAaeT PEKOHCTPYKLMIO OOBIYHBIX TPaH3aKIMii, KOTO-
pble BCTpeyaloTcs Hanboee 4acTo, ¥ HAMHOTO 3aTPyAHAET KOHCTPYMPOBaHUE Pef-
KO BCTPEYaIoLIUXCs MOAAETbHBIX TPAH3aKLIMIA.

B HaueM cnyyae Mbl GyfeM reHepupoBaTh 28 BeKTOPOB (MM KOMIIOHEHT).
B niponjecce o6y4enus cnosapio 6yzeT nepenaso 10 makeToB, KaX/blil U3 KOTOPBIX
copepxut 200 06pa3LioB.

Ham Taioke moHagoburcs cobctBeHHas QyHkumua inverse transform.

# MuHmu-naxkeTHOe cnoBapHoe oByueHue
from sklearn.decomposition import MiniBatchDictionaryLearning

n_components = 28
alpha =1

batch size = 200
n_iter = 10
random_state = 2018

miniBatchDictLearning = \
MiniBatchDictionaryLearning(n_components=n_components, \
alpha=alpha, batch_size=batch size, n_iter=n_iter, \
random_state=random_state)
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miniBatchDictlearning.fit (X train)
X_train_miniBatchDictLearning = \
miniBatchDictLearning.fit transform(X train)
X_train miniBatchDictLearning = \
pd.DataFrame (data=X_train miniBatchDictLearning, \
index=X_train.index)

scatterPlot (X_train miniBatchDictLearning, y train, \
"MMHU-TIaKeTHOE CJIoBapHoe obyueHue")

ToyeyHas auarpaMma ans cnoBapHoro o6y4yeHus npuBefeHa Ha puc. 4.13, a co-
OTBETCTBYIOILIME PE3yNbTaThl — Ha puc. 4.14.

Pasgenenune HabmoaeHui: MUHW-NAKeTHOR cnopapHoe obyvenne

20

10

MeTxa

Puc. 4.13. Pa3zdenernue Habnrodenutl ¢ Ucnonv3oéaHuem
C108apH020 06y4eHUs U 28 KomnoHeHm

STy pe3ynbTaThl FOpasfo Nyylle, YeM Te, KOTOpble ObI/IN IIOMy4€eHBI C MCIIONb30-
BaHueM AnepHoro PCA, a Taxke rayccoBCKOit M pa3peXKeHHOM CTy4aifHOM IIpOeK-
L{MH, HO HECPaBHMMBI C pe3y/IbTaTaMyu CTaHAapTHoro Meropa PCA.

Vcnonb3ays xof, JOCTyTHBbII Ha caitTe GitHub, BbI cMo)keTe mpoBecTy co6cTBeH-
Hbl€ 3KCIIEPMMEHTHI, YTOOBI BBIACHUTD, YAACTCS /M YIYYLIATD JAHHOE PeLIeHNe, HO
TI0Ka YTO IMAEPCTBO ocTaeTcs 3a PCA.
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KpHBas "TOMHOCTL - NOAHOTA": CPEAHAR TOYHOCTL = 0.42
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Puc. 4.14. Pesynomamoi, nonyueHHoie ¢ UCnonpb308aHuem

CN08apH020 06YHeHUS U 28 KOMNOHeHM

06HapyxeHne aHoManuii ¢ nomowyblo metoaa ICA

Tenepb Mbl co3fgaanm peienue Ha ocHoBe Metozia ICA.

HaM Hy>XHO yKa3aTb KO/IN4eCTBO KOMIIOHEHT, KOTOPOE Mbl YCTAHOBMM PaBHBIM
27. bubnuoreka Scikit-learn mpegocraBnser ¢ynkumio inverse transform,
MI03TOMY B CO3aHMUM cOOCTBEHHOI QPYHKIMM HET HUKAKOI HEO6XOAUMOCTH.

# AHanu3 He3aBUCHMHX KOMIIOHEHT
from sklearn.decomposition import FastICA

n_components = 27
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algorithm = 'parallel'
whiten = True
max_iter = 200

random state = 2018

fastICA = FastICA(n_components=n_components, algorithm=algorithm, \
whiten=whiten, max_iter=max_iter, random_ state=random_state)

X train fastICA
X _train_fastICA

fastICA.fit transform(X train)
pd.DataFrame (data=X_train fastICA, \
index=X_train.index)

X _train fastICA inverse =
fastICA.inverse_transform(X_train_fastICA)

X _train fastICA inverse =
pd.DataFrame (data=X_train_fastICA inverse, index=X_train.index)

scatterPlot (X_train_fastICA, y train, "aHanmM3 HE3aBUCUMHX KOMIIOHEHT")

Toueynas auarpamma ansa metona ICA npuseneHa Ha puc. 4.15, a COOTBETCTBY-
Iollive pe3ynbTaThl — Ha puc. 4.16.

Paznenekne HabnioaeHni: aHann3 He3aBUCUMBIX KOMNOHENT
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Puc. 4.15. Pasdenerue Habno0eHuti ¢ UCNoiv308aHuem
memooa ICA u 27 xomnoxesm
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KpirBaa "TOMHOCTL - NONHOTA": CPEAHAR TOMHOCTL = 0.69

-

.s

R+

Nonwota

Pabo4an xapakTepucTUxa NpUeMHUKa:
naowans noa kpuegon = 0.90

o =) o -
& [t @ <

LBOoms mTIsMOTS DOWITEMMHIX WCXOJ08
o
~y

= ROC-xpusan

[~

<
<
©

02 04 06 08
[l0A1A NOXHONOACKMUTENbHBIX UCXOA08

10

Puc. 4.16. Pesynomamuol, nonyueHHvle ¢ UCnonb308aHuem

memoda ICA u 27 xkomnoHeHm

OTH pe3ynbTaThl COBNAAIOT C TeMM, KOTOpbIe OBIIM MOMy4eHbl C UCMONb30BA-
HueM cTaHgapTHoro Meropga PCA. Takum o6pa3om, JaHHOE pellleHMe CPAaBHUMO C
HaM/Ty4LIMM pelleHUeM U3 TeX, KOTOpble Mbl MCCIIEA0BAM O CHX TOD.

06Hapy)|(eHMe NONbITOK MOLLEHHWYECTBA Ha TeCTOBOM

Habope

OueHMM Haly pelleHns o 0OHapyXeHNI0 MOLIEHHNYECKMX TPaH3aKLMiA, IpU-
MEeHMB MX K TeCTOBOMY Habopy, cofepalieMy pMMepbl, KOTOpPbIE 10 CUX MOP He

06HapyxeHue aHOManui

| 175



BCTpedanuch. Mbl caieniaeM 3TO B OTHOLIEHUM TPeX MYYILIMX PelIeHNI U3 YMUCTIA TeX,
KOTOpble MbI paspaboTamu: craHaapTHbt PCA, ICA 1 cnoBapHoe o6yyeHue. Mo
He OyaeM MCIO/Mb30BaTh paspexxkeHHbI MeTon PCA, IOCKONMBbKY €ro pesynbraThl
O4YeHb O/IM3KM K pe3y/NbTaTaM Ha OCHOBe cTaHAapTHoro PCA.

06HapyxeHne aHOManui B TeCTOBOM Habope ¢ nomoLLb1o
cTaHaapTHoro metoaa PCA

HauneM ¢ o6bryHOro Metoga PCA. Mb1 Bocrionb3yeMcs BnoxeHunem PCA, koTo-
pomy anroputM PCA o6yumics Ha TpPeHMPOBOYHOM Habope, ¥ IPUMEHUM €ro Asd
npeobpa3oBaHusA TecTOBOro Habopa. 3aTeM Mbl BbI3oBeM QYHKIMIO inverse
transform us 6ubmmorexu Scikit-learn ans BoccosgaHMsa OpUTrMHANBHBIX M3Me-
PeHMit U3 MaTpUIIbI I/TABHBIX KOMIIOHEHT TECTOBOTO Habopa.

CpaBHMB MeX/y 0601 MaTpPHILIBI OPUTMHA/TBHOTO ¥ BOCCO3/JAHHOTO HabOpOB, MBI
CMO>KEM PaccuMTaTh OLIEHK! aHOMA/IbHOCTH (KaK HEOHOKPATHO Jie/Ia/ii paHee).

# NpumeHenne Meronma PCA k TecTOBOMy Habopy
X_test PCA = pca.transform(X test)
X_test PCA = pd.DataFrame(data=X test PCA, index=X test.index)

X _test PCA_inverse = pca.inverse_transform(X test PCA)
X_test PCA inverse = pd.DataFrame(data=X_test PCA_ inverse, \
index=X test.index)

scatterPlot (X_test PCA, y_test, "PCA")

ToyeuHas guarpamma gua Metofa PCA, mpuMeHeHHOTo K TeCTOBOMY Habopy,
IpUBeieHa Ha pyuc. 4.17, a COOTBETCTBYIOIME PE3Y/NbTaThl — Ha puc. 4.18.

[Tory4ennsle pe3ynbTaThl BEYaTNAAIT. Mbl cMornu 3axBatuTh 80% M3BECTHBIX
HIOAZie/IbHBIX TPAH3aKLMii B TECTOBOM Habope ¢ 80%-HOil TOYHOCTBIO — Y BCE 3TO
6e3 MCIONb30BaHNA METOK!

06HapyxeHue aHOManui B TeCTOBOM Habope ¢ nomoLb1o
metoaa ICA

Iepeitnem k MeTopy ICA 1 nmpuMeHMM ero 1A 06HapyXEHUA MOIIEHHNYECKUX
TpaH3aKIMit B TECTOBOM Habope.
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Paspenenue Habmonenuin: PCA
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Puc. 4.17. Pa3denerue nabawoderuti ¢ ucnonvsosanuem memooa PCA
U 27 KoMnoHeHm O/ Mecmoeozo Habopa

# IpMMeHeHMe aHAaNU3a HE3aBMCUMHX KOMIOHEHT K TeCTOBOMy Habopy

X test fastICA = fastICA.transform(X_test)

X test fastICA = pd.DataFrame(data=X_test fastICA, \
index=X_test.index)

X test fastICA_inverse
X test_fastICA inverse

fastICA.inverse transform(X_test fastICA)
pd.DataFrame (data=X_test_fastICA inverse, \
index=X test.index)

scatterPlot (X_test fastICA, y test, "aHanu3 He3aBUCUMEX KOMIOHEHT")
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KpuBas "TOMHOCTh - NONHOTA": CPEAHAR TOYHOCTL = 0.70
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Puc. 4.18. Pesynsmamoi, nonyuenHsie ¢ ucnonvosanuem memooa PCA
u 27 KoMnoxHeHm Ha mecmosom Habope

Toueynas guarpamma ans metopa ICA, npuMeHEHHOro K TECTOBOMY Habopy,
npuBefieHa Ha puc. 4.19, a COOTBETCTBYIOLME pe3yIbTaThl — Ha puc. 4.20.

OTH pe3ynbTaThl MAEHTUYHBI T€M, KOTOPbIE GBI IIOTy4YeHbI C MCIIONIb30BAHMEM
craHpgaptHoro Metofia PCA, a 3Ha4MT, ToXXe BIedaT/Iolue.
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Paipenerue HabmogeHnit: aHANN3 HE33BUCUMBIX KOMNOHEHT
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Puc. 4.19. Pasdenerue Habnoderuti c ucnonvizosaruem memooda ICA
u 27 xomMnoHenm 078 mecmosozo Habopa

06HapyXeHue aHoManuii B TeCToBOM Habope ¢ nomoLwbio
CNIoBapHoro 06yyeHuns

Hakonew, o6patuMca K C/IOBapHOMY O6Yy4YeHMIO, KOTOPOE, XOTsA ¥ He CMOITIO
IIPO/IeMOHCTPUPOBATh CTO/b XKe XOPOLIMX pe3ynbTaToB, uTo 1 MeToanl PCA/ICA,
BCe )Ke 3aC/y)XMBaeT GpMHa/IBbHOTO PaCCMOTPEHMA.

X test miniBatchDictLearning = \
miniBatchDictLearning.transform(X test)
X_test_miniBatchDictLearning = \
pd.DataFrame (data=X test miniBatchDictLearning, \
index=X_ test.index)

scatterPlot (X_test_miniBatchDictlearning, y_ test, \
"MMHU-ITAaKETHOEe CJIOBapHoe obyueHue")

ToueyHas auarpamMMa s CIoBapHOro o6y4eHus, IPUMEHEHHOTO K TECTOBOMY
Habopy, IpyuBefieHa Ha puc. 4.21, a COOTBETCTBYIOIYE Pe3y/IbTaThl — Ha puc. 4.22.
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Kpreas "TOMHOCTE ~ NOAHOTA": CPEAHAR TOMHOCTL = 0.70
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Puc. 4.20. Pesynbmamuvl, nonyuennvie ¢ ucnonv3oéanuem memooa ICA
U 27 KOMnoHeHm Ha mecmoeom Habope

HecMOTps Ha TO YTO 3TH pe3y/NbTaThl He ABIAITCA KaTaCTPOPUIECKM N/IOXMMH
(Mb1 cMoru 3axBatuTh 80% mopmenok ¢ 20%-Hoi TOYHOCTBIO), UM BCe JKe Ianeko
O pe3y/bTaToB, MOMYYEHHbIX C ucnonb3oBannem MeTooB PCA n ICA.

Pe3iome

B 3T0it rmaBe Mbl IPUMEHM/IM OCHOBHbBIE a/ITOPUTMbI CHYXKEHUSI Pa3MEPHOCTH
1S pa3paboTKyM CUCTEMBI 0 0OHAPY>KEHMIO MOILIEHHNYECKMX Onepaluii ¢ 6aHKOB-
CKMMM KapTaMy B Habope JaHHbIX, KOTOPBIN GBI ONMCaH B IMaBe 2.
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Puc. 4.21. Pa3sdenerue Habn00eHutl ¢ UCNONb308aHueM cI08aPHO20 06YHeHUS
u 28 Komnonenm 0718 Mecmoeozo Habopa

B rnaBe 2 MbI co3aBanyu cucTeMy Ha OCHOBE METOK, 3[eCh )K€ OHM HaM He [IOHa-
po6unucy. JIpyruMu CIOBaMy, MBI peaTn30Bay CUCTEMY 00ydeHus 6e3 yunTens.

HecmoTps Ha TO YTO He BCe a/ITOPUTMbI CHYDKEHVA Pa3MePHOCTH HO/DKHBIM 06-
pa3oM nposBuIM cebs nmpyu paboTe ¢ TpaH3aKLMOHHBIM HAGOPOM JaHHBIX, ABA U3
Hux (cTaHgapTHblit MeTop PCA u MeTop ICA) 3aMeuaTenbHO CIPaBUIMCD CO CBOEN
samavent. Kaxxmomy us merogoB — PCA u ICA — yaanoch 3axBatuThb cBbiie 80%
U3BECTHBIX MOIIEHHNYECKNX TpaH3aKuuit. [Ina cpaBHEHMA OTMETUM, YTO HAMIY4-
IIas 43 MCCIEOBAaHHBIX B I7IaBe 2 CUCTeM OOydYeHMs C yYMTeleM 3aXBaTH/Ia CBbI-
ure 90% MoleHHNYeCKUX TpaH3akuii ¢ 80%-Hoi ToyHOCThIO. CCcTEMA Ha OCHOBE
obyyennsa 6e3 yuuTensa NpoaeMOHCTPUPOBAIA MULIb He3HAYUTENTbHOE YXY/ALIEHNEe
IIPOMU3BOANTENTLHOCTH NPV 3aXBaTe M3BECTHBIX IPUMEPOB MOIIEHHMYECTBA.

BcromuuTe, 4TO TpeHMpoBKa cucTeM o6HapyxeHMs dambcudukanuit Ha oc-
HoBe 06y4eHns 6e3 yuurens He TpebyeT MCIONb30BaHMA MeTOK. Takme cucTeMBb
XOpOILIO afIANTUPYIOTCA K M3MEHEHMIO MOIIEHHUYECKUX CXEM M CIIOCOOHBI 3aXBa-
ThIBaTh HOBbIE TUIIBI TOAAENBHBIX 06pa3LoB. C y4eTOM 3THX AOTIOMTHUATENbHBIX IIpe-
MMYILECTB CUCTEMBI Ha OCHOBe 00y4eHMA 6e3 yunTens o6bIYHO paboTaloT mydlne
CHCTeM Ha OCHOBe 06y4YeHMs C y4uTe/neM B OTHOLUEHMM 3aXBaTa KaK M3BECTHBIX,
TaK ¥ HEM3BECTHBIX (KOTOpbIe MOTYT NOABUTHCA B OyAyleM) cXeM MOLIEHHMYeC-
TBa, XOTA ONTMMA/IbHBIM BApMaHTOM AB/IAETCA COBMECTHOE MCIIO/Ib30BaHMe 060MX
THUIIOB CUCTEM.
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Kpugas "TOYHOCTb ~ NOAHOTA": CPeAHAR TOMHOCTL = 0.51

-

Paboyan xapaKTepuCcTUKa NPNeMHIKA:
nnowapnes noa kpusoh = 0.96
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Puc. 4.22. Pesynomamebi, nony1eHHbie ¢ UCnoiv308aHuem cno8apHozo
06yueHus u 28 KOMNnoHeHm Ha mecmosom Habope

Teneps, KOTa MBI IO3HAKOMM/IMCD C AITOPUTMAMM CHIDKEHUA Pa3MEPHOCTH M
o6Hapy>XeH)sA aHOMa/uil, MOXHO INEPENTH K MCCIENOBAaHUIO KAacmepusauuu —
ele 0AHOTO PyHAAMEHTa/IbHOTO MOHATHA B 061macTyi 06ydenus 6e3 yamrens.
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TMABAS
Knactepusauus

B raBe 3 Mbl MO3HAKOMMIMCH C Hanbo/ee BaXXHBIMM aITOPUTMAMI CHYDKEHUA
Pa3MepHOCTH, OCHOBaHHBIMYM Ha 00y4eHuUM 6e3 yumTesLd, M YBUAEIM UX BO3MOX-
HOCTM B OTHOILLUEHMM 3aXBaTa BaXKHOM MHPopMaumu. B rnaBe 4 Mbl MCIIONB30Ba-
JIV a/ITOPUTMBI CHYXXEHUS Pa3MEPHOCTH A/IS1 IOCTPOEHMUSA CUCTEMbI OOHAPYXEHUA
aHOManuii. B 4acTHOCTHM, MBI IPMMEHN/IM 3TU aITOPUTMBI /I BHIAB/IEHUA MOILIEH-
HMYECKMX omepaunit ¢ 6aHKOBCKMMM KapTaMy 6e3 MCIIONb30BaHUA METOK. AJro-
PUTMBI 00Y4anuCh BHYTPEHHEI CTPYKTYpe TPaH3aKIMif, TI0C/Ie YErO Mbl OTAENMIN
06bIYHBIE TPAH3aKLUM OT PEAKO BCTPeYaloMXCsA (MOTeHLMaNnbHO MOIIEHHMUYEC-
KVX) TPaH3aKLMit HA OCHOBAHMM OIUMOKYM PEKOHCTPYKLIMM JaHHBIX.

B 3T0i1 I/1aBe MBI IPORO/XMM 3HAaKOMCTBO C METOfiaMy 06y4eHuA 6e3 yuuTens
U paccCMOTPUM KOHLEIMUMIO KAdcmepu3ayuy, TpeAroaraolei rpynnupoBaHmue
06beKTOB Ha OCHOBE MX B3aMMHOro cXofcTBa. CyTb ITOIXOfa 3aK/II0YAETCA B CPaB-
HeHMM JaHHBIX ONHOTO HabmoeHus ¢ JaHHBIMM JPYTUX Hab/TIOfeH NI 1 onpenene-
HUU CTEIEHU UX CXOACTBA 6€3 MCIONb30BAHMA METOK.

Kiactepusauus HaxofuT MHOXeCTBO npyMeHeHuit. Hanpumep, B cnydyae Mo-
IIEHHNYeCTBa C 6aHKOBCKMMM KapTaMy K/IacTepu3alys Mo3BO/IAET CTPYNIMpOBaTh
NofAAe/IbHbIE TPAH3AKLIMM, OTAENNB X OT HOPMa/IbHBIX TPaH3aKILmit. Vimu xe, ecnu
MBI pacriofiaraeM MeTKaMM A/l HeGO/bLIOro KonmdecTBa HabmopeHuit B Habope
[aHHBIX, KTACTEPU3ALUI0 MOKHO MCIIONb30BATh LA NPefBAPUTENBHOrO IPYTINHU-
poBanus Habmonerut (6e3 Mcnonb30BaHUA METOK). 3aTeM Mbl MOXKEM TePEHECTH
METKM MMEIOIMXCA MOMEYEHHbIX Hab/IOIeHMI Ha OCTa/IbHble HaO/MIOleHNs, BXOAA-
Me B Ty )Ke TPynny. TOT NOAXOA NpeAcTaB/ieT coboit onHy 3 hopM nepeHocu-
Mozo o6yuerus (transfer learning), 6picTpo pa3BuBaloleiics 061acTV MaLIMHHOTO
o6ydeHus.

B Takmx cdepax AeATENbHOCTH, KaK 3MEKTPOHHAA KOMMEpLMA M PO3HMYHAA
TOPrOB/Isl, MAPKETHUHI, COLMAIbHBIE CETH, PeKOMEH/ATe/NbHbIe CUCTEMBI QMUIBMOB,
CITY>K6BI 3HAKOMCTB Y T.I1., KTaCTepHU3aliysA NO3BO/AET IPYNIMPOBATh /I0AEi Ha OC-
HOBaHMM X NEPCOHANbHBIX NMPEANOYTEHNIA. YCTaHOB/IEH)E TaKUX TPYIIIT IIOMOTa-
€T NpeANpUHMUMATENAM Jy4llle TIOHNMATh CBOMX K/IMEHTOB ¥ CO3/1a€T OCHOBY IS
¢opMupOBaHNA 1ieNeBBIX GU3HEC-CTPATETnil, OPMEHTUPOBAHHBIX Ha CIELMPUKY
Ka)X0/1 KOHKPETHO TPYTIIILL.



AHa/IOrMYHO TOMY, KaK MbI IIOCTYTIA/IM IIPY PACCMOTPEHMM aITOPUTMOB CHIDKe-
HUA pasMEpHOCTH, CHaya/la Mbl BBEfIeM OCHOBHBIE IIOHATHUA M MHIUb IOC/IE STOTO
NPUCTYIIUM B CIEAYIOLIEi I71aBe K CO3[aHMIO NPUIOXKEHNS Ha OCHOBe 06ydeHMA
6e3 yunrens.

ba3a AaHHbIX pyKonncHbiX uudp MNIST

YT06BI HE YCIOXXHATL NPUMEPHI, MBI IIPORO/DKMM paboTarb ¢ HabopoM u3obpa-
»xernit MNIST, o xoropom 1m1a peys B rnase 3.

MoarotoBKa AaHHbIX

CHaya/a Heo6XO¥MO 3arpysuthb TpebyeMble GMOMMOTEKN.

# Vmnopr 6ubianoTex

"' 'OcHOBHHE OubBmMoTexkn'''
import numpy as np
import pandas as pd
import os, time

import pickle, gzip

'"'"Busyanmmsaumus OaHHEX'''
import matplotlib.pyplot as plt
import seaborn as sns

color = sns.color_palette()
import matplotlib as mpl

$matplotlib inline

''"'"MlogroToBKa HaHHHX M OLEeHka Mogenu'''

from sklearn import preprocessing as pp

from sklearn.model selection import train test_ split

from sklearn.metrics import precision_recall curve, \
average_precision_score

from sklearn.metrics import roc_curve, auc, roc_auc_score

Hlanee cremyeT 3arpy3uTb Hab6op AaHHBIX M CO3haTh 00bekThl DataFrames
6mbmmotexu Pandas.

# 3arpy3ka HaOOpOB HAHHHX
current_path = os.getcwd()
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file = os.path.sep.join(['', 'datasets', 'mnist data', \
'mnist.pkl.gz'])

f = gzip.open(current path+file, 'rb')
train_set, validation_set, test_set =\
pickle.load(f, encoding='latinl')

f.close()

X train, y train = train set[0], train_set([1]
X _validation, y validation = validation_set[0], validation_set([1]
X test, y test = test_set[0], test_set[1]

# Co3panme ob6wexToB DataFrame 6ubmmorexkm Pandas m3 HaGOPOB MaHHHX
train_index = range(0, len(X train))
validation index = range(len(X train), \
len(X_train)+len(X_validation))
test_index = range(len(X_train)+len(X validation), \
len (X _train)+len(X_validation)+len(X_ test))

X train
y_train

pd.DataFrame (data=X_train, index=train_index)
pd.Series(data=y train, index=train_index)

X validation = pd.DataFrame(data=X validation, \
index=validation index)
y validation = pd.Series(data=y validation, index=validation_index)

X_test
y_test

pd.DataFrame (data=X_test, index=test_index)
pd.Series(data=y test, index=test_index)

AnropuTmbl Knactepusanuu

Ipexxpe 4eM BBHITIONHATDH K/IaCTEPU3ALNIO, HEOOXOAMMO CHU3UTH Pa3MEPHOCTD
JaHHbIX, ucronbays Meton PCA. Kak 6b1710 oxa3aHo B I/1aBe 3, alTOPUTMBI CHYKeE-
HUs pa3MEpPHOCTM 3aXBaThIBAlOT Haubosee CyleCTBEHHYI0 MHGOPMAIIMIO, COfiep-

allylocsA B Habope JaHHBIX, OFHOBPEMEHHO YMEHBIIIAA €T0 PasMep.

I[To Mepe TOro Kak MBI IIePEXOAUM OT OONIBILIETO YMC/Ia M3MEPEHMI K MEHbIIIe-
MY, COfiep>KaHue IyMa B Habope JaHHbIX MUHUMU3UPYETCS, TIOCKONbKY a/ifOPUTM
cHkeHns pasMepHocT# (PCA B JaHHOM CTydae) JO/DKEH 3aXBaThiBaTh Hanbonee
Ba)XHBIE 3/1EMEHTHl OPUIMHANBHBIX JAHHBIX, UITHOPUPYA PENKO BCTpeYaolIMecs

3/IeMeHTHI (Takue, KaK COflepKaIMiACs B JaHHBIX IIYM).
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BcrioMHMTE: aNTOpUTMBI CHM)KEHMA Pa3MEepPHOCTM OO6MajjaloT 4pe3BbIYaitHO
MOIIHBIMY BO3MOXXHOCTAMM B I/IaHe oOydeHMs 6a30BOit CTPYKType AaHHBIX. B
I71aBe 3 6BII0 MOKa3aHO, HACKO/BKO 3G PEKTMBHO MOXKHO PasfieNATh M306paKeHUs
MNIST Ha OCHOBaHMM TIpeACTaBIAEMBbIX MMM LMOP, UCTIONb3Ys BCErO NMUIDb ABa
M3MepeHN, MONy4YeHHbIe B Pe3y/IbTaTe CHYKEHUS Pa3MEPHOCTH.

Buosb npumerum metop PCA k Habopy sanubix MNIST.

# AHanM3 IUVIaBHHX KOMIIOHEHT
from sklearn.decomposition import PCA

n_components = 784
whiten = False
random_state = 2018

pca = PCA(n_components=n_components, whiten=whiten, \
random_state=random_state)

X_train_PCA
X_train PCA

pca.fit_transform(X train)
pd.DataFrame (data=X_train PCA, index=train_index)

V1 XOTs MBI HE CHU3W/IM Pa3MepPHOCTb Habopa IBHbIM 06pa3oM, MbI 0603HaYM/IN
KO/IMYECTBO [7IABHBIX KOMIIOHEHT, KOTOpbIe OYAyT MCIIONb30BAThCA Ha 3TaIle Kac-
TepU3aLHM, YTO PABHOCH/ILHO CHIDKEHMIO Pa3SMEPHOCTH.

Tenepb NPUCTYIIMM K K/IacTepu3aLyuu. Tpyu OCHOBHBIX aITOPUTMA K/IacTepysa-
uumn — memoo k-cpeonux, uepapxuuecxas knacmepusayus u DBSCAN. PaccMoTpum
KaXXIbIV M3 HUX 110 OTHE/bHOCTH.

Mertop k-cpeaHux

Lenb KnacTepusayuu — BBIABUTD B Ha6ope MaHHBIX TaKyue IPYIIIBI, /I KOTO-
PhIX Hab/IIOAEHUs B IIpefieNiaX OfHOI IPYIIITBI CXOAHbI MEX/TY CO6011, HO OTIMYAITCA
oT Hab/mofeHni1 B APYTUX Ipynnax. B crydae kmactepusanmu MeTofOM k-CpemHux
MBI yKa3bIBaeM TpeGyeMoe KOMMYeCTBO KacTepos, k, 1 anroput™ 6yAeT mpunmuchl-
BaTh KaX/[0€ Hab/IoieHNe TONMbKO K OfHOMY M3 3TUX k K/IacTepoB. ANTOpUTM OII-
TUMU3UPYeT TPYIIIILI ITyTeM MUHUMMU3ALUM BHYMPUKAACMepHOt 8apuayuu (Taxke
M3BECTHOM KaK UHepyus), YT06B CyMMa BHYTPMK/IACTEPHBIX BapyalLuii o BceM k
K/I1acTepaM 6Obl/1a HaMMEHbLIIE.

PasHble 3alyCKy alroput™a k-cpefHux 6ynyT NpUMBOAUTb K HEMHOTO PasHbIM
pacrpeneneHnsM Hab/IIOAEHMIA 10 KIacTepaM. 3To 06yC/IOB/IEHO TEM, YTO a/ITOPUTM
k-cpegHuX cry4aifHBIM 06pa3oM IPUIIMCHIBAET KaX/[0e HabmoneHne K OfHOMY U3
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k xnacTepoB mns yckopeHHOI MHMLMAMM3alMy npoliecca kKnacTepusauuu. [locne
3Tana cy4aitHo! MHUIMAIM3ALMK a/ITOPUTM 3aHOBO OTHOCUT Hab/IIOEHNA K pas-
IMYHBIM K/IacTepaM, MBITaACh MUHVMUSMPOBATh €BKINAOBO PAacCTOSAHME MEXTY
KaX[bIM HaO/IOfeHMEM M LIEHTPANbHO TOYKOI ero KIacTepa, MM UeHMPOUoom.
Takast MHULMANU3ALMA CTYXXUT UCTOYHNKOM CITy4aifHOCTH, YTO ¥ IIPUBOAMT K HE-
3HaUMTENIbHBIM U3MEHEHUAM B pacnpefe/eHnM HabmoeHnit 1o K/IacTepaM OT Ofi-
HOTO 3aITyCKa a/ITOPUTMa K KPYTOMY.

O6BIYHO anropUTM k-CpeHMX 3aITyCKaeTCA HECKOIbKO pa3 ¥ BbIOMpaeT 3amyck
C HaWTy4IIMM pa3fieNleHeM, KOTOpOe ONpefe/sAeTCs HauMeHbllel ob1ieit CyMMoi
BHYTPUMK/IaCTEPHBIX BapHalMii 10 BCeM k K/1acTepam.

WHepuma meTopa k-cpeHnx

[TosHakoMMMCA MO6MMKE C CaMUM a/ITOPUTMOM. MBI AO/DKHBI YKa3arh Tpebye-
MOe KO/IMIeCTBO K/IacTepoB (n_clusters), YUC/I0 MHMIMA/TU3ALMIA, KOTOPbIE MBI
xoTeny Obl BHIMOMHUTD (N init), MakcuManbHOE KOMMYECTBO UTEPALIMIA, BHINOT-
HAEMBIX aITOPUTMOM A/Is OTHECEHUA HAGMIOfeHNit K KIacTepaM B Ipoliecce Mu-
HUMM3aumu uHepuuy (max_iter), u gomycTuMoe oTKIOHeHMe (tol) B KayecTBe
KpUTepUA CXOAUMOCTHU.

Mpb1 ocTaBMM 3afjaHHbIE [TO YMOMYAHMIO 3HAYEHUA /I KOMUYECTBA MHULIMA/IH-
saumit (10), MakcuManbHoro uucia utepauuit (300) ¥ JOMYCTMMOTO OTK/IOHEHUA
(0.0001). KpoMe Toro, roka 4To HaM 6yAeT HOCTaTOYHO MCIONb3OBATH MEpPBbIE
100 rnaBHbix KOMIOHEHT PCA (cutoff). YTo6bl npoBepuTh, HACKONIBKO CUIbHA
3aBMCUMOCTD MHEPLMM OT KONNYECTBA KIACTEPOB, 3alIyCTMM anTOpUTM k-cpeaHmx
VLA K/IacTepoB C pasMepamy oT 2 A0 20 1 3anuiIeM 3HAYEHUA MHEPUMMU /IS KaXK-
HOTO U3 HUX.

Bot cooTBeTcTBY!IOIMIT KO,

# Meron k-cpenmHMX - M3MeHeHME MHepUUM
# c u3MeHeHMeM KOJMUYECTBa KJIaCTEpPOB
from sklearn.cluster import KMeans

n_clusters = 10
n_init = 10
max_iter = 300

tol = 0.0001
random_state = 2018

kMeans_inertia = pd.DataFrame(data=[], index=range(2, 21), \
columns=["'UHepuus'])
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for n_clusters in range(2, 21):
kmeans = KMeans (n_clusters=n_clusters, n_init=n_init, \
max_iter=max_iter, tol=tol, \
random_state=random state)

cutoff = 99
kmeans.fit (X _train PCA.loc[:, O:cutoff])
kMeans_inertia.loc[n_clusters] = kmeans.inertia_

Kak cnegyetr u3 puc. 5.1, ¢ yBenuueHMeM KOMMYECTBA K/IACTEPOB MHEpPLMA
YMEHBLIAETCsA, YTO BIIO/IHE JIOrM4HO. YeM 6onpllie KIacTepoB, TEM BbILIE CTENIEHb
OfHOPOAHOCTYM Hab/mofeHNit B TIpefieNax Ka/oro Knactepa. OfHako ¢ MEHbIIMM
KO/TMYECTBOM K/IaCTEPOB Jlerde paboTaTh, MO3TOMY HaXOXK/AEHME MOAXOMAILETO KO-
NMYeCcTBa K/IaCTEPOB ABTAETCA ONHUM M3 BXHBIX (paKTOPOB, KOTOpbIe Heo6X0omM-
MO Y4YMTBIBaTh, paboTas 1o MeToay k-CpegHuXx.
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Puc. 5.1. nepyus memooa k-cpedrux ons knacmepoe
¢ pasmepamu om 2 0o 20

OueHKa pe3ynbTaToB Knacrepu3aumu

Y106bI MPOAEMOHCTPUPOBATD, KaK paboTaeT MeTOR k-CpeHMX M KaK yBenuye-
HMe KONMMYECTBA K/IACTEPOB NPUBOANT K NOBBIIIEHMIO MX OFHOPORHOCTH, OIpe-
penmuM QYHKLMIO, aHA/MM3UPYIOLIYIO Pe3y/IbTaThl KaX/Oro BBINIOMTHEHHOTO HaMyu
3KCIIepMMeHTa. Pacmipeienienus 1o KaacTepaM, reHepupyeMble alTOPUTMOM Kia-
ctepusauuu, OyAYT cOXpaHATbCA B 06bekTe DataFrame 6mbmmoreku Pandas ¢
uMeHeM clusterDF.

ITopcumnTaeM YUCIIO HAOMIOAEHMIT B KOXKIOM K/IaCTepe M COXPAaHMM 3TH 3Ha4YeHUA
B o6bekTe DataFrame 6ubnuorekn Pandas c umMeHeM countByCluster.
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def analyzeCluster (clusterDF, labelsDF):
countByCluster = \
pd.DataFrame (data=clusterDF['cluster'].value_counts())
countByCluster.reset_index(inplace=True, drop=False)
countByCluster.columns = ['cluster', 'clusterCount']

Mlanee npucoepuuuM o6bekT clusterDF K MacCuMBy MCTMHHBIX METOK, IpH-
CBOMB eMy uMsA labelsDF.

preds = pd.concat ([labelsDF,clusterDF], axis=1)
preds.columns = ['truelabel', 'cluster']

IMopcunTaeM TaKKe KOMMYIECTBO HAGMIOAEHMIT /1A KOKAOM MCTUHHOM METKM B
TPeHUPOBOYHOM Habope (OHO He GyAieT MEHATBCSA, HO 3HATh €T0 MOJIE3HO).

countByLabel =
pd.DataFrame (data=preds.groupby ('trueLabel') .count())

JIOMIOTHUTENTBHO MOACYMTAEM KOMMYECTBO HAOMIOmEeHMIA A/l KAKI0M OTAETbHOM
MeTKM BHYTpPHU KaX[I0ro kaacrepa. Eciu B 3alaHHOM K/1acTepe MUMeETCs TPU THICA-
YM HaO/MIOEHNIA, TO U3 HUX [IBE THICSAYM MOTYT NPEACTABIATh UMDY 2, IATHCOT —
undpy 1, Tpucra — uudpy 0, a ocraBmmecs aBectr — uudpy 9.

BbInO/THMB 3TU pacyeTsl, MBI COXpaHUM 3HaYeHMA CYETUMKOB Hauboree 4acTo
BCTpevalomuxca UUp AN KaXKAOro KmacTepa. B npuBegeHHOM npuMepe MBI Co-
XpaHumyu 6bl 3HaUYEHME CYETYMKA, COOTBETCTBYIOLIETO ABYM ThICAYaM Habmiofe-
HMIA.

countMostFreq = \
pd.DataFrame (data=preds.groupby ('cluster') .agg(lambda \
x:x.value_counts().iloc[0]))
countMostFreq.reset index(inplace=True, drop=False)
countMostFreq.colum;s = ['cluster', 'countMostFrequent']

HakoHeu, MbI 6yzeM CyauTb 06 YCIIEUTHOCTM KaX/OTO 3aIycKa KIacTepu3auumu
Ha OCHOBaHMM TOTO, HACKO/IbKO TECHO CTPYNINMPOBaHbl Hab/mOfeHMA B Ipefenax
KaXAOro K/IacTepa. B mpuBegeHHOM Bhlllle IpuMepe B K/IacTepe, CONEPXKAILEM B
o61welt CIOXXHOCTY TPU ThICAYM HAG/MIOfEHMIT, UIMEIOTCSA fBe ThICAYM HabmomeHmii ¢
Of{HOM M TOV1 >ke MeTKOit. Takoi K/acTep He NpeAcTaBaAeT co60it HIYEro ocobeH-
HOTO, ITOCKO/IbKY B M/I€a/IbHOM CTy4ae MbI XOTe/ 6bI TPYIINMPOBATh B OTHOM ¥ TOM
e K/1acTepe BCce CXOAHbIe Hab/TIoONeHMA Y UCK/TIOYaTh Hab/moAeHMA, OTINYAIOINECT
OT HUX.

Onpegennm o61LyI0 TOYHOCTD KIACTEPU3ALMM KaK CYMMY 3HAYEHMIt CIETIMKOB
Hamuboree 4acTO BCTpeYaroUMXCsA HabMOAEHNIt 0 BceM K/IacTepaM, JIEIEHHYIO Ha
ob1ee KOMMYECTBO Hab/MoeHMit B TPEHNPOBOYHOM Habope (T.e. 50 000).
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accuracyDF = countMostFreq.merge (countByCluster, \
left on="cluster", right on="cluster")
overallAccuracy = accuracyDF.countMostFrequent.sum() / \
accuracyDF.clusterCount.sum()

MbI Tak)Xe MOXXeM OLI€HUTb TOYHOCTD A1 OMMHOYHOrO KiacTepa.

accuracyBylLabel = accuracyDF.countMostFrequent / \
accuracyDF.clusterCount

TTonHBIA KOA STOro NpMMepa AOCTYIEH B BUAE efMHOI (QyHKUMM Ha caiire
GitHub (http://bit.ly/2Gd4v7e).

TouHocTb MeTOAa k-CpeAHMX

BBINOMTHMM 3KCIIepMMEHTHI, KaK MBI 3TO [ie/la/lM paHblile, TOMbKO Teneps 6ymeM
BBIYMC/IATD HE MHEPLMIO, 2 CYMMapHYI0 OFHOPOJHOCTb K/IaCTEPOB, OCHOBBIBASACH
Ha Mepe TOYHOCTH, KOTOPYIO MBI ONpefieNM/M A/is Haiero Habopa MNIST, copmep-
aIlero U306 paxkeHNA PyKOMMCHBIX Ludp.

# Meron k-cpelHMX - M3MEHEHME TOUHOCTHU
# C M3MEHeHMeM KOJIMYECTBa KJIaCTEPOB

n_clusters = 5
n_init = 10
max_iter = 300

tol = 0.0001
random_state = 2018

kMeans_inertia = pd.DataFrame(data=[], index=range(2, 21), \
columns=["'Unepuusa'])

overallAccuracy kMeansDF = pd.DataFrame(data=[], \
index=range (2, 21), columns=['OO6mwas TouHOCTh'])

for n_clusters in range(2, 21):
kmeans = KMeans(n_clusters=n_clusters, n_init=n_init, \
max_iter=max_iter, tol=tol, \
random_state=random_state)

cutoff = 99

kmeans.fit (X_train PCA.loc[:, O:cutoff])

kMeans_inertia.loc[n_clusters] = kmeans.inertia_

X _train_kmeansClustered = kmeans.predict(X_train_ PCA.loc[:, \
O0:cutoff])
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X_train_kmeansClustered = \
pd.DataFrame (data=X_train_kmeansClustered, \
index=X train.index, columns=['cluster'])

countByCluster_ kMeans, countByLabel kMeans, \
countMostFreq_kMeans, accuracyDF kMeans, \
overallAccuracy kMeans, accuracyByLabel kMeans = \
analyzeCluster (X _train_kmeansClustered, y_train)

overallAccuracy kMeansDF.loc[n_clusters] = overallAccuracy kMeans

Ipaduk ob1welt TOYHOCTHM A/MA KIACTEPOB Pas3lTMYHOTO pasMepa IpUBEAEH Ha
puc. 5.2
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Kax cnemyer u3 puc. 5.2, mo Mepe yBenu4eHus KOMM4YeCTBA KIaCTEPOB TOYHOCTD
yBenumuuBaeTcA. [JIpyTMu cloBaMy, C yBeTMYEHMEM YMC/IA K/IACTEPOB OHM CTaHO-
BATCA 6071e€ OFTHOPOJHBIMY B CUITY TOTO, YTO MX pa3Mephl IIPM 3TOM YMEHbIIAIOTCA
¥ OHYM CTAHOBATCA 60/Iee KOMIAKTHBIMM.

ToyHOCTb MOXET JOBONBHO 3aMETHO MEHATHCA IpM IIepexofie OT KaacTepa K
K/IacTepy, IOCKONMbKY OfHM K/IACTephbl MIPOAB/LAIT 60/Iee BHICOKYIO CTEIIeHb OfHO-
PORHOCTH, ipyTHe — MeHbluylo. Hanpumep, B HeKOTOpBIX KiacTepax cBbiuie 90%
1306paxkeHMi COOTBETCTBYIOT OFHO M TOUA XKe IMdpe, TOrAa Kak B APYTUX — Me-
Hee 50%.

0 0.636506
1 0.928505
2 0.848714
3 0.521805
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4 0.714337
5 0.950980
6 0.893103
7 0.919040
8 0.404707
9 0.500522
10 0.381526
11 0.587680
12 0.463382
13 0.958046
14 0.870888
15  0.942325
16 0.791192
17  0.843972
18  0.455679
19  0.926480

dtype: floaté64

MeToa k-cpenl-mx N KONu4eCTBO rnaBHbIX KOMNOHEHT

[IpoBeneM ellle OfMH 3KCIIEPUMEHT, Ha 3TOT pa3 YTOOBI OLIEHUTDb, KaK M3Me-
HeHMe KONMMYECTBA ITTABHBIX KOMIIOHEHT, MCIIONIb3yeMBbIX B a/ITOPUTME K/IaCTepu-
3alMy, BIMAET HA OGHOPOLHOCTb K/IacTepoB (OMpefeNIeHHYI0 B KaueCTBE MepbI
TOYHOCTH).

B mpenbipymux skcriepuMeHTax Mbl Mcnonb3oBanu 100 rmaBHBIX KOMIIOHEHT,
IIONTyYeHHBIX B KayecTBe BbIXOfla cTaHpapTHoro Meroga PCA. Bcmomuwure, urto
KO/IMYECTBO M3MEPEHMI! B IepBOHaYabHOM Habope maHHbIX MNIST paBHO 784.
Ecnu anropurm PCA xopomo crpaBinAeTcs ¢ MaKCMManbHO KOMIIAKTHBIM 3aXBa-
TOM 6a30BOJI CTPYKTYPBI JAHHBIX, TO aITOPUTMY K/IacTepusalum OymeT Hecmox-
HO CTPYNIIMPOBATb CX0XMe M306paXkeHNsA, HE3ABUCUMO OT TOTO, UCIIONIb3YeM MBI
NI HE3HAYMUTENTBHYIO KOO ITTABHBIX KOMIIOHEHT WM HAMHOTO 6o/bliiee MX KO-
nudecTBO. [IpyruMu crmoBaMy, KIacTepu3alysa JOMKHA BHINOTHATBCA OfMHAKOBO
XOPpOILO TPy MCIIONb30BaHMM KaK HECKONIbKMX [AECATKOB, TaK ¥ HECKO/IbKMX COTEH
I/IaBHBIX KOMIIOHEHT.

MlaBaiiTe IpOBEpUM 3Ty IMNIOTe3y. MbI 6yaeM IOC/IefOBaTeNbHO NIEpeaBaTh asl-
roputm™my 10, 50, 100, 200, 300, 400, 500, 600, 700 1 784 KOMNOHEHTHI ¥ 3aMePATh
TOYHOCTb K/IaCTEPU3aLMM B KaXKAOM 3KCIIepMMeHTe. 3aTeM Mbl OT/IOXMM 3TU pe-
3y/bTaThI Ha rpaduke, YTOObI YBUAETD, KaK M3MEHEHME KO/IMYIECTBA [TABHBIX KOM-
IIOHEHT BNMAET Ha TOYHOCTD K/IaCTepu3alun.
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# MeTon k-cpegHMX - 3aBMCMMOCTb TOYHOCTU
# OT KONMMUYECTBA IVIABHHX KOMIIOHEHT

n_clusters = 20
n_init = 10
max_iter = 300

tol = 0.0001
random_state = 2018

kMeans_inertia = pd.DataFrame(data=[], index=[9, 49, 99, 199, 299, \
399, 499, 599, 699, 784]), columns=['Urepuus'])

overallAccuracy_kMeansDF = pd.DataFrame (data=[],index=[9, 49, 99, \
199, 299, 399, 499, 599, 699, 784)], columns=['O6mas TOYHOCTbL'])

for cutoffNumber in [9, 49, 99, 199, 299,

399, 499, 599, 699, 784]:

kmeans = KMeans(n_clusters=n_clusters, n_init=n_init, \
max_iter=max_iter, tol=tol, \
random_state=random state)

cutoff = cutoffNumber

kmeans.fit (X_train PCA.loc[:, 0:cutoff])
kMeans_inertia.loc[cutoff] = kmeans.inertia_
X_train_kmeansClustered = kmeans.predict (X_train_PCA.loc[:, \

O:cutoff])
X_train_kmeansClustered = \

pd.DataFrame (data=X_train_kmeansClustered, \
index=X train.index, columns=['cluster'])

countByCluster_kMeans, countBylLabel kMeans, \
countMostFreq kMeans, accuracyDF kMeans, \
overallAccuracy kMeans, accuracyByLabel kMeans = \
analyzeCluster (X_train_kmeansClustered, y train)

overallAccuracy kMeansDF.loc[cutoff]

= overallAccuracy_kMeans

I‘paq)m( 3aBUCUMMOCTHU TOYHOCTH K/IaCTepU3aLMU OT KOZINYECTBA ITTABHBIX KOM-

TIOHEHT NpUBEAEH Ha puc. 5.3.
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Puc. 5.3. 3asucumocms mouHocmu K1acmepu3ayuy no memooy
k-cpeonux om Konuuecmea enasHuixX KOMnoHeHm

ST1oT rpaduK MOATBepXAaeT Hally rumoresdy. IIpyM M3MeHEHMM KONMMYECTBA
IJIaBHBIX KOMIIOHEHT OT 10 10 784 TOYHOCTH K/IacTepu3aluy BefieT cebs cTabuib-
HO ¥ COI/TAaCOBaHHO, OCTaBaACh Ha ypoBHe 0Komo 70%. 9To ofHa U3 NIPUYUH TOTO,
Io4eMy K/IaCTepM3aLMIO ClefyeT NPUMMEHATb K PefyLIMpPOBaHHBIM HabopaM faH-
HBIX: O6BIYHO Q/ITOPUTMBI K/IACTEPU3aLMM PabOTAIOT Ha TAKMX Habopax /ydiie KakK
B CMBIC/I€ TOYHOCTM K/IaCTEPU3ALIMM, TaK M B CMBICTIE OBICTPOAENCTBUA.

B cny4ae na6opa ganneix MNIST ¢ ero ucxogHbiMu 784 MaMepeHMsAMM anro-
PUTM KJIacTEpU3aLNM CTIOCOOEH CIIPaBUTBCA CO CBOEN 3afjaueit, HO IPeCTaBbTe CH-
TYalMI0, KOT/ia KOTM4eCTBO U3MEPEHMI MCUMC/IAETCS THICAIaMU M/IY MU/VTMOHAMM.
B nomo6HBIX CLieHapysAX CHIDKEHMe pa3MEPHOCTH Habopa HaHHBIX CTAHOBUTCA ellje
60rmee 060CHOBaHHBIM.

MpumeHeHue meToaa k-CpeHNX K OpUTrMHANbHOMY Habopy
AaHHbIX

YT06bI ClleaTh NpMBENEHHYIO Bbillle apTyMEHTALMIO ellie 6onee ybenuTensHom,
BBITIO/THUM K/IaCTEPU3ALMIO Ha OPUTMHATBHOM Habope MaHHBIX M BBIACHUM, Kak
M3MeHEeHMe KONIMIECTBa M3MEPEHMIA, IlepelaBaeMOro alrOPUTMY K/IacTepU3aLuy,
B/IMAET Ha TOYHOCTD K/IaCTepU3aLINM.

B cny4ae paccMOTpeHHOro B PENbIAYLIEM pa3fienie Habopa JaHHBIX, PeAyLMPO-
BaHHOTO C nomombio Metofa PCA, M3MeHeHMe KOMMYECTBA I/IABHBIX KOMIIOHEHT,
TiepefiaBaeMbIX a/ITOPUTMY K/IaCTEpU3aLMM, He OKa3bIBa/IO BIMAHUA Ha TOYHOCTH,
KOTOpas CTabM/IbHO fiep>kanach NpuMepHO Ha ypoBHe 70%. IIpoBepum, Gynet mu
CUTYal¥s aHaJIOTMYHOM B C/TyYae OPUTMHATLHOTO Habopa JaHHBIX.
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# Meron k-cpefHMX - 3aBMCMMOCTbL TOYHOCTM OT KOJMYECTBA
# KOMNOHEHT IJIA OPMUIMHANLHOTO Habopa maHHeX MNIST
# (a He peoyuMpPOBaHHOTO C momowek Meroma PCA)

n_clusters = 20
n_init = 10
max_iter = 300

tol = 0.0001

random state = 2018

kMeans_inertia = pd.DataFrame(data=[], index=[9, 49, 99, 199, 299, \
399, 499, 599, 699, 784], columns=['Uxepuna'l)

overallAccuracy kMeansDF = pd.DataFrame(data=[], index=[9, 49, 99, \
199, 299, 399, 499, 599, 699, 784), columns=['OCmas TOYHOCThL'])

for cutoffNumber in [9, 49, 99, 199, 299, 399, 499, 599, 699, 784]:
kmeans = KMeans(n_clusters=n_clusters, n_init=n_init, \
max_iter=max_iter, tol=tol, \
random_state=random state)

cutoff = cutoffNumber

kmeans.fit (X_train.loc[:, O:cutoff])

kMeans inertia.loc[cutoff] = kmeans.inertia_

X train_kmeansClustered = \
kmeans.predict (X train.loc[:, O:cutoff])

X_train kmeansClustered =
pd.DataFrame (data=X_train_kmeansClustered, \
index=X train.index, columns=['cluster'])

countByCluster_ kMeans, countBylLabel kMeans, \
countMostFreq_kMeans, accuracyDF kMeans, \
overallAccuracy kMeans, accuracyByLabel kMeans = \
analyzeCluster (X train_kmeansClustered, y train)

overallAccuracy kMeansDF.loc[cutoff] = overallAccuracy_ kMeans

Ipadmk 3aBMCMMOCTM TOYHOCTM K/IAaCTEPU3ALMM OT KONMUYECTBA M3MEPEHMM
IIpMBeZieH Ha puc. 5.4.
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Puc. 5.4. 3asucumocms movHoCmu Knacmepu3ayuy no Memooy
k-cpedrux om xonu4ecmea UcxoOHbix usmepeHu

Kak cnepyer u3 rpaduka, TOYHOCTb KNMacTepu3aLyuy O4YeHb HU3KAsA NpPYU He-
60nbIIIOM KONMMYECTBE U3MEPEHMU, HO YyYllIaeTCsA MPUMEPHO A0 ypoBHs 70%, Kak
TO/IbKO KOZIM4€eCTBO M3MepeHuit focturaet 600.

B cnydae MeToga PCA TOYHOCTb KnacTepu3auuMu COCTaB/Ana npumepHo 70%
faxe rpyu 10 M3MepeHNnAX, 4TO CBUAIETENCTBYET 06 OrPOMHBIX ITEPCIIEKTUBAX CHU-
XKEHUsI Pa3MEpPHOCTYM B OTHOLUEHMM 3axBaTa Hamborlee cyliecTBeHHOI MHpOpMa-
LI} Y3 OPUTMHAIBHOTO Habopa JaHHBIX.

Wepapxuueckas Knacrepusaums

IlepeitneM K pacCMOTPEHMIO BTOPOTO MOAXOAA K K/IaCTepU3aLM, IOy IMBIIETO
Ha3BaHUe uepapxuveckas Knacmepusayus. B aTom noaxose He TpebyeTcs npenpa-
PUTENbHO 3aJaBaTh OMNpefle/leHHOE KOMMYECTBO KIacTepoB. BmecTo 3Toro Mer Mo-
)KeM BbIOpaTh, CKO/IBKO K/IaCTEPOB MBI XOTe/M 6bI MMETh IO 3aBepLIEHUN K/IacTe-
pu3aumu.

Wcnonsays HabmoneHus, cofepkainmecs B Habope JaHHBIX, aiTOPUTM Mepap-
XMYECKOI K/TacTepU3aLMM IOCTPOUT OeHOPozpammy, KoTopas 6yaeT oTobpaxaTbcs
B BUJie IEPEBEPHYTOrO fiepeBa C MMCTbAMM BHU3Y U CTBO/IOM BBEPXY.

CaMmble HIDKHME TUCThS — 3TO MHAMBUAYa/IbHblE IPUMEPHI B Habope JaHHBIX.
ITo Mepe nepeMelleHN)s: BBEPX IO NTepeBEPHYTOMY AiePeBY a/ITOPUTM MepapXudec-
KOM K/IacTepusaluuy o6befMHSAET MMCTbA Ha OCHOBAHMM MX B3aMMHOTO CXOJCTBA.
B nepBy1o ouepens 06beAMHAIOTCA IPUMEPSBI (MM TPYTINIBI IPUMEPOB) ¢ HaN6OMb-
UMM B3aMMHBIM CXOACTBOM, 3aT€M — MeHee CXOXKMe 9K3eMIUIAphl. B pesynbrare
TaKOTO MTEPATMBHOTrO Ipoliecca Bce NpUMePbl B KOHEYHOM CYeTe 00 beUHAIOTCH,
¢bopMupYs efUHBI! CTBOT fiepeBa.
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Ora BepTHKaNbHaA KapTHHKA O4eHb Mone3Ha. Kak TO/MbKo anroputm uepapxu-
4ecKOJ K/IacTepU3aliuy 3aKOHYUT CBOIO paboTy, MBI CMOXKEM IMPOCMOTPETH JieH-
ApOTpaMMy ¥ OTIpeAENNTD, IAie XOTHM ycedb IePeBO, — YeM HIDKe MbI ero obpexem,
TeM 6onblue BeTBe (a 3HauMT, 1 60/IblIE K/IAaCTEpOB) B HeM ocTaHercsA. Ecu Mbl
XOTMM MIMETb MeHblIlIe K/IaCTEPOB, ePeBO CTIefyeT 06pe3aTh B 60/ee BHICOKMX I10-
3MLMAX Ha IeHAPOrpaMMe, 6/ke K CTBOMY, PacloO/araloleMycsi B CaMOM BEPXY
TlepeBEpPHYTOrO AiepeBa.

Br160p nosuwmu BepTHKanIbHOIM 06pe3Kyt aHa/IoruYeH BbIOOPY KO/MYeCTBa Kiac-
TepoB, k, B a/IrOpUTMe KacTepU3aLMi METOAOM k-CPeTHMX.

ArnomepaTuBHaA Hepapxuyeckan Knacrepusauus

Bepcusa mepapxmuyeckoit KnacTepusanyy, KOTOPYI0 MBI cobMpaeMcsi Mccreno-
BaTb, Ha3bIBAeTCA aziomepamusHas knacmepusayus (agglomerative clustering).
HecMoTps Ha To uTOo 6MbmmoTexa Scikit-learn comep>xuT cooTBeTCTBYIOUMIT MO-
y/b, OH paboTaeT KpaitHe MeIEeHHO. BMeCTO HEro Mbl MCIIO/Ib3yeM APYTOI MaKeT
Mepapxuyeckoi kimacrepusauuu: fastcluster. 3to 6ubmmorexa Ha Asbike C++ ¢ uH-
tepdeitcom Python/SciPy’.

OcHoBHas QYHKUMA OMOIMOTEKM, KOTOpas Ham MNoOHajgoburca, — fast-
cluster.linkage_vector. Eit Heo6XomuMo nepeaaTh HECKOMBKO apTyMEHTOB,
BK/TIOYasA TPEHUPOBOYHYIO MaTpuiy X, Memoo u mempuxy. Apryment method Mo-
XeT MMeTb 3Ha4eHuA single, centroid, median mmm ward. On 3agaer cxemy
K/IacTepu3auym, KOTOPYIO C/IefyeT MCIIONb30OBaTh [/IA ONpeNeNeHNs pacCTOSHMIA
MEX/y HOBBIM Y3/10M B IEHAPOTPaMMe M OCTa/IbHBIMM y3/1aMu. ApryMeHT metric
B 6ONBIIMHCTBE C/Ty4YaeB JO/DKeH GbITh paBeH euclidean. Bonee Toro, aTo eauH-
CTBEHHBIIf BapMaHT I/ MeTOloB centroid, median u ward. [Ina momyyeHus
6onee mogpo6HOI MHGOpMaLMM 06 ITUX apryMeHTaX 06paTUTECh K AOKYMEHTaLMK
6ubnmoreku fastcluster.

TIpucTynuM K HacTPOJKe aTOPUTMA MePapXMIECKOi KIacTepu3alum i Ha-
umx faHHbIX. Kak M mpexpe, Ml 6yfieM TpeHMpOBaTh aNTOPUTM Ha TEPBLIX CTa
ITIaBHBIX KOMIIOHEHTAX U3 Ha6opa nsobpaxenuit MNIST, penynuposanHoro ¢ mo-
mopio MeTofa PCA. YcraHoBuMM mist aprymeHTa method 3Havenme ward (oHO
NpOsIBUNO cebsa Haumydwum o6pa3oM B NPOBeAeHHbIX paHee IKCIEPUMEHTAX), a
UL apryMeHTa metric — 3HavyeHne euclidean.

'Bonee mompobHylo MHbOpMauMio 06 3TOM MeTOfe MOXHO HaiiTM TO afpecy https://
ru.wikipedia.org/wiki/Mepapxnueckas_knacrepmsaums.
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3navenne ward 3ailaeT UCIIONb30BaHME MeM00a Yopoa?. ITO HENIOXOi BapMAHT
0 YMOMYAHMIO [/I MepapXMYeCKOi KIacTepU3aLuy, HO Ha MPAKTHUKe y4lle Io-
3KCIIEPMMEHTUPOBATD Ha COOCTBEHHBIX HabOpax JaHHBIX.

import fastcluster
from scipy.cluster.hierarchy import dendrogram, cophenet
from scipy.spatial.distance import pdist

cutoff = 100
Z = fastcluster.linkage vector(X_train PCA.loc[:, O:cutoff], \
method='ward', metric='euclidean')
Z_dataFrame = pd.DataFrame (data=z, columns=['clusterOne', \
"clusterTwo', 'distance', \
'newClusterSize'])

ANTOpUTM MepapXmMyecKoi KIacTepusaLuy Bo3BpamaeT Marpuny z. O obpa-
6arbiBaeT Kaxaoe u3 50 000 HabmomeHMIt, BXOAALIMX B HAll HA6OpP PYKONMCHBIX
uudp MNIST, kak kmacTep, BK/IIOYAKOLMIL TONBKO OAHY TOYKY JAHHBIX, M Ha KaX-
It uTepauyuu o6 beaMHAET B K/TACTePa, XapaKTePU3YIOLIMXCA HAMMEHDBIINM pac-
CTOSTHMEM MeXYy HUMMU.

[lepBoHaYa/IbHO ANTOPUTM OOBEAMHAET NUIID ONHOTOYEYHBIE K/IACTephbl, HO
BIIOC/IEACTBMM OH HaYHeT 06'beAMHATD MHOTOTOYEYHbIE KTacTepsl 60 C OBHOTO-
YyeyHbIMY, 6O C JPYTMMM MHOTOTOYEYHBIMM. B X0f1€ MTEpaTMBHOrO Npouecca Bce
K/TacTepbl B KOHEYHOM MTOTe 06BEMHATCA, CHOPMMUPOBAB CTBON TIEPEBEPHYTOTO
HepeBa (IeHAPOrpaMMBI).

Jlenaporpamma

B Ta6n. 5.1 npeacTaBneHa MaTpULia Z, CreHepMPOBaHHAA a/ITOPUTMOM K/TacTepu-
sauuu. OHa AEMOHCTPUPYET, Ha YTO CHOCO6EH JaHHbII aITOPUTM.

B mepBhIX ABYX cTOM6Lax Tabmuupl, clusterOne u clusterTwo, yKasaHo,
Kakue fiBa Kiactepa (MMu MOTyT 6BITh KaK OFHOTOYEYHBIE K/IaCTephl, T.€. OPUTH-
Ha/IbHbIe Ha6/MIOfleH N, TaK ¥ MHOTOTOYEYHBIE) 0ObEAMHAIOTCS C YYETOM B3aMMHO-
ro paccTOsIHMsI MeXAY HUMMU. B TpeTbeM cTonb1e oTo6paxkaeTcs caMo paccTOsHMe,
distance, KoTopoe 651710 ONpeAeNEeHO 110 METORY YOp/ia C MCIIOIb30BaHUEM €B-
KIupoBoy MeTpuku (euclidean), mepefaHHOI anrOPUTMY K/IaCTEPU3ALIUM.

Kak HeTpygHO 3aMeTUTb, PacCTOSHME MOHOTOHHO yBenuumBaercs. [Ipyru-
MM C/IOBaMM, CHaya/la 0ObeAMHAIOTCA K/IACTephbl, PACCTOSHUA MEXIY KOTOPBIMU

2Bonee mnoppobHyo uHdopmauuio o6 ITOM MeTOle MOXHO HaiTM mNo ampecy https://
ru.wikipedia.org/wiki/Mepapxuyeckas_xjacTepu3aums.
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AB/IAIOTCA HAMMEHBIINMH, TIOC/IE YeT0 aNiTOPUTM UTEPATUBHO IPUCOEAUHSAET K HUM
K/IacTepHI CO CIEMYIOIMMI KpaTYailIMMM PACCTOAHNAMMU MEXIY HUMM, M TaK J10
Tex IIOp, TIOKa BCe TOYKM He OYAyT 06beMHEHbI B €AMHbII K/IACTEP, PaCIONIOXKEH-
HBbIf B CAMOM BepXY AICHAPOTpaMMBI.

Tabnuya 5.1. Hauanvrvie cmpoku Mampuyb uepapxu4eckoti K1acmepusayuu

clusterOne custerTwo distance newClusterSize
0 42194.0 43025.0 0.562682 20
1 28350.0 37674.0 0.590866 20
2 26696.0 44705.0 0.621506 20
3 12634.0 32823.0 0.627762 20
4 24707.0 43151.0 0.637668 20
5 20465.0 24483.0 0.662557 20
6 466.0 42098.0 0.664189 20
7 46542.0 49961.0 0.665520 20
8 2301.0 57320 0.671215 20
9 37564.0 47668.0 0.675121 20
10 33750 26243.0 0.685797 20
1" 15722.0 30368.0 0.686356 20
| 12 212470 21575.0 0.694412 2.0
13 14900.0 42486.0 0.696769 20
14 30100.0 41908.0 0.699261 20
15 12040.0 13254.0 0.701134 20
16 10508.0 25434.0 0.708872 20
17 30695.0 30757.0 0.710023 20
18 31019.0 31033.0 0.712052 20
19 362640 37285.0 0.713130 20

CHavana alropuTM OObemMHsET OFHOTOYEYHble K/IacTepbl, GopMupys Ho-
Bble K/IacTephl YABOEHHOrO pasMepa, KaK 3TO yKa3aHO B 4eTBepToM cronbie,
newClusterSize. OgHako o Mepe fa/nbHeIIero IPOABIDKEHNUA 110 [IepeBY an-
TOPUTM HauMHaeT OObeAMHATH GO/bIUNe MHOIOTOYEYHbIE K/IACTEPHI C APYTUMM
60mbLIMMM MHOTOTOYEYHBIMM K/IaCTepaMy, KaK IOKa3aHo B Tabm. 5.2. Ha camoit
nocnenHe utepauuu (49998), fBa 60mbUIMX KIacTepa 0OBEANHAIOTCA, CIMBAACH
B OZMH K/IACTep — PACIONIOXKEHHBI B CAMOM BEPXY fiepeBa CTBO/I, KOTOPBIi COfiep-
xnt Bce 50 000 opUrnHaIbHBIX Hab6/TIoOeHUIA.
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Ta6nuya 5.2. [TocnedHue cmpoxu Mampuybt UepapxXU4ecKol Knacmepusayuu

clusterOne clusterTwo distance newClusterSize
49980 99965.0 99972.0 161.106998 5197.0
49981 99932.0 99980.0 172.070003 6505.0
49982 99945.0 99960.0 182.840860 3245.0
49983 99964.0 99976.0 184.475761 3683.0
49984 99974.0 99979.0 185.027847 77440
49985 99940.0 99975.0 185.345207 5596.0
49986 99957.0 99967.0 211.854714 5957.0
49987 99938.0 99983.0 215.494857 4846.0
49988 99978.0 99984.0 216.760365 11072.0
49989 99970.0 99973.0 217.355871 4899.0
49990 99969.0 99986.0 225.468298 8270.0
49991 99981.0 99982.0 238.845135 9750.0
49992 99968.0 99977.0 266.146782 5567.0
49993 99985.0 99989.0 270.929453 10495.0
49994 99990.0 99991.0 346.840948 18020.0
49995 99988.0 99993.0 394365194 21567.0
49996 99987.0 99995.0 425.142387 26413.0
49997 99992.0 99994.0 440.148301 23587.0
49998 99996.0 99997.0 494 383855 50000.0

B03MOXXHO, BaC HECKONbKO CMYIIAIOT 3HAaYeHMA, yKa3aHHble B CTON6IIax
clusterOne u clusterTwo 3roi Tabmuusl. Hanpumep, B nocnenneit ctpoke —
49998 — kmactep 99996 coenmuaeTca ¢ knacrepom 99997. Ho, kak Mbl 3HaeM, Ha-
60p panHbix MNIST copepyxut Bcero 50 000 HabmoneHmiA.

Homepa kmactepoB B crombuax clusterOne u clusterTwo OTHOCATCA K
OPUTMHAIbHBIM Hab/MONeHNAM TONBKO A1 HoMepoB oT 0 10 49999. Homepa cBbiine
49999 OTHOCATCA K paHee K/IacTepu30BaHHbIM ToukaM. Hanmpumep, nomep 50000
OTHOCUTCA K BHOBb COOPMMPOBAaHHOMY KiacTepy B cTpoke 0, Homep 50001 —
K BHOBb CPOpMMPOBaHHOMY K/1acTepy B cTpoke 1 u T.4.

B cTpoxe 49998 B cTonbue clusterOne HoMep 99996 OTHOCHTCA K KIacTepy,
chopMupoBaHHOMY B CTpoke 49996, a Homep 99997 B cTonbue clusterTwo —
K Kactepy, chopMUpOBaHHOMY B CTpoKe 49997. ITonb3ysach 3Toit GopMymnoit, BbI
CMOXXeTe IIPOCMOTPETD BCIO Tab/uily, 4TO6bI yBUAETD, KAK 0ObEAMHAIOTCA KIIACTEPHI.
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OueHKa pe3ynbTaToB Knacrepu3aLmuu

Teneps, xoraa Mbl pacronaraeM IeHApPOrpaMMONi, HaM MPENCTOUT ONMPENeINTb,
B KaKOM MecCTe ee C/iefyeT o6pe3aTh, YTOObI ONMYy4MTh TpebyeMoe KONMMYECTBO Kla-
cTepoB. MBI MOXX€eM YTIPOCTUTb CpaBHEHME Pe3y/IbTaTOB MepapXMYecKoi KiacTe-
pusaumyu u MeToAa k-cpeHux, cpopmupoBaB poBHO 20 krmacTepoB. [lanee MbI uc-
TNo/Mb3yeM MeTPUKY TOYHOCTM KiIacTepusauuu (OIpefeneHHyI0 B pasfiene “Meton
k-cpemHux”), c TOMOLIBIO KOTOPOJ MOXHO OYA€T CYAMTD O CTENEHM OHOPOJHOCTH
KacTepoB.

Hnsa cospanna tTpebyemMoro KommdecTBa KIacTepoB HEOOXOMMMO MMIIOPTHPO-
BaTb MOJAY/b fcluster u3 6ubmmorexu SciPy. MBI O/DKHBI 3aJiaTh 1A I€HAPOTPaM-
MBI N0P02080€ PACCMOAHUE, YTOODBI ONPERETUTD, KAKOe KOTMYECTBO K/IaCTEPOB Mbl
cobupaemcs ocTaBuThb. YeM 60/blile IOPOroBO€ PacCTOAHME, TEM MEHbIIIE K/TACTe-
poB Mbl monyyuM. TOUKM AaHHBIX B IIpefieNlaX YKa3saHHOTO PacCTOAHMA OyAyT mpy-
HaJUIeXaTh K OJJHOMY M TOMY ke KacTepy. 3agaHue 60bIIOro MOPOroBOro pac-
CTOAHUA PaBHOCH/IBHO 06pe3Ke IepeBepHYTOrO [iepeBa B PacIIONIOXEHHOI BBICOKO
o BepTUKanyu Touke. IIo Mepe npopBinkeHua BBepX IO [iepeBy IPYNNMPOBaHME
OXBaTbIBaeT Bce 60/blie ToYeK, YTO OYAET MPMBOAUTD K YMEHBLIEHMIO KOTMYECTBA
OCTAIOLIMXCS K/TaCTEPOB.

Y106bI MONMYYUTH POBHO 20 K/IaCTEPOB, MBI AO/DKHBI TO3KCIIEPUMEHTUPOBATD C
Pa3IUIHBIMYU 3Ha4YEHUAMM TIOPOTOBOrO PaCCTOAHMA, B COOTBETCTBMM C KOTOPHIMYU
6ubnmoteka fcluster 6ymeT BHIONHATD 06pe3Ky aepea. Kaxmoe u3 50 000 Habmio-
fieHuI, BKTIOYEHHBIX B Habop saHHbIX MNIST, monmyunt MeTKy knacrepa, # MbI CO-
XpaHMM 1X B o6bexTe DataFrame 6ubmmorekn Pandas.

from scipy.cluster.hierarchy import fcluster
distance_threshold = 160
clusters = fcluster(Z, distance threshold, criterion='distance')

X train hierClustered = pd.DataFrame (data=clusters, \
index=X_train PCA.index, columns=['cluster'])

ITpoBepyum, mony4aeM nmu Mbl poBHO 20 pasIMyHBIX KIacTepOB IPH 3alaHHOM
BBIGOpE MOPOTOBOTO PaCCTOSHMUA.

print ("KonmMuecTBO paszsnMyHHX KjaacTepoB: ", \
len(X train_hierClustered('cluster'].unique()))

Kak u cnegoBano oxuaarb, Mbl A€CTBUTEILHO TOMYYMIM COOTBETCTBYIOLIEE
MOATBEPX/EHME.

KonmuuyecTBO pasnmuHHX kynacTepos: 20
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A TE€NE€pb BIYUC/IUM pPE€3Yy/IbTATHI.

countByCluster hierClust, countByLabel hierClust, \
countMostFreq hierClust, accuracyDF hierClust, \
overallAccuracy hierClust, accuracyByLabel hierClust = \
analyzeCluster (X_train _hierClustered, y_train)

print ("O6was TOYHOCTH MepapxmyeckKom kjacrepmsauwmm: ", \
overallAccuracy hierClust)

MpsI BuAMM, YTO 061t TOYHOCTb COCTAB/IAET NPMMEPHO 77%, YTO NMPEBbIIIAET
3Ha4yeHMe 70%, JOCTUTHYTOE C IIOMOILbIO METOAA K-CPEeRHMUX:

O6was TOYHOCTb Mepapxuyeckoit kynacrepuzauum: 0.76882

3a0mHO OLIEHMM TOYHOCTDb AJ/IA KaKAoro xnacrepa. Kak cnemyer u3 npusenes-
HBIX HMKE Pe3y/IbTaTOB, TOYHOCTD CYILeCTBEHHO BapbupyeTcs. [ ofHuX Kiacre-
POB OHa OYeHb BbICOKaA, 6rmmke k 100%, B TO BpeMs Kak A/IA APYTUX OHA CHUXKAETCA
A0 CKpOMHBIX 50%.

0 0.987962
1 0.983727
2 0.988998
3 0.597356
4 0.678642
5 0.442478
6 0.950033
7 0.829060
8 0.976062
9 0.986141
10 0.990183
11 0.992183
12 0.971033
13 0.554273
14 0.553617
15 0.720183
16 0.538891
17 0.484590
18 0.957732
19 0.977310

dtype: floaté4

B 1enoM Mepapxmyeckas KIacTepusalysa XOpOLIO CIpaBUIach ¢ HabopoM py-
konucHbIx uudp MNIST. He 3a6s1BajiTe 0 TOM, YTO MbI He MCITO/Ib30BANIM HUKAKMX
MeToK!
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Ha mpakTike 3T0 JOMKHO paboTaTh CleRyIOIMM 06pa3oM: CHauyana Mbl TpHU-
MeHsEM aITOPUTM CHIDKEHUA pasMepHocTH (Hanpumep, PCA), 3aTeM BhINONHAEM
K/IacTepu3auuio (HampyMep, MEpapXMYecKylo) M, HaKOHell, BDyYHYI0 pasMeyaeM
HECKO/IBKO TOYeK A/IA Kaxpaoro knactepa. Hanpumep, ecnu 6b1 B cmydae Habopa
MNIST oTcyTCTBOBaNM METKM, TO MBI POCMOTPENN 6bl HECKOIBKO M306paXKe it
¥ TIOMETH/IA UX B COOTBETCTBUM C MpeAcTaBnseMbiMu uMu uudpamu. Ilpn ycno-
BUY, YTO K/IaCTEPhl AOCTATOYHO OMHOPOAHDI, HECKONILKO BPYYHYIO CT€HEPUPOBaH-
HBIX METOK MOI/IX ObI aBTOMAaTHYeCK) HA3HAYAThCAA BCEM OCTa/IbHBIM U306paskeHH-
AM B JAHHOM K/IacTepe.

BoT Tak, coBceM HeOXMAaHHO, He puIaras ocobbIX yCUIMil, HaM yanoCh 1o-
meTuThb Bce 50 000 u306pakennit B HaeM Habope ¢ MOYTH 77%-HOM TOYHOCTBIO.
TOT BreYAT/IAOIUI PE3y/NIbTaT AEMOHCTPUPYET 3P PeKTUBHOCTb 06yyeHus 6e3
yIUTENA.

DBSCAN

[TepeitneM K pacCMOTPEHMIO TPETbETO (M MOC/IENHEr0) U3 OCHOBHBIX a/ITOPUT-
moB xnacrepusauuu: DBSCAN (density-based spatial clustering of applications
with noise — ocHOBaHHas Ha NIIOTHOCTM NIPOCTPAaHCTBEHHAA K/IACTEpU3ALUA /I
TIPUTIOXKEHMIA C LIyMaMM).

Anropurm DBSCAN rpynnupyeT 6113Ko paciionioxeHHbIe TOUKM, I7ie 61130CTh
ompepenseTcs KaK MMHMMa/IbHOE KOJIMYECTBO TOYEK, KOTOPBIE IO/DKHBI CYLIeCTBO-
BaTb B IIpefie/laX ONpeMleNneHHOro paccToAnmA. Ecmm Touka HaxommTCa B pefenax
YKa3aHHOTO PacCTOAHMA OT HECKOIbKMX K/IaCTEPOB, TO OHa Oy/ieT rpyNnMpOoBaThCA
¢ 6mkaitimM K Helt KnactepoM. JI106011 3K3eMIUIAp, He HAXOAAIIMICA B Ipefieax
IAHHOTO PacCTOAHMA OT APYTOro K/IacTepa, IoMedYaeTcs KaK BHIOpoC.

B cny4ae ucnonb3oBaHus MeTOAa k-CPERHIX M MePapXMYECKOM K/IacTepu3alum
BBIGpOCHI T7I0X0 06pabaTbiBanmuch, U BCE TOYKM MPUXOAM/IOCH K/IACTEPU30OBATh.
B cnyyae anroputMa DBSCAN MbI MoXkeM AIBHO IIOMeYaTh TOYKM KaK BRIOPOCHI,
u3beras MX KIacTepUsaLy, 4TO O4eHb yo6Ho. ITo cpaBHEHMIO C APYTUMMM aNroO-
purmamy knacrepusauuy anroput™ DBSCAN HaMHOTo MeHbllle TO/IBEPXKEH MCKaA-
)XEHNAM, KOTOpble 06BIYHO BBI3BIBAIOTCA Hamm4uueM BeIGpocoB. Kpome Toro, Kak u
B C/Iy4ae MepapXu4ecKOii KTacTepu3alium, HO B OT/IMYME OT MeTOAa k-CpeHMX, HaM
He HY)KHO TIpef{BapUTENbHO 3a/laBaTh KOMMYECTBO MCIIONB3YEMBIX K/IaCTEPOB.
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Anroputm DBSCAN

ChHayana Mbl Mcnonb3yeM Mofaynb DBSCAN, BXOAAIIMA B COCTaB 61bnmorexn
Scikit-learn. Ml BomXHBI 3a1aTh MaKCMMa/IbHOE PacCTOsIHMeE (TUIepriapaMeTp eps)
MEXAY ABYMA TOYKaMH, IpY KOTOPOM OHM €llle MOTYT CYMTATbCA COCEMHMUMM, U MU-
HUManvHoe Konuecmeo 06pasyoe (runepnapamMeTp min_samples), mosBosnsiomniee
HasBaTb rpynny kaacrepoM. [lo ymomryanuio 3HadeHMe runepnapameTpa eps pas-
Ho 0.5, a runepnapamerpa min_samples — 5. Eciu g runepnapamerpa eps
YCTaHOB/IEHO C/IMIIKOM Majloe 3HadeHMe, TO HMKaKMe TOYKM He OyAyT CUMTaThCA
Pacrono)XeHHBIMU JOCTaTOYHO OMM3KO K APYTMM TOYKAM, YTOOBI MX MOXKHO ObIIO
cuntaTh cocegamMu. CrnefoBaTeIbHO, BCe TOYKM OCTaHYTCA HEK/IaCTEpU3MPOBaHHbI-
mu. B cyvae e cmikoM 60nbIUMX 3Ha4€HNMIE TUIIEPIIapAMETPa €pS MHOTME TOYKM
MOTYT OBbITb BK/TIOYEHBI B K/IaCTEPHI, ¥ /ML HEMHOTME TOUKM OCTAaHYTCA HEK/IacTe-
PU30BaHHBIMM ¥ B KOHEYHOM CYeTe OYIyT IIoMeyeHbl Kak BHIOPOCHL.

MbI JOMKHBI BHIIOTHUTD IOMCK ONTUMA/IbHOTO 3HaUYeHMA €psS U4 Halllero Ha-
6opa nsobpaxennit MNIST. [unepnapamMerpmin_samples 3afjaeT MMHMMAa/IbHOE
KO/IMYECTBO TOYEK, KOTOPbIe JO/DKHBI HAXOAUTHCA B NpefeNnax pacCTOAHUA eps,
4TO6BI OHYM MOTJIM CYUTATHCA KnacTepoM. Kak Tonbko Habupaerca min_samples
TECHO PacIO/MOXEHHBbIX TOYEK, BCE OCTa/bHbIE TOYKM, HaXOAAILIMECA B Ipefenax
paccToAHMA eps OT Mo60if U3 ITUX UeHMPOBbIX TOYEK, CIMTAIOTCA YaCThIO Kilac-
Tepa, faXe eCM BOKPYT HMX HeT min samples TOYeK B NpeEM€Nax yKa3aHHOTO
paccTtosnuA eps. ToYky NMOCTENHEro TMIIA HA3BIBAIOTCA ZPAHUMHLIMU MOYKAMU
Knacmepa.

B o6meM crmy4yae KomM4ecTBO KaCTEPOB YMEHBIIAETCA 110 MePe yBEeTUMYEHUA TU-
neprnapameTpamin_samples. Kak u B cryyae runepnapaMerpa eps, Mbl IO/DKHBI
BBINO/IHUTD MOYMCK ONTMMA/IbHOTO 3HadyeHMA min_samples mra Hamero Habopa
pyxonucHbix iudp MNIST. B k1acTepax MMeIOTCA LIEHTPOBbIE ¥ TPAHNYHBIE TOY-
KU, HO BO BCEX OCTA/IbHBIX OTHOLIEHUAX OHM IIPMHA/IIEXAT K OFHOIA U TOM e IpyTI-
nie. Bce Touku, KOTOpbIE OCTaNMMCh He CTPYTINIMPOBaHHBIMM, OYAb TO LIEHTPOBbIE MIIN
rpaHMYHbIE TOYKM K/IaCTepa, IOMEYaIoTCsl KaK BHIOPOCHL.

MpumeHenne anroputma DBSCAN K Hawwemy Habopy AaHHbIX

Tlepeitmem K paccMOTpeHMIo Haulelt 3afauu. Kak u npexpe, npuMeHuM anro-
putm DBSCAN K nepBbIM CTa I/TaBHBIM KOMIIOHEHTaM Ha6opa ganHbix MNIST, pe-
myLupoBanHoro mo Metoxy PCA.

from sklearn.cluster import DBSCAN

eps = 3
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min_samples = 5
leaf size = 30
n_jobs = 4

db = DBSCAN (eps=eps, min_samples=min_samples, leaf size=leaf size, \
n_jobs=n_jobs)

cutoff = 99
X train PCA dbscanClustered = \
db.fit predict (X_train PCA.loc[:, O:cutoff])
X train PCA dbscanClustered = \
pd.DataFrame (data=X train PCA dbscanClustered, \
index=X train.index, columns=['cluster'])

countByCluster_dbscan, countByLabel dbscan, \
countMostFreq_dbscan, accuracyDF_dbscan, \
overallAccuracy dbscan, accuracyByLabel dbscan = \
analyzeCluster (X_train PCA_dbscanClustered, y_train)

overallAccuracy_dbscan

MBI ocTaBMM ANA I'MnepnapamMeTpa min samples 3aflaHHOE MO YMOMTYaHMIO
3HayeHMe 5, HO UCTIONb3YeM Al TUIEpIIapaMeTpa eps 3HaueHMe 3, YTo6bl nsbe-
XaTb K/IaCTePU3ALMUYM CTUILIKOM MaJIOro KOMNYeCTBA TOYEK.

[l1a o61elt TOYHOCTH MBI IONTy4aeM ClIefyloliee 3Ha4YeHue:

Obwast ToyHOCTk anropurma DBSCAN: 0.242

9T0 04YeHb HM3KOE 3HAaYEHMe 10 CPABHEHUIO C TEMU, KOTOPbIE ObI/IM MOTyYEHbI C
TIOMOLLbIO MeTOa k-CPeAHMX M MepapXMuecKol KnacTepusanuu. Mo Mornu 651 mo-
3KCTIepMMEHTHPOBATD C MOAOOPOM IMIIepIIapaMeTpoB eps umin_samples, 4To-
OBl IIONBITATHCA YAYYIINTD 3TOT Pe3y/bTarT, HO, o-BuANMMOMY, anroputM DBSCAN
IUI0XO IPUCIOCO6/IEH /1A K/IacTepu3aLyu Hab/oeHMii, BXOAALIMX B JaHHbIA KOH-
KpeTHBII Habop.

YT06B! BBIACHUTH, TIOYEMY TaK IPOMCXORMT, PACCMOTPUM AaHHbIE K/IacTEPOB
(tabm. 5.3).

BoNbIIMHCTBO TOYEK OCTAITCA HeknacTepusoBaHHbIMM. VM3 50 000 Habmione-
HMII TPEHMPOBOYHOrO Habopa 39 575 oTHeceHbI K KIacTepy -1, a 3TO O3Ha4Yaer,
YTO OHM He PUHAMMEXAT HU K OJHOMY U3 K1acTepoB. OHM ITOMeYeHBI KaK BhIGpo-
Cbl — IPYTMMM CTIOBaMM, Kak mryM. 8885 Toyek mpuHapmexar k knacrepy 0. Kpome
TOTO, UMeeTCA J/IMHHBIIA “XBOCT’, 06pa3oBaHHBIIt K/IacTepaMy HeOOMBIIOro pasMe-
pa. ITo-Bupumomy, anropurmy DBSCAN Henerko HaXxofuTb OTYET/IMBO IVIOTHbIE
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TPYTIIBI TOYEK, IO3TOMY OH IITIOXO CIPaB/IAETCA C K/IacTepu3alyeil n3o6paxenuit
MNIST Ha ocHoBaHMM IM]P, KOTOpble OHM MPEACTAB/IAIOT.

Tabauya 5.3. Pesynvmamoi knacmepusayuu
¢ ucnonvsosaruem anzopumma DBSCAN

duster clusterCount
0 -1 39575
1 0 8885
2 8 720
3 5 92
4 18 51
5 38 38
6 L) 2
7 39 22
8 4 16
9 20 16

Anroputm HDBSCAN

WUcnbiraem gpyryio Bepcuio anroputva DBSCAN — HDBSCAN, mnn uepapxu-
wecxuiti DBSCAN, — ¥ npoBepuM, NMO3BOMUT /1Y 3TO YAYYLIMTh pe3ynbTarsl. OT-
NpaBHOI TOYKOM AN JAaHHOTO aNTOPUTMA CIYXXUT yXKe 3HAKOMBIif HaM alrOpUTM
DBSCAN, xoTopblit mpeo6pa3yeTcs B aITOPUTM MEPAPXMUECKON KIaCTepU3aLuu.
JpyruMu cnoBaMy, anTOPUTM OCYILECTB/IAET TPYNNMPOBaHME B COOTBETCTBUM C
IUTOTHOCTBIO TOYEK, 3 3aTeM MTEPATUBHO CBA3bIBAET K/IaCTEPhl HA OCHOBaHMM pac-
CTOSTHMI MeX/y HUMM, KaK 3TO Aie/laeT a/IFOPUTM MepapXuuecKoii KlIacTepusanumu,
€ KOTOPbIM MBI IIO3HAKOMM/INCh B OFHOM U3 IPEAbIAYIINX Pa3/ieNoB.

JIBa OCHOBHBIX TUIIepIIapaMeTpa 3TOTO alroputMa — min_cluster sizemu
min_samples, mpuyeM NOCTEAHNIA, €C/TU 3a/IaTh /I HETO 3HaueHue None, aBToO-
MaTM4eCKy Momyyaer 3HadeHme min cluster size. Micmombsyem msHayanbHO
YCTaHOBJIEHHBIE 3HaYeHNUSA NapaMeTpoB U oTkanubpyem ux, ecmu HDBSCAN cpa-
6oTaeT B OTHOLIEHMY Habopa pykonucHbIX iudp MNIST nydmre, vem DBSCAN.

import hdbscan
min_cluster_size = 30

min_samples = None
alpha = 1.0
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cluster_selection_method = 'eom'

hdb = hdbscan.HDBSCAN (min_cluster_ size=min_cluster_size, \
min_samples=min_samples, alpha=alpha, \
cluster_selection_method=cluster_selection_method)

cutoff = 10
X_train_PCA_hdbscanClustered = \
hdb.fit predict (X _train PCA.loc[:, O:cutoff])

X_train_PCA_hdbscanClustered = \
pd.DataFrame (data=X train_PCA hdbscanClustered, \
index=X_train.index, columns=['cluster'])

countByCluster_hdbscan, countByLabel hdbscan, \
countMostFreq_hdbscan, accuracyDF_hdbscan, \
overallAccuracy hdbscan, accuracyByLabel hdbscan = \
analyzeCluster (X_train_PCA hdbscanClustered, y train)

Jlns o61weit TOYHOCTH MBI IIONTYYaeM C/IefyIolee 3HaYeHNe:

Ob6mas TouHocTh anropurTMa HDBSCAN: 0.24696

B Hamem cryyae 25% — 3TO ML HE3HAYUTENbHOE YIydIlIEHME TOYHOCTH IO
cpaBHeHMIo ¢ anroputMoM DBSCAN u ciuiikom pameko ot 6onee yem 70%-Hoik
TOYHOCTH, JOCTUTHYTOJ C IIOMOIIbIO METOMA k-CPEMHMX Y MePapXMYECKON K/IacTe-
pusanyu. 3Ha4YeHMA TOYHOCTH /1A Pa3NIMYHBIX K/IACTEPOB IPUBEEHBI B Tab. 5.4.

Tabnuya 5.4. Pesynomamui xnacmepusayuu
¢ ucnonv3osaruem anzopumma HDBSCAN

cluster clusterCount
-1 42570

4 5140
7 942
0 605
6 295
3

1

5

2

252
119
45
32

G0 ~N N Vi AW N = O
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3neco HabmoRaeTcA Ta ke KapTHHa, YTo U B cydae anroputma DBSCAN. Bons-
IIMHCTBO TOYEK OCTAIOTCA HEKIACTEPU3OBAaHHBIMM, A KPOME TOTO, UMEETCS J/INH-
HbIiT “XBOCT”, 06pa30BaHHbIi K/I1acTepaMy He6onbuoro pasmepa. Takum ob6pasom,
TOBOPUTbD O CYILECTBEHHOM YNy4ILEHNM Pe3yIbTaTOB HE IIPUXOAUTCA.

Pe3iome

B 3T0it r/1aBe MBI pacCMOTpeny TPY OCHOBHBIX TUIIA a/ITOPUTMOB K/IacTepu3a-
U1 — MeTop k-cpemHux, nepapxuyeckas knacrepusauusa u DBSCAN — u npume-
HM/IM UX K Habopy pyKonucHbIX uudp MNIST noHmkeHHoi pasMepHOCTH. [lepBhie
[{Ba a/ITOPUTMa POAEMOHCTPUPOBANIM OYeHb BBICOKYIO 3 peKTMBHOCTb Ha Habo-
pe JaHHBIX, CTPYIIIMPOBAB U306paXkeHNA [OCTATOYHO XOPOLIO I TOro, YTOObI
nony4utb 6onee yeMm 70%-HyI0 COINMaCOBAHHOCTbh METOK B K/IacTepax. ATOpUTM
DBSCAN nposBui ce6st 3HauMTENbHO Xy>Ke /ISt 3TOro Habopa, HO Bce paBHO Ipen-
cTaB/isAeT c060it paboTOCTIOCOOHDIN aNMTOPUTM K/IaCTEPU3ALINM.

Teneps, Korfa Mbl MO3HAKOMMU/INCH C A/ITOPUTMAMM K/IaCTepU3aLIMM, IPUMEHUM
VX B I71aBe 6 /I TOCTPOEHMs IPU/IOXKEHNUA Ha OCHOBE 06yueHusA 6e3 ydauTers.
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[NMABA 6
CermeHTMpOBaHMe rpynn

B rnaBe 5 MbI paccMOTpe/nM K/IacTEpU3aLMI0 — IOAXOA, 6asupyIoImiicsa Ha 06y-
yeHuM 6e3 yunTeNns, KOTOPbIi IO3BO/LAET ONPeNeNATb 6a30BYI0 CTPYKTYPY AaHHBIX
M TPYNIIMPOBATh TOYKM Ha OCHOBaHMM MX cXoficTBa. PopMupyemble IpymbI (Ha3bl-
BaeMble K/IaCTepaMi) OfHOPOAHBI ¥ YETKO pa3Tu4uMbl. ViHaue roBOps, 37I€MEHTHI,
NpMHAJIeXaINye K OfHOI TPYINe, B YeM-TO OYeHb CXOXM MeXAY co60it 1 pesko
OT/IMYAIOTCA OT 3/1EMEHTOB APYTUX TPYIIIL.

C mpakTuyecKoif TOYKM 3peHNs BO3MO)XHOCTb CETMEHTYPOBAHMUA 3/IEMEHTOB 110
TPyNIiaM Ha OCHOBaHMM UX CXOACTBA, puyeM 6e3 mpyuB/IedeHns Kakux-mmb6o me-
TOK, OTKPbIBAeT Nepefi HaMM IMpOKMe NepcrneKTUBbL. Takylo METOAMKY MOXHO, K
NpUMepY, UCTIONb30BATh B 3/IEKTPOHHOM KOMMEPLIMM JI/IS BbIABIEHUA Pa3MUYHbIX
Ipymmn noTpebureneit ¢ nocneayomuM GOpMUPOBaHMEM MAPKETHHIOBBIX CTpaTe-
it (HarpyuMep, GI0[KeTHbIE MIOKYTIATENM, METPOCEKCYaIbl, TEXHAPH, ayAMODUIbI
u 1..). CerMeHTHPOBaHMe IPyNI COCOOHO MOBBICUTD 3GPEKTUBHOCTD 11€/1EBOM
peK/IaMbl ¥ yIyYIIUTh Ka4eCTBO PEKOMEHAALMII B PEKOMEH/ATENbHbIX CHCTeMaxX
¢1BEMOB, My3bIKM, HOBOCTEI!, COL[MAbHBIX CETeit, CaiTOB 3HAKOMCTB M TIp.

B 3T0it I71aBe MBI OCTPOMM IPUIOKEHME Ha OCHOBe 06ydeHus 6es yumrend,
MCIIO/Ib3Ys AITOPUTMBI K/TaCTepU3aliMy, pacCMOTPEHHbIE B IIPEAbIAYIIei ITIaBE, U,
B YaCTHOCTH, BBIIIO/THMM CETMEHTUPOBaHe TPYIIIL.

[lanHble kpeauTHON KomnaHum LendingClub

B 3ToJ1 I/1aBe MBI MCIIO/Ib3yeM AaHHbIE O 3aiiMax, IPENOCTAB/IAEMBIX aMEPUKAH-
ckoyt KpeauTHOI KoMmmanueit LendingClub. 3aemuimxu Moryt 6parh KpemuTsl B
BUfie 6€33a710roBbIX MEPCOHAIBHBIX 3a/iMOB Ha cymmy oT 1000 o 40 000 nonnapos
¥ Ha CPOK OT TpeX [0 NIATH JIeT.

VHBecTOpbI MOTYT NPOCMAaTpPUBATh KPEAUTHbIE 3aABKM ¥ NPUMHUMATD pelleHUs
Ha OCHOBaHMM aHAa/M3a KPEAUTHOI MICTOPUY 3a€MIIMKA, a TAK)KE CYMMbl, KaTero-
p¥M ¥ UeMM TOMyYeHUA cCyAbl. JJOXOHOM MHBECTOPOB CTAHOBATCA NMPOLEHTHI MO
3aiiMy, TorAa Kak caMa Kommanus LendingClub 3apabartbiBaeT Ha KoMuccuaAX 3a
odopMneHue 3aitmMa 1 IpefOCTaBIEHME YCIIYT.



Ba3sa paHHBIX, ¢ KOTOpOJ MbI 6y/1eM paboTaTh, OXBaThIBaeT TpaH3aKkuuy 3a 2007-
2011 rr. 1 mocrynHa Ha caitTe LendingClub (https://www.lendingclub.
com/info/statistics.action) mns 3aperMcTpMpOBaHHBIX IIO/Ib3OBATENeEN.
TaM e JOCTyTIEH U CTOBaphb AaHHBIX.

MoAroToBKa fAaHHbIX

AHanorM4HO TOMY, KaK MbI IIOCTYTIa/IM B IPEABIRYINX ITIaBaX, TOATOTOBUM Cpe-
Ry AnsA pa6otbl ¢ Habopom AaHHBIX LendingClub.

3arpy3ka 6ubnunorex

Ipexne Bcero, 3arpy3auM HeobxopuMeie 6ubmmoTeKM.

# ViMnopT 6MOIMOTEK
' ' '"OcHoBHHE Oubauorexu'''
import numpy as np
import pandas as pd
import os, time, re
import pickle, gzip

"' 'Byusyanuzauusa OaHHuX'''
import matplotlib.pyplot as plt
import seaborn as sns

color = sns.color_palette()
import matplotlib as mpl

$matplotlib inline

'''MloAroTOBKa HOaHHHX M OueHka momemu'''

from sklearn import preprocessing as pp

from sklearn import impute as imp

from sklearn.model selection import train test split

from sklearn.metrics import precision_recall curve, \
average_precision_score

from sklearn.metrics import roc_curve, auc, roc_auc_score

" 'AJ'II‘OPMTMI:I' "

from sklearn.decomposition import PCA

from sklearn.cluster import KMeans

import fastcluster

from scipy.cluster.hierarchy import dendrogram, cophenet, fcluster
from scipy.spatial.distance import pdist
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WccnepoBaHue faHHbIX

Crexyroumit ar — 3arpyska faHHbIX O 3aiiMax U OTpefieNleHne CTON6110B, C KO-
TOPBIMM MbI 6yfieM paboTaTs.

OpuruHanbHblit $ait/ JaHHBIX COREPXKMUT 144 cTon611a, HO 6ONBIIMHCTBO U3 HUX
IyCTble UM He NMPEACTABAIT HUKAKOro uurepeca. [loaToMy Mbl BBIAETMM NOAM-
HOXECTBO CTO/M61I0B, KOTOpbIe IO GOMBbIIIelf YaCTH 3aNO/THEHbI JAHHBIMM M 3aCTTy-
XHMBAIOT TOTO, YTOGHI MCIIO/TB30BATh MX B HallleM MpunoxxeHun. Cloia BXOIAT aTpu-
6yTbl 3aiiMa, TaKue KaK 3alpOIUEHHbI 06beM, MPENOCTaB/IEHHbI 06beM, CPOK
3a/iMa, IPOLIEHTHAA CTaBKa, KaTeropys 3aliMa U T.IL., a TAKOKe aTPUOYTHI 3aeMIIMKa,
HalpuMep ero TPYAOBOM CTaX, CTAaTYyC JOMOB/Iafie/blia, TOOBOM HAOXOJ, afipec M
Le/b MOMyYEHMA 3a/iMa.,

# 3arpyska OaHHHX

current_path = os.getcwd()

file = os.path.sep.join(['', 'datasets', 'lending club_data', \
'LoanStats3a.csv'])

data = pd.read_csv(current path + file)

# BHOOp OCTaBJIfeMHX CTOJIOLOB
columnsToKeep = \

['loan_amnt', 'funded amnt', 'funded amnt_inv', 'term', \
'int_rate', 'installment', 'grade', 'sub_grade', 'emp_length', \
'home_ownership', 'annual_inc', 'verification_status', \
'pymnt_plan', 'purpose', 'addr state', 'dti', 'deling 2yrs', \
'earliest_cr_line', 'mths_since last_deling', \
'mths_since_last_record', 'open acc', 'pub_rec', 'revol bal', \
'revol util', 'total acc', 'initial list status', 'out_prncp', \
'out_prncp_inv', 'total pymnt', 'total pymnt_inv', \

"total _rec_prncp', 'total rec int', 'total rec_late fee', \
'recoveries', 'collection recovery fee', 'last pymnt _d', \
'last_pymnt_amnt']

data = data.loc(:, columnsToKeep]
data.shape

data.head()

JlaHHbIe 0XBaThIBAIOT 42 542 3aitMa u 37 npusHakoB. PparMeHT NaHHBIX NPUBE-
IeH B Tabm. 6.1.
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Ta6nuya 6.1. HauanvHuviii gpazmenm 6a3vt 0aHHbIX 0 3aliMax

loan_amnt funded_amnt funded_amnt_inv term int_rate instsallment grade
0 5000.0 5000.0 4975.0 36months  10.65% 162.87 B
1 2500.0 2500.0 2500.0 60 months  15.27% 59.83 C
224000 2400.0 2400.0 35months  15.96% 84.33 C
3 10000.0 10000.0 10000.0 36months  13.49% 339.31 C
4 3000.0 3000.0 3000.0 60 months  12.69% 67.79 B

Mpeobpa3oBaHue cTpOKOBOro Gopmata B YMC/I0BOI

HexoTopsle npu3Haku, TakKue KaK CpOK 3ajiMa, IPOLIEHTHAS CTaBKa M TPYHAOBOM
CTaX 3aeMINMKa, Tpe6yIoT mpeo6pa3oBaHMs U3 TEKCTOBOTO popMaTa B YMCIOBOIL.

# lpeobGpa3oBaHMe MPU3HAKOB M3 CTPOKOBOTO (opMara B UMUCIIOBOM
for i in ["term", "int rate", "emp length", "revol util"]:
data.loc[:,1] \
data.loc[:, i].apply(lambda x: re.sub("["0-9]", "", str(x)))
data.loc[:,1] pd.to_numeric(data.loc[:,1i])

B Hauem npuno>keHun Mbl 6yAeM YINTBIBATh TOMBKO YMC/IOBbIE IPU3HAKM, UT-
HOpPUPYA BCe KaTeropuanbHbIe, IOCKOMbKY HEYMCIOBBIE IPM3HAKY HE MOTYT 06pa-
6aTbIBaTbCA HALIMMY a/ITOPUTMaMU K/IaCTEpPU3aLMM B MX HbIHEIIHEM BUE.

3ameHa OTCYTCTBYIOLYMX 3HAYEHHUIA

HeobxonuMo HaitTyt Bce YMCIOBbIE IPU3HAKY M TOACYMTATH KOUYECTBO 3HAYE-
Huit NaN 114 kaxgoro npusHaka. BMecTo mycThix 3HaueHMit Mbl IIOACTaBMM 1160
CpeliHee 3HaYeHMe NPU3HaKa, MO0 (B HEKOTOPBIX CTy4asaX) Hy/leBOe 3HaYeHMe, B
3aBMCHMOCTH OT TOTO, YTO ONpaBAaHHee C TOYKM 3peHNs 6usHeca.

# OnpenmeneHue TOTO, Kakue MNPU3HAKM SBJISOTCS UMCIIOBHIMU
numericalFeats = [x for x in data.columns \
if data[x].dtype != 'object']

# OrobpaxeHue kolMuecTBa 3HauYeHMM NaN s KaxZOTO Npu3HakKa
nanCounter = np.isnan(data.loc[:, numericalFeats]).sum()nanCounter

Huxke TIIpUBENEHA CBOAKA 110 MMpU3HaKaM.

loan_amnt 7
funded_amnt 1
funded amnt_inv 7
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term 7

int_rate 7
installment 7
emp_length 1119
annual_inc 11
dti 7
deling 2yrs 36

mths_since_last_deling 26933
mths since last_record 38891

open_acc 36
pub_rec 36
revol bal 7
revol util 97
total_acc 36
out_prncp 7
out_prncp_inv 7
total pymnt 7
total pymnt inv 7
total rec_prncp 7
total rec int 7
total rec_late_fee 7
recoveries 7
collection_recovery fee 7
last pymnt_amnt 1

dtype: int64

ITo 60NbIIMHCTBY IPM3HAKOB KOMMYECTBO 3HaueHnit NaN HeBenuKo, HO eCTb U
MICK/TIOYEHMs, HATIPMMEP KOMTMYECTBO MeCAIeB, IPOIENINX C AaThl Hayaaa Ipo-
CPOYKM M/IV TIOC/IENHETO M3MEHEHNA CTaTYyCa.

Mbl 3aMeHMM BCe OTCYTCTBYIOIIVE 3HAYEHMA, YTOOBI He MMETb C HUMM [ieNa B
Tpolecce KIacTepusanum.

# 3ameHa 3HaueHui NaN cpemHuMM 3HadYeHMeM NpMU3HakKa

fillWwithMean = ['loan_amnt', 'funded amnt', 'funded amnt_inv', \
'term', 'int_rate', 'installment', 'emp_length', \
'annual _inc', 'dti', 'open_acc', 'revol bal', 'revol util', \
"total_acc', 'out prncp', 'out_prncp_inv', 'total pymnt', \
'total pymnt_inv', \'total_rec_prncp', 'total rec_int', \
'last pymnt_amnt']

# 3ameHa 3HaueHuyt NaN Hynamm
fillWithZero = ['deling 2yrs', 'mths_since last deling', \
'mths_since_last_record', 'pub_rec', 'total rec_late_fee', \
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'recoveries’', 'collection _recovery fee']

# BumosHEHMe MOACTaHOBKMU
im = imp.SimpleImputer (strategy='mean')

data.loc[:, fillWithMean] = im.fit transform(data(fillWithMean])
data.loc([:, fillWithZero] = data.loc[:, \
fillWwithZero].fillna(value=0, axis=1)

IlepecuntaeM kommyecTBo 3HaveHuit NaN u y6egmmcss B TOM, 4TO MBI IOJ-
HOCTBIO M30aBU/IUCH OT HUX.

nanCounter = np.isnan(data.loc[:,numericalFeats]).sum()
nanCounter

loan_amnt

funded amnt
funded_amnt_inv

term

int_rate

installment

emp_length

annual_inc

dti

deling 2yrs
mths_since_last deling
mths_since_last_record
open_acc

pub_rec

revol bal

revol util

total acc

out_prncp
out_prncp_inv

total pymnt

total pymnt_inv

total rec_prncp

total rec_int

total rec_late_fee
recoveries
collection_recovery fee
last_pymnt_amnt

dtype: int64

O O O O O O O O O O O O O OO OO OO OO OO o o o o
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KoHcTpynpoBaHHe Npu3HaKoB

CKOHCTpyMpYeM pAL NPU3HAKOB B JONIOMTHEHME K Y)Ke CYLIeCTBYIOLIMM. ITU HO-
Bbl€ NIPM3HAKM B OCHOBHOM IIPEACTAB/IAIOT 060/ COOTHOLIEHUA MEXTYy PasMePOM
3aifMa, JOCTYTIHBIM 6a/laHCOM, pa3sMepaMM II/IaTe)XXeil Y TOJOBBIM JOXOOM 3aeM-
VKA.

# KoHCTpyMpOBaHME NPU3HAKOB
data['installmentOverLoanAmnt'] = data.installment/data.loan_amnt

data['loanAmntOverIncome'] = data.loan_amnt/data.annual_inc
data['revol balOverIncome'] = data.revol bal/data.annual_inc
data['totalPymntOverIncome'] = data.total pymnt/data.annual inc

data['totalPymntInvOverIncome'] = data.total pymnt inv/data.annual inc
data['totalRecPrncpOverIncome'] data.total_rec prncp/data.annual_inc
data['totalRecIncOverIncome'] = data.total_rec_int/data.annual_inc

newFeats = ['installmentOverLoanAmnt', 'loanAmntOverIncome', \
'revol_balOverIncome', 'totalPymntOverIncome', \
'totalPymntInvOverIncome', 'totalRecPrncpOverIncome', \
'totalRecIncOverIncome')

Bbi6op okoHuaTenbHoro Habopa npusHakoB
U MacwrabuposaHue

Tlajiee Mbl reHepUpYeM Kafp AaHHBIX /1 06ydeHNs M MacIITabupyeM IpU3HAKK
[/1A a7ITOPUTMa K/IaCTEPU3aLIMM.

# BuOOp NPU3HAKOB ANA OByueHUs
numericalPlusNewFeats = numericalFeatst+newFeats
X _train = data.loc([:, numericalPlusNewFeats]

# MacwrabupoBaHMe HAHHHX
sX = pp.StandardScaler()
X train.loc(:, :] = sX.fit_transform(X train)

Ha3HaueHne meToK ANA OLEHKK

Krnacrepusanmua ocHoBaHa Ha obydyeHuy 6e3 yuurens, IO3TOMY METKM HE 3a-
IEMICTBYIOTCA. B TO ke BpeMs, /1A TOTO YTO6BI MOXKHO OBUIO OLeHNTH 3G deKTUB-
HOCTb HAlllero aAropuTMa KJIacTepu3aliMy B IVTaHe GOPMMPOBAaHMA OTYETIMBO
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pasNMYAOIMXCA OFHOPORHBIX TPYIII 3aeMIIMKOB, Mbl 6y/ieM MCIIONb30BATDh KaTe-
rOpMIO 3aifMa B Ka4yecTBe 3aMEHUTENA METKM.

Kareropuu 3aitMoB MMel0T 6yKBeHHYI0 rpafanyio. 3aitMbl Kateropun ‘A’ cum-
Tal0TCA Hanbo/ee BHITOHBIMY, 3aiiMbI KaTeropuu “G” — HaMMeHee BHITORHBIMM.

labels = data.grade
labels.unique ()

array(['B', 'C', 'A', 'E', 'F', 'D', 'G', nan], dtype=object)

Cpenu rpapaumit umerotca sHaueHusa NaN. Mbl 3an0/1HMM 3TH 1071 3HAYEHUEM
"Z" u ucnons3yeM ¢pynkumio LabelEncoder us 6ubmorexu Scikit-learn, yro6sr
npeo6pa3oBaTb GyKBeHHbIE IpafialiMy B YMCIOBbIE. /1 COrTacOBaHHOCTH MBI 3a-
TPy3MM MeTKM B MaccuB y_train.

# 3SanosiHeHMe OTCYTCTBYOUMX METOK
labels = labels.fillna(value="2")

# TpeoGpa3oBaHMe METOK B YMCJIOBHE 3HAYEHMUA

1bl = pp.LabelEncoder ()

1bl.fit (list (labels.values))

labels = pd.Series(data=lbl.transform(labels.values), name="grade")

# CoxpaHeHMe UYMCIIOBHX METOK B Maccuee y train
y_train = labels

labelsOriginalVSNew = pd.concat([labels, data.grade], axis=1)
labelsOriginalVSNew

Kax cnegyer 3 Ta6n. 6.2, Bce rpagauuy “A” 6b11m npeo6pasoBansl B 0, rpaganmmu
“B” —sBlurtnm

TIpoBepuM, MMeIOT /¥ 3aiMbl KaTeropui ‘A’ HaMMEHbLIYIO IIPOLEHTHYIO CTAaBKY,
NOCKO/IbKY C HUMM CBSI3aHBI HaMMeEHbIIIME PUCKM, TOT/IA KaK 3a OCTa/IbHBIE 3a/Mbl
6epetcs 60mee BBICOKMI IIPOLIEHT.

# ComocraeneHue rpalaumii 3aiiMOB C NPOLEHTHEMM CTaBKaMM
interestAndGrade = pd.DataFrame (data=[data.int_rate, labels])
interestAndGrade = interestAndGrade.T

interestAndGrade.groupby ("grade") .mean ()
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Tabnuya 6.2. Coomaemcmaue mesn0oy HUCn08biMU
u 6yKeeHHbIMU 0003HAYEHUAMU 2PAOAUUT 3aTiMO6

grade grade
0 1 B
1 2 C
2 2 C
3 2 (
4 1 B
5 0 A
6 2 (
7 4 E
8 5 F
9 1 B
10 2 (
n 1 B
12 2 (
13 1 B
14 1 B
15 3 D
16 2 C

JlaHHble, IpUBefeHHbIe B Tab/. 6.3, NOATBEP>KAAIOT Hallle ITpeAnonoxexHne. Yem
BBILLIE [Pajjalys 3aifMa, TeM Bblllle IIPOLIEHTHASA CTaBKa'.

Ta6nuya 6.3. CpasHerue spadayuti u NPOUEHMHBIX CMABOK

grade int_rate
0.0 734.270844
1.0 1101.420857
2.0 1349.988902
3.0 1557.714927
4.0 1737.676783
5.0 1926.530361
6.0 2045.125000
7.0 1216.501563

! Kareropuio “7” MOXHO UTHOPMPOBATb, TaK KaK €ii COOTBETCTBYeT KaTeropus 3aitMa “Z”. OHa 6ruta
MCKYCCTBEHHO Ha3HaYeHa 3aiiMaM, /I KOTOPHIX OTCYTCTBYET KaTeropus.
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anI'OAHOCTb Knacrepos

WraK, nanHble MOATOTOB/IEHH K paboTe. Mbl MMeeM MaccuB X_train, comep-
)Kawmit Bce 34 YMCIOBBIX MIPU3HAKA, M MAacCuMB y train, comepikalmit 4McIOBbIE
KaTeropuy 3aiMOB, KOTOPBIE MBI MCTIONb3YEM NMIUD /1A BaTUAALIMM PE3YIbTaTOB,
a He /711 06yYeHNMA C IOMOLIIBIO aITOPUTMA, KaK 3TO IO/I0XKEHO AeNaTh B C/Iydae 3a-
/a4, pelaeMbIX 10 TexHonmoruu o6yuenns 6es yunrens. [Ipexxae yeM NpUCTYIUTS K
CO3[]aHMIO HALIETO [1ePBOro KIaCTEPHOTO NPMIOKEHNA, HanyuIueM QYHKLMIO, C 110-
MOIIbI0 KOTOPOIt 6yfieM aHaNMM3UpOBaTh MPUrOFHOCTD K/IACTEPOB, TEHEPUPYEMBIX
a/IrOpUTMaMy Knacrepusauuu. [l olleHKM MPUTOFHOCTM KaKAOro KIacTepa MbI
UCIIONb3yeM MOHATHE OHOPOJHOCTH.

Ecnu anroputm knacrepusaumy XopoIo CpaBaseTcs C pas3fie/ieHNeM 3aeMILu-
xoB B Habope naHHbIX LendingClub, To kaxabiit KnacTep JO/KEH BK/IIOYATh 3a€M-
IIMKOB, BECbMa CXOHBIX MEXJAY co60if M HEMOXOXKMX Ha 3aeMILMKOB M3 APYTUX
rpynn. [IpefnonoXXuTenbHo, CXoXiue 3aeMIIMKM OFHOI TPYIIBI JO/KHBI UMETb
aHaJIOrMYHble KPeAMTHBIE MpOoQUIM — APYTMMM CIOBaMM, MX KPEOUTOCIOCO6-
HOCTD [JO/DKHA OBITh O/TM3KOIA.

Ecnu aro peitcTBuTENbHO TaK (a Ha IMpaKTMKe MHOTHME M3 MOJOOHBIX Ipeano-
TIOXXEHMI CNIPaBENNMBBI TAIIb YaCTUYHO), TO, KaK IIPAaBU/IO, 3aeMIIMKaM, OTHOCH-
IIMMCA K OHOMY K71acTepy, Oy/ieT IpUCBOEHA OfHA M Ta JK€ YMC/IOBast KaTeropus
3aifMa, KOTOPYI0 MBI 6yieM MCIIO/b30BaTh /IS BaTUAALMM C TIOMOLIBIO YMC/IOBBIX
KaTeropumi 3aiiMOB, XpaHALIMXCA B MaccuBe y _train. Yem Bbile B KaXJOM Kiac-
Tepe NPOLIEHTHAaA A0/ 3aeMILMKOB C Hanbo/ree YacToO BCTPEYaOLIMMUCS YUC/IOBBI-
MM KaTEeTOPUAMM, TEM Tydlle paboTaeT NpUIoKeHe KIacTePU3ALUM.

B xayecTBe mpuMepa pacCMOTpUM KIacTep C COTHeit 3aemumkoB. Eciu 30 us
HUX MMEIOT YMCNIOBYIO Kareropuio 0, 25 — Kateropmio 1, a 20 — xateropuio 2, B To
BpeMA KaK KaTeropuy APyrux 3aeMIIMKOB U3MEHAIOTCA B Ipefenax ot 3 5o 7, ToO Mbl
ckasasu Obl, YTO K/acTep XapakTepusyercs 30%-Hoil TOYHOCTBIO, IPY YCTIOBUM, 4TO
Hanboree YacTO BCTpeYalolaAcs B JaHHOM K/IacTepe KaTeropusi OTHOCUTCA /TNIIb
K 30% 3aeMIIVMKOB, BXOAAIIMX B 3TOT K/IacTep.

Ecnu 651 MBI He pacrionaramM MacCMBOM y_train, comep)KaluyM 4YMC/IOBble
KaTeropuy 3aiiMOB [i/IA Ba/IMAaUuy IPUTOFHOCTU K/IACTEPOB, TO MOXKHO ObIIO 6bI
NPE/IOXUTD aNbTePHATUBHBIIA MOAXOA;: BBIOPAaTh HECKONBKMX 3a€MILUKOB B KaX-
ROM KJIacTepe, ONPEAENUTb /I HUX KaTErOpuMyu BPYYHYIO M BBIACHUTD, YAANOCh
/1 HaM TIPUCBOUTD B TPy6OM NpUOMIKEHNM ONHY ¥ TY >Ke YMCTIOBYIO KaTErOPUIO
3TMM 3aeMuuKaM. Ecu HaM 3TO [IE/ICTBUTENBHO YHANOCh, TO K/IacTep ClegyeT
CYMTATh BIIO/IHE NMPUTOSHBIM — OH [OCTATOYHO OFHOPOJEH A/IA TOrO, YTOOBI MBI
MOI/IY TIPUCBOMUTD OffHY U TY XK€ KaTeropyio BCeM 3aeMILNVKaM B JaHHO BbIGOpKe.
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B npoTuBHOM crny4ae K/acTep He AB/IAETCA AOCTATOYHO MPUTOMHBIM — 3aeMIUMKHU
C/TMIIIKOM HEOHOPORHBI, ¥ MbI IO/DKHBI IONBITAaThCA YIYYIINTD PEIEHUE, UCTIONb-
3ys1 607IbIlIe JAHHBIX, APYTOI aITOPUTM K/IaCTEPU3ALIMM ¥ T.IL

C y4eTOM TOrO, 4TO MBI YK€ Pacro/araeM YMCIOBbIMYU KaTeErOPUAMM 3aeMLIM-
KOB, HaM He TpebyeTcsa co3jaBaTbh BbIOOPKM M BPY4HYIO IPMCBaMBaTh KaTEroOpum,
HO Ba)XHO He 3a6bIBaTh O TaKoif BO3MOXKHOCTH Ha CITy4aif OTCYTCTBUA METOK.

Kon ¢yHkmu, aHanusupyiomeit K1acTephl, IPMBEEH HIDKeE.

def analyzeCluster (clusterDF, labelsDF):
countByCluster = \
pd.DataFrame (data=clusterDF['cluster'].value counts())
countByCluster.reset_index(inplace=True, drop=False)
countByCluster.columns = ['cluster', 'clusterCount']

preds = pd.concat ([labelsDF, clusterDF], axis=1)
preds.columns = ['truelabel', 'cluster']

countBylLabel = \
pd.DataFrame (data=preds.groupby ('trueLabel') .count())

countMostFreq = \
pd.DataFrame (data=preds.groupby ('cluster') .agg(lambda \
X:x.value_counts().iloc(0]))
countMostFreq.reset index(inplace=True, drop=False)
countMostFreq.columns = ['cluster', 'countMostFrequent']

accuracyDF = countMostFreqg.merge (countByCluster, \
left_on="cluster", right_on="cluster")

overallAccuracy = accuracyDF.countMostFrequent.sum() / \
accuracyDF.clusterCount.sum()

accuracyBylabel = accuracyDF.countMostFrequent / \
accuracyDF.clusterCount

return countByCluster, countByLabel, countMostFreq, accuracyDF, \
overallAccuracy, accuracyBylLabel
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NpumeHeHne MeToaa k-CpesHNX

B HallleM nepBOM NIPM/IOKEHMM K/TaCTepU3aLMy, IPMMeHAeMOM K Habopy faH-
Hbix LendingClub, Mb1 ncnionb3yem MeTop k-cpefHux, BBeieHHBIN B I/IaBe 5. Bcriom-
HMUTe, YTO B MeTofie k-cpenHux TpebyeTca ykasaTb Hy>KHOe KO/IMYeCTBA K/IaCTEPOB,
k, v anroput™ 6ymeT OTHOCUTD KaXX/IOTO 3aeMIIMKA UCK/TIOUUTENTBHO K OTHOMY M3
3THUX k K/1acTepoB.

Anroput™ 6ymeT JOCTUTaTbh STOr0, MMHUMM3MPYA BHYTPUKIACTEPHYIO Bapya-
LIMI0, Ha3bIBAEMYIO0 UHePYUeil, TaK YTOOBI CyMMa BHYTPMK/IACTEPHBIX BapyaLiuit [0
BceM k K/acTepaM 6bI1a HayMeHbLIEIA.

BmecTo TOro YTO6BI yKa3aTh TOMBKO OFHO 3Ha4YeHMe k, MBI BBITIOJIHUM 3KCIIEpH-
MEHT, B KOTOPOM A/ k yCTaHaB/IMBAIOTCA 3Ha4YeHMA B AuanasoHe 10-30, u oTo-
XM B BUAe rpadyKa 3Ha4YEHNS TOYHOCTU B COOTBETCTBMM C TeM, KaK MBI €€ ompe-
eI B TIPEAbIRYILEM pasfiene.

Basupysace Ha 3HaueHuyu k, obecreumBaoleM HaAMTYYIIYI0 TOYHOCTb, MBI MO-
K€M IIOCTPOMUTb KOHBelep A/IA KIacTepU3aLyy C MCIIONb30BaHMEM STOrO HAMIy4-
1LIero 3Ha4eHus K.

from sklearn.cluster import KMeans

n_clusters = 10
n_init = 10
max_iter = 300

tol = 0.0001
random_state = 2018

kmeans = KMeans(n_clusters=n_clusters, n_init=n_init, \
max_iter=max_iter, tol=tol, \
random_state=random_state)

kMeans_inertia = pd.DataFrame(data=[], index=range(10, 31), \
columns=["'Unepuus'])

overallAccuracy kMeansDF = pd.DataFrame (data=[], \
index=range (10, 31), \
columns=['0O6mwas TOYHOCTL'])

for n_clusters in range(10,31):
kmeans = KMeans(n_clusters=n_clusters, n_init=n_init, \
max_iter=max_iter, tol=tol, \
random_state=random state, n_jobs=n_jobs)
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kmeans.fit (X_train)
kMeans_inertia.loc[n_clusters] = kmeans.inertia_
X train kmeansClustered = kmeans.predict (X train)
X_train kmeansClustered = \
pd.DataFrame (data=X_train_kmeansClustered, \
index=X train.index, columns=['cluster'])

countByCluster kMeans, countBylabel kMeans, \
countMostFreq_ kMeans, accuracyDF kMeans, \
overallAccuracy kMeans, accuracyByLabel kMeans = \
analyzeCluster (X_train_kmeansClustered, y train)

overallAccuracy kMeansDF.loc[n_clusters] = overallAccuracy_kMeans

overallAccuracy kMeansDF.plot ()

Pe3ynbraThl NpefcTaB/eHs! B rpaduyeckoM Bu/e Ha puc. 6.1.

98y O6uias TONHOCTE
238 1
037

036 4
¢35

034 4

033
106 125 150 175 200 25 250 215 X0

Puc. 6.1. O6was mourocms OnR pasnuuHbix 3Havernut k
NPU UCNONL308AHUYU Mem00a k-cpeoHux

Kak BuauM, HaumydIas TOYHOCTb JOCTUTAETCSA IIPU UCTIONb30BaHUM IPUMEPHO
30 k/acTepoB, BLIXOAA Ha ypoBeHb 39%. [Ipyrumu cloBamy, s mo6oro 3ajaHHO-
ro K/1actepa Hauboee 4acTo BCTpEeYaloIascsa METKa IPYMEHAETCA IPUOIM3UTEND-
HO K 39% 3aemumkoB. OcraBiumecs 61% 3aeMIMKOB MMEIOT METKM, KOTOPbIE He
OTHOCATCS K YUCITY BCTPeYaloluxcs Haubonee yacro.

Huke mokasaHa TOYHOCTD A/1s KaXKAOT0 Kaactepa npu k = 30.

0 0.326633
1 0.258993
2 0.292240
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3 0.234242
4 0.388794
5 0.325654
6 0.303797
7 0.762116
8 0.222222
9 0.391381
10 0.292910
11 0.317533
12 0.206897
13 0.312709
14 0.345233
15 0.682208
16 0.327250
17 0.366605
18 0.234783
19 0.288757
20 0.500000
21 0.375466
22 0.332203
23 0.252252
24 0.338509
25 0.232000
26 0.464418
27 0.261583
28 0.376327
29 0.269129

dtype: floatb4

Ot x/acrepa K K/1acTepy TOYHOCTb MCIBITHIBA€T JOBO/IBHO 3aMeTHBbIE Koneba-
HuA. OHYM K/IacTepbl HAMHOTO OffHOpOfHee fpyrux. Hanpumep, ToO4HOCTD A/ist Kmac-
Tepa 7 cocTaBnsAeT 76%, a ans Knactepa 12 — Bcero muub 21%. 3To cTapToBas TOY-
Ka [I/15 CO3[{aHUA IIPU/IOXKEHMSA KNTaCTEPU3ALIMM, AaBTOMATNIECKM PacIIpeNe/AIoLIero
HOBBIX 3a€MIIMKOB B yXXe CYLLECTBYIOIIYIO IPYIINTy HA OCHOBAHMM MX CXOACTBA C
ApYTMMU 3aeMIMKaMu. Basupysach Ha JaHHOM BapMaHTe K/IaCTEpU3aLy, MOXXHO
aBTOMAaTHYECK! NPUCBaMBaTh MPOGHbIE YMCTIOBbIE KaTErOpMUM 3aifMOB HOBBIM 3a-
eMIIVKAM, U 3TU KaTeropuu 6yayT KOppeKTHbIMM IPUOIN3UTENBHO B 39% Crydaes.

Onucannoe pelieHne He ABAAETCA HAWIYYIIMM, ¥ MbI JO/DKHBI IIPOAHA/IN3Y-
poBaTb, MOXKHO /TM YTYYLIMTh PE3y/NbTAaThl 32 CYET IOMYYEeHNUA JOMOTHUTENbHbBIX
JAHHBIX, KOHCTPYMPOBaHUA 6ONbIIETO KONMMYECTBA NPU3HAKOB, HaCTPOMKM pa3-
NIMYHBIX TUIIEPIIAPaMETPOB aNrOPUTMA K-CPeHMX MM MCIIONb30BAaHUSI APYTOro
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anIropuTMa K/IacTepu3auuu. BriomHe BO3MOXKHO, YTO MBI He pacIiojiaraeM HOCTa-
TOYHBIM KOTMYECTBOM JaHHBIX, obecneynBalomuM 6onee adpdekTMBHOE pasaene-
HMe 3aeMLIMKOB Ha OTYET/IMBO Pa3/IMuMMBble OFHOPOAHBIE TPYIIIIHI II0 CPABHEHMIO C
umetouMmcs. Ecu aTo feitcTBuTeNbHO Tak, TO HaM NoTpebyeTcsa 6o/nblee AaHHbIX,
a TaKk)Ke CKOHCTPYMPOBAHHBIX ¥ OTOOPaHHBIX IIPU3HAKOB. VN 5ke MOXET ClTyduTh-
¢Sl TaK, 4TO [JI UMEIOLLErocs OrpaHMYeHHOro Habopa JaHHBIX anroput™ k-cpen-
HVX He AB/IAETCA ONTHMA/IbHBIM PELIEHMEM [/IA TAKOTO pasfe/leHus.

ITonpo6yemM MpUMEHUTD MepapXMYECKyI0 K/IAaCTEPU3ALIMIO ¥ IPOBEPUM, IIOMO-
ET JIM 9TO YIYYIIUTb Pe3y/IbTaThl.

[pumeHeHue nepapxmyeckoil KnacrepusaLuu

BcrnioMHnTe, YTO B CMyYae MCIIONB30BAaHMA MEPAPXMYECKON KIaCTEPU3ALMU MBI
He JO/DKHBI IIPEABAPUTENTLHO MIPUBA3BIBATHCA K ONPEAENIEHHOMY KOTUYECTBY K/ac-
TepoB. BMecTo 3TOro MBI yka3biBaeM, KaKoe KOMTM4YECTBO K/IaCTEPOB JKEMATENbHO
MMeTh 1O 3aBEPIIEHMM MpOLiecCa KIacTepu3alyu. ANTOPUTM MepPapXU4ecKoi
KIacTepu3aLy IIOCTPOUT AEHAPOrPaMMY, KOTOPYIO MOXXHO NPEACTaBUTh B BUIE
nepeBepHyTOro fiepeBa. JICTbsA B CAMOM HU3Y — 3TO MHAMBUAYA/IbHBIE 3aeMILMKK
LendingClub, mogaBuise sasBkyu Ha nonydeHue KpeuTOB.

Vepapxuyeckas KnacTepusalyus o6beMHAET 3aeMINMKOB 110 Mepe MPOABIKe-
HUA BBEpPX IO NEPEBEPHYTOMY AePEBY, PYKOBOACTBYACh CTENEHBIO MX B3aMMHOTO
CXOfCTBa. B mepByl0 oYepenp OOBENMHAIOTCA 3aeMINMKM C HaMOONMBIIMM CXOf-
CTBOM, TOTla KaK MeHee CXOXKMe 3aeMILVKM OObeAMHAIOTCA 3HAYNTENBHO MO3XKe.
B kOHeYHOM cyeTe Bce 3aeMIMKM OOBENMHAIOTCA B BUJIE CTBO/IA B CAMOM BEPXY
TNepeBEPHYTOrO fepeBa.

C MapKeTMHIOBOJM TOMKM 3pEHMA TaKOJ IPOLeCC KIacTepyU3alMy OTKPBHIBAET
IMPOKMe BO3MOXXHOCTH. EC/tv HaM yAacTca HaliTH CXOXKMX 3aeMIIMKOB M CTPYTIIH-
pOBaTh MX, TO MBI CMOXeM 6onee 3P PEXTMBHO IIPUCBOUTD UM PEATUHIU KPEAUTO-
cioco6HocTH. MBI Takoke cMoXkeM cOpMIUPOBATh pasHble CTPATETUM A7IA PasHbIX
IPYIN 33eMILUKOB M TEM CaMbIM IIOBBICUTD Ka4eCTBO IIPEOCTAB/IEHMs YCITYT.

Korpa Ki1acTepu3anms saBepiuaeTcs, Mbl AO/DKHBI OIIPEENIMTD, IZie CIeAyeT o6pe-
3aTb fiepeBo. YeM Hivke MMHNA 06pe3a, TeM 60/bILe IPYIIN 3aEMIMKOB OCTAHETCA.

Jins Havyana 06yYMM aIropuT™ KIacTepU3aliuu, KaK Mbl 3TO Jlefla/iu B I/IaBe 5.

import fastcluster

from scipy.cluster.hierarchy import dendrogram
from scipy.cluster.hierarchy import cophenet
from scipy.spatial.distance import pdist
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Z = fastcluster.linkage vector (X train, method='ward', \
metric='euclidean')

Z_dataFrame = pd.DataFrame(data=Z, columns=['clusterOne', \
'clusterTwo', 'distance', \
'newClusterSize'])

B Ta611. 6.4 nokasaHo, KaK BBIIJIAAUT Kajp fnaHHbIX. [IepBblie 20 cTpoK npepcTas-
JIAIOT 3a€MILYKOB, KOTOPBIM COOTBETCTBYIOT /IUCThS IEpPEBa B CAMOM HMU3Y.

Tab6nuya 6.4. Camvie HuKHUE TUCMbSA 0ePesa UEPAPXUYECKOT KACMEPUIAUUU

cdusterOne clusterTwo distance new(lusterSize
0 39786.0 39787.0 0.000000e+-00 20
1 39788.0 42542,0 0.000000e-+00 3.0
2 42538.0 42539.0 0.000000e-+00 20
3 42540.0 425440 0.000000e-+00 3.0
4 425410 42545.0 3.399350e-17 40
5 42543.0 42546.0 5.139334e-17 7.0
6 33251.0 33261.0 1.561313e-01 20
7 42512.0 42535.0 3.342654e-01 20
8 42219.0 42316.0 3.368231e-01 20
9 6112.0 21928.0 3.384368e-01 20
10 332480 33275.0 3.583819e-01 20
1" 33253.0 33265.0 3.595331e-01 20
12 332580 42552.0 3.719377e-01 3.0
13 204300 23299.0 3.757307e-01 20
14 54550 32845.0 3.828709¢-01 20
15 28615.0 30306.0 3.900294¢-01 20
16 9056.0 9769.0 3.967378e-01 20
17 111620 13857.0 3.991124e-01 20
18 332700 42548.0 3.995620e-01 3.0
19 174220 17986.0 4.061704e-01 20

Bcrniomuure, 4TO MOCTERHME CTPOKM MPEACTABIAIT BEPXYLIKY IIepeBEPHYTOrO
fiepeBa, M B KOHEYHOM CYeTe JO/DKHBI OBITh 06beaMHEHBI Bee 42 541 3aeMIMKOB
(Tabn. 6.5).
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Tabnuya 6.5. Camvie 8epxHue MUCMbA Oepesa Uepapxu4eckoti KNacmepusayuu

clusterOne dusterTwo distance new(lusterSize

42521 85038.0 85043.0 132.715723 3969.0
42522 85051.0 85052.0 141.386569 2899.0
42523 85026.0 85027.0 146.976703 2351.0
42524 85048.0 85049.0 152.660192 5691.0
42525 85036.0 85059.0 153.512281 5956.0
42526 85033.0 85044.0 160.825959 2203.0
42527 85055.0 85061.0 163.701428 668.0

42528 85062.0 85066.0 168.199295 6897.0
42529 85054.0 85060.0 168.924039 9414.0
42530 85028.0 85064.0 185.215769 3118.0
42531 85067.0 85071.0 187.832588 15370.0
42532 85056.0 85073.0 203.212147 17995.0
42533 85057.0 85063.0 205.285993 9221.0
42534 85068.0 85072.0 207.902660 5321.0
42535 85069.0 85075.0 236.754581 9889.0
42536 85070.0 85077.0 298.587755 16786.0
42537 85058.0 85078.0 309.946867 16875.0
42538 85074.0 85079.0 375.698458 34870.0
42539 85065.0 85080.0 400.711547 37221.0
42540 85076.0 85081.0 644.047472 425420

ObpexxeM feHAPOrpaMMYy Tak, YTOObI OCTaNOCh pa3yMHOE KOMYECTBO K/IaCTe-
poB, noxgaoiieecs 06paborke. OHO 3a/jaeTcsi Ha OCHOBAaHMY 3HAYEHMA IEPEMEH-
Hoit distance_threshold. MeTogoM npo6 u omm60K yCTaHOB/IEHO, YTO 3HaYe-
Hue distance_threshold, pasHoe 100, IpUBOAUT K CO3AAHMIO 32 K/IaCTEPOB;
€ro Mbl 4 MCIIONIb3YEM B laHHOM IIpuMepe.

from scipy.cluster.hierarchy import fcluster

distance_ threshold = 100

clusters = fcluster(Z, distance_threshold, criterion='distance')

X train_hierClustered = pd.DataFrame (data=clusters, \
index=X train PCA.index, columns=['cluster'])

print ("KonuuecTBO pa3iM4HHX Kjiacrepos:", \
len(X_train_hierClustered['cluster'].unique()))
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KommyecTBo pasmuyHBIX KIACTEPOB Mpy BHIOPAaHHOM HaMM 3HAYeHUM
distance_threshold paBHo 32.

countByCluster_hierClust, countByLabel hierClust, \
countMostFreq hierClust, accuracyDF_hierClust, \
overallAccuracy hierClust, accuracyBylLabel hierClust = \
analyzeCluster (X_train_hierClustered, y train)
print ("O6mwas TOYHOCTL MepapxXmMYeCKOM KiacTepm3aumm:", \
overallAccuracy hierClust)

Hike mokasaHa o611as TOYHOCTD MepapXU4ecKoil KIacTepU3aLyu:

Obwas TOYHOCThL Mepapxuyeckoy kyacrepuzaumm: 0.3651685393258427

OHa cocraBnsieT npu6mM3uTenbHo 37%, YTO HEMHOTO XyXe, YeM B METOfe
k-cpenrux. Ho crieliyeT oroBopuTBCS, UTO MepapXueckas KacTepusanus paboTa-
€T 110 COOCTBEHHOMY a/ITOPUTMY, IIOSTOMY MOXKET TOYHee IPYNIMPOBATh HEKOTO-
PbIX 3aeMILVKOB, TOTAA KaK B KAKMX-TO IPYIIIAX Jy4lle IpOAB/seT ce6s afroputm
k-cpepaux.

ApyruMu cnoBaMy, 3TU ABa aITOPUTMA K/IACTEPU3ALIMM MOTYT JOTIONHATD APYT
ApyTa, ¥ fAHHYI0 BO3MOXXHOCTb MMeEeT CMBICTI MCCTIElOBaTh, OO'befMHUB a/ITOPUT-
Mbl B OfMH aHCaMO/Ib M CPaBHMB pe3y/IbTaThl PaboThl aHCAMO/IA C pe3y/IbTaTaMu
aBTOHOMHBIX pelleHuit (BO3MOXXHOCTM aHCaMO/IEBOTO IOAXOAA MCCTIEROBAINCh B
rnaBe 2). Kak u B cmyyae MeTopa k-cpeiHMX, TOYHOCTb 3aMETHO BapbUpPYeTCA NpU
nepexofie OT OfHOTO K/acTepa Kk gpyromy. Hekoropsle kimacTepsl ropaspo 6omnee on-
HOPOJIHBI 110 CPAaBHEHMIO C OCTA/IbHBIMM.

TOYHOCTL KJIACTEPOB NPM MEPapXMYEecKoit KilacTepuaauuu

.304124
.219001
.228311
.379722
.240064
.272011
.314560
.263930
.246138
.318942
.302752
.269772
.335717
.330403
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14 0.346320
15 0.440141
16 0.744155
17 0.502227
18 0.294118
19 0.236111
20 0.254727
21 0.241042
22 0.317979
23 0.308771
24 0.284314
25 0.243243
26 0.500000
27 0.289157
28 0.365283
29 0.479693
30 0.393559
31 0.340875

lpumeHeHne Knactepusauuu no metogy HDBSCAN

Iepeitpem k paccmorperuio anropurva HDBSCAN u npumMennm ero i rpym-
IIMPOBAHMA CXOXKMX 3aeMILMKOB 13 Habopa aaHHbIX LendingClub.

Bcniomuure, 4ro anroputv HDBSCAN 6yaeT BHINOMHATD IPYNNMpPOBaHKE 3a-
EMILVKOB MCXOAA M3 TOTO, HACKONBKO IUVIOTHO YNaKOBAaHBI MX aTpuOYyTHl B IpO-
CTPaHCTBe BbICOKOJ pasMepHOCTM. B oTmmume ot mMeTopa k-cpemHux uam mepap-
XM4YecKoi KracTepusauuyu 6yayT CrpynnmupoBaHBl He Bce 3aeMiuku. Hekoropas
4aCTb 3a€MILVIKOB, 3HaYMTE/TbHO OTIMYAIOIAACA OT APYTHX IPYIIII, MOXET OCTaTbhCsA
HecrpynnupoBaHHO!. OHyu NpeAcTaBIAIT co60if BLIGPOCHI ¥ OMKHBI 6BITH MCCTIE-
[OBaHbl Ha IPEAMET TOTO, CYIeCTBYIOT /IX KaKue-TO cepbe3Hble 6u3Hec-(akTophI,
KOTOpble 06yCIIOBNMBAIOT Takue OT/IM4MA. HeKoTOphIM rpymnnam 3aeMIIMKOB MOX-
HO aBTOMaTM4eCKM Ha3Ha4yaTb YMCIOBbIe KaTErOpUM 3aiiMOB, HO IS PYTHX, He-
CXOXMX, 3aeMLIMKOB MOXET NOTpe60oBaThcA 60/ee NIPUAMPYUMBEIN TIOAXOJ, K OLIEH-
Ke MX KpeAuTOCIoco6HoCT .

ITpoBepyuM, HackonbKo xopoio cpaboraet anroputM HDBSCAN.

import hdbscan

min_cluster_size = 20
min_samples = 20
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alpha = 1.0
cluster_selection_method = 'leaf'

hdb = hdbscan.HDBSCAN (min cluster size=min cluster size, \
min_samples=min_samples, alpha=alpha, \
cluster_selection_method=cluster_selection_method)

X_train_hdbscanClustered = hdb.fit predict (X_train)
X _train_hdbscanClustered = \
pd.DataFrame (data=X_train_hdbscanClustered, index=X train.index, \
columns=["'cluster'])

countByCluster_hdbscan, countByLabel hdbscan, \
countMostFreq hdbscan, accuracyDF_hdbscan, \
overallAccuracy hdbscan, accuracyByLabel hdbscan = \
analyzeCluster (X_train_hdbscanClustered, y_train)

Huxe nmokasana o6mas TouHocTs anroputMa HDBSCAN:
OBmwas TouHOoCTh ajropmuTMa HDBSCAN: 0.3246203751586667

Kax Bupute, 06111as TO4HOCTb COCTAB/IAET NIPUOMM3UTENBHO 32%, YTO XyXKe, YeM
laBa/iy METOABI k-CPEHUX M MepapXuyeckoil KIacTepu3almm.
PesynbTaThl K/IaCTepU3aliuy NPENCTAB/IEHBI B Ta6L. 6.6.

Tabauya 6.6. Pesynomamoi knacmepusayuu
¢ ucnonv3osaruem anzopumma HDBSCAN

duster clusterCount
32708

4070

3668

1096

173

120

49

38

20

|
—
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K xnmacrepy -1 orHecens! 32 708 3aeMIMKOB. TO 03HAYAET, YTO OHYM OCTAKOTCA
HeCTpyNnnyupoBaHHbIMM.
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Hwmxe nmpencTaBiieHbl 3Ha4eHMs] TOYHOCTY IS KOXKAOTO K/IacTepa Mo OTAENb-
HocTU. TOUHOCTB KonebneTcs B npenenax ot 28 no 59%.

0.284487
0.341667
0.414234
0.332061
0.552632
0.438551
0.400000
0.408163
0.590663

W J oy U bW kO

Pe3iome

B 3T0i% r/1aBe MbI pa3paboTany HECKONbKO IIPUIOXKEHMI K/IacTepu3aliuy Ha oc-
HoBe 00y4eHus 6e3 yuuTens, ncnonnpsys AaHHsie kommnanmu LendingClub o 3aem-
IMKaX, TO4aBaBIIMX 3aABKM Ha IOTy4eHNe 6e33a/10roBbIX IIEPCOHANTBHBIX CCYA Ha
npoTskeHuy 2007-2011 rr. 3Tu npunoxeHus 6a3upoBanuch Ha MeTofie k-CpeiHuX,
Mepapxmu4eckoit Knactepusauum u uepapxudeckoM anroputme DBSCAN. Jlyummum
oKa3ascs MeTop k-cpeaHux, obecrieunBILMII O61IIYI0 TOYHOCTD Ha YPOBHe IpU6/IN-
3utenpHO 39%.

HecMoTps Ha TO 4TO MpuIO>KeHUs paboTamyu yROBIETBOPUTENbHO, UX MOXHO
CYIeCTBEHHO YNMY4IINUTh. Vicronb3yiiTe X B KaueCTBe OTIIPABHOM TOYKY U IMOMbI-
TaiTeCh YCOBEPIUEHCTBOBATD MX, 9KCIIEPMMEHTUPYA C IPMMEHAEMBIMMU a/ITOPUTMA-
MH.

Ha sToM MblI 3aBeplliaeM 4acThb, TOCBAILEHHYIO 06yueHMIo 6€3 yunuTens c npume-
HeHueM 6ubnmnotexu Scikit-learn. B cnegyromux rmaBax Mel MCCTIEAyeM TEXHONIOTUM
o6y4enus 6e3 yuuTeNns Ha OCHOBe HEMPOHHBIX CeTell C MCIONb30BaHMeM 61bmmo-
tex TensorFlow u Keras. B rnaBe 7 Mbl paccMOTpMM TeXHONMOTMIO 06y4eHNA MpU3Ha-
KaM U TO3HAKOMMMCS C aBTOKOAMPOBIIMKAMM.
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YACTb I

06yueHue 6e3 yuntens

C ucnonb3oBaHnem bubnuoTeK
TensorFlow n Keras

Wrak, MbI 3aBepLIM/IN YaCTb, TOCBSALIEHHYI0 00y4eHNIo 6€3 yIuTeNs C UCIONb-
3oBaHueM 6ubmmorekyu Scikit-learn, ¥ roTOBBI IepetTH K PaCCMOTPEHMIO MTOIXOMIOB
Ha OCHOBe He/POHHBIX ceTeil. B cieqyromyx r1aBax Mbl II03HAKOMMUMCS C HEMPOH-
HbIMM CETAMM ¥ NonynapHbiMu ppeitMBopkamn TensorFlow un Keras.

B r1aBe 7 Mbl IPMMEHNM aBTOKOAMPOBIUMK — ME/IKYI0O HEPOHHYIO CEeTh — /A
aBTOMAaTMYECKOTO0 KOHCTPYMPOBaHMA U 0TOOpa Npu3HakoB. B rnase 8 Mbl y3HaeMm,
KaK C TIOMOIIbI0 aBTOKOAMPOBILVMKOB PeIlaTh IIpaKkTHYecKue 3afaun. B rmase 9 Mol
06cynuM, Kak MPEBPATUTD 3afiady o6ydeHus 6e3 yuuTena B 3afiady C YaCTUYHBIM
NPUB/IEYEHMEM YUUTENA, BOCIIONb30BABIIMCH HECKONIbKMMY MMEIOLIMMMUCA METKa-
MU 1A YyYIIEHUA TOYHOCTH Y IIOMTHOTbI MOJIE/H, OCHOBAHHO MCK/TIOYUTENBHO Ha
o6yyeHun 6e3 yuurens.

3aKkoHYMB c 0630pOM ME/IKMX HEPOHHBIX CeTel, B IOC/IENHE! YaCTU KHUTHU MBI
nepeitfieM K pacCCMOTPEHMIO ITTy6OKMX HeJIPOHHBIX CETeit.



TNABA7
ABTOKOAMPOBLUNKM

B mepBbIX 1IeCTH I7aBaxX AeMOHCTPMPOBANIOCH, KaK NPMMEHATh obydeHnue 6e3
YYUTENA ANA CHYKEHUA Pa3sMEPHOCTH, a TaloKe KIacTepusauuyu faHHbIX. C moMo-
IIBI0 PAaCCMOTPEHHBIX aNITOPUTMOB MbI CO3AANN PAJ PUIOKEHUIA, TPENHA3HAYEH -
HBIX /711 0OHApY>KeHUA aHOMA/IMII M CETMEHTHPOBAHMA TPYIII HA OCHOBE CXO/ICTBA.

OpHako obyyeHue 6e3 yumrens croco6Ho Ha ropasgo 6omburee. OgHO U3 Ha-
TIpaB/IEHM, B KOTOPBIX 06y4eHNIO 6€3 yUuTeNA HET PaBHBIX, — 6bi0eNIeHUe NPUIHA-
xos (feature extraction), metop, IIPMMEHAEMBI [l TeHEPUPOBAHMA HOBOTO IIpeN-
CTaB/IEHUA NPU3HAKOB U3 MX OPUTMHANIBHOTO Habopa. DTO HOBOE NpeNiCTaB/IeHNe
Ha3BIBAETCA 00Y4eHHbIM; OHO MCTIONB3YETCA 1A YIYYILEeHUS IIPOU3BOAUTENBHOCTH
B 3ajla4ax o6y4eHUA ¢ yuuTeneM. [IpyTMMu CloBaMy, U3B/edeHNe IPU3HAKOB —
3TO TpenBapuTeNbHOE 00ydeHye 6e3 yunTens, 3aBepuIaloLieecs cTagueit ob6ydeHus
C yYUTENEeM.

OpHy 13 TEXHONOrMI M3BNEYEHUA NMPU3HAKOB Peann3yioT aBTOKOAMPOBILUKH.
B HMX MCTIONB3YETCA HepexkyppeHmHAs HeUPOHHAR cemb NPAMO20 pacnpocmpare-
Hus A o6y4eHus npusnaxam (feature learning). Konnenumsa o6yyenua npusHa-
KaM COCTAB/IAeT CYTh BCETO HANIPaB/IeH!A MAIIMHHOrO 06y4eHu s, OCHOBAaHHOTO Ha
HEMPOHHBIX CETAX.

B aBTOKOAMPOBIMKAX KaXABIN C/IOJ HEPOHHOM CeTH 06y4aeTca NMpeAcTas-
JIEHUI0 OPUIMHA/MBHBIX MIPM3HAKOB, ¥ KaXX/blil TOC/IEAYIOLIMNIA CTIOM NOCTPauBaeT
TNpefcTaB/IeH1e, KOTOPOMY 06yuncs npepsigymmit cmoit. Coit 3a croeM aBTOKO-
AUpOBIMK o6y4aeTcs BCe 6omee CIOXHBIM NPEACTAaBIEHNAM, ITOC/IEOBATENIbHO
BBICTPauBas CTPYKTYPY, U3BECTHYIO KaK uepapxus noHAmuti, KOTopasi CTaHOBUTCA
Bce 6onee u 6onee abCcTpakTHOM.

BrixogHbIM crtoeM 6yaeT KoHedHOe 06y4eHHOe IpeACTaB/IeH!e OPUTMHATBHBIX
NPU3HAKOB. ITO 06YYeHHOe MpENCTaB/IeHe MOXHO 3aTeM IOflaTh Ha BXOJ M06oit
Mofienu 06y4eHHA C YUUTeNEeM C Lie/IbI0 YMEeHbLIeHNs OMMOKM 060611eHNAA.

Ho He 6ynem 3aberartb faneko BIepef, a HaYHEM C O3HaKOMJ/IEHMA C HEJPOH-
HBIMM CETSMY ¥ NpegHasHaYeHHbIMM A/ paboTh ¢ HUMM ppeltMBopkamy Python:
TensorFlow u Keras.



HeiipoHHble ceTn

Ilo cBoelt CyTH HelfpOHHBIE CETH peanyn3yloT o6yyeHue NpU3HaKaM, IPU KOTO-
POM KaXK/iblit C/I0i1 HEIPOHHOI ceTH 06ydaeTcs NpPeNCTaB/IEHNIO, CO3AaHHOMY Npe-
peipymmM cnoeM. GPopMmpys Coit 3a crioeM Bce 6oree leTanMM3NpOBaHHbIE MTpef-
CTaB/IEHNs], OTPAXKAIOLIMe JOOMTHUTENbHBIE HIOAHCHI, HEPOHHbIE CETU CIIOCOOHBI
CIIPaB/IATHCA C TAKMMM HETPUBUANIBHBIMM 3a/jla4aMM, KaK KOMIIbIOTEPHOE 3peHMe,
pacnio3HaBaHye peYy ¥ MallMHHBIA NIEPEBO.

HeitpoHHble ceTy 6bIBAIOT METKMMM 1 ITTyOOKMMM. Me/lKkue ceT COCTOAT U3 He-
60/1BIIOrO KO/IMYECTBA C/I0EB, a ITy6OKMe ceTM — M3 MHOXecTBa coeB. [my6okoe
obyueHue yHAC/IE[OBA/IO CBOE Ha3BaHMe OT IMy6OKuX (MHOTOC/IOMHBIX) HEMpPOH-
HbIX ceTeit. Menkue cetv He CTMIIKOM 3¢ eKTUBHBI, TOCKO/IbKY CTENEHb 06yyeHus
IpU3HaKaM OrpaHI4eHa Ma/IbIM KOu4ecTBoM c/oeB. C Apyroit CTOpOHBI, ITy6okue
ceTy 06/1a1aloT OTPOMHBIMM BO3MOXXHOCTSAIMM M B HACTOAlilee BpPeMs ONMIIETBOPA-
10T c060if IepeRoBoIf Kpajt MaLUIMHHOTO 06ydeHNs.

Jns 6onblieit ACHOCTH C/IERYET MOAYEPKHYTh, YTO KaK Me/NKOe, TaK U Imy6okoe
o6y4yeHne — MULIb YACTh 3KOCHCTEMbI MAIIMHHOTO 06y4eHMs B LeoM. MammH-
Hoe 06y4eHMe C MCIIO/Ib30BaHMEM HEPOHHBIX CeTell OTTMYAETCA OT K/IACCUYECKOTO
MaILIMHHOTO O6Y4eHN)sA B OCHOBHOM TeM, UTO B NIEPBOM C/Ty4ae KOHCTPYMpPOBaHue
IIPU3HAKOB B 3HAYMTENIbHOM MEpPE OCYIECTB/IAETCA aBTOMATMYECKH, a BO BTO-
POM — BPY4HYIO.

HeitpoHHble ceTy cofep>kaT 8x00HOt c0ti, OGUH UM HECKONIBKO CKPbIMbiX /10~
€8 U 8b1X00H01 c/oti. Konmu4ecTBO CKPBITHIX C/I0EB ONpeNieNseT 2yOuty HetipoHHOU
cemu. CKpbITbIE CTIOM MOXKHO pacCMaTpMBAaTh KakK C/IOM NPOMEXYTOYHBIX BBIYMC-
JIEHUJ; MX COBOKYITHOE [ie/ICTBYE IIO3BO/IAET HEMPOHHOI CETH aNNPOKCUMUPOBATD
CNOXKHbBIE PYHKLIMN.

Kaxxzplit c/10it COCTOMT U3 ONpefe/IeHHOro KOMM4ecTBa 06pa3yloliux ero y3os,
Ha3bIBaeMbIX HelipoHamuU. Y37Ibl KOKJOTO C/I0Sl COEAMHAIOTCA C Y3/1aMU C/IENYIOLIErO
cnos. B npouecce o6ydeHus HelpOHHasA CETh ONpeNENAET, KaKoyl BeC CefyeT Ha-
3HaYMUTDb KaXJOMY U3 Y3/IOB.

ITomMnMo Ho6aBneHMsA B HEVIPOHHYIO CETh JOMOHUTENbHBIX CIOEB, MBI MOXeM
R06aBNATb B Hee JOIOMHUTENbHBIE Y3/Ibl /1A PacClIMpPEHNSA BO3MOXXHOCTEN CETH C
TOYKY 3pEHMA MOAETMPOBAHNA CTIOKHBIX OTHOILEHMIA. BbIXO[bI 3TUX Y3710B nepena-
I0TCA PyHKYUU aKmusayuu, KOTopas ONpefenseT, KAKoe 3HaYeHMe TEKYILEro C/1os
6yneT nepenaHo C/eRyIoleMY CIOI0 HelipoHHOM ceTu. K umcny pacrpocrpaHeHHbIX
GYHKLMIT aKTUBALIMY OTHOCATCA UHEUHAS PYHKUUSA, Cuemouda, unepbonuseckuii
manzenc v nuneiinbiil eoimpamumens (ReLU). B kadecTBe KOHEYHO byHKUMY aKTH-
BalMM OOBIYHO MCIONMB3YIOT GYHKUMIO Softmax, BBIBOASAILYIO BEPOATHOCTDb TOTO,
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YTO BXOAHOE Hab/MIofleHMe OTHOCUTCA K ONpeneNleHHOMY Knmaccy. Takas cuTyaumus
IOBONIbHO TUIIMYHA /1A 3afay KnaccuuKanmm.

KpoMe Toro, HeitpoHHBIe ceTU MOTYT MMeTb y3nvt cmewjenus (bias nodes).
B oTnmune OT OGBIYHBIX Y3/I0B OHYM BCETAAa MMEIOT OCTOAHHbIE 3HAYEHUA U HE
CBA3BIBAIOTCA C PEABIAYIIMM C10eM. VIX HasHadeHMe 3aK/II0YAETCA B TOM, YTOOBI
cMeIaTh BbIXOA QYHKLMM aKTMBALMM B CTOPOHY 6ONMBIIMX MM MEHBLINX 3Ha-
yeHuit. [TocpeicTBOM CKPBITBIX C/I0€B — BK/II0YaA HEVPOHBI, Y3/Ibl CMELIEHUA U
QyHKUMM aKTUBALUM — HEPOHHAA CETh MBITAETCA O6YYMTHCA MPABUIBHO all-
NPOKCMMMUPOBATh GYHKUMIO, KOTOpass IPUMEHAETCA /A TPAHCAALMM BXOLHOIO
C/ios B BHIXOHOM.

B 3apauax ofy4eHus c yumTeneM 3TO AeNMaeTCA JOCTATOYHO NMPOCTO. BxopgHoit
CNIOit TIpeACTaB/IAET NPU3HAKY, IIOCTYTIAIOIYE B HEIPOHHYIO CETb, @ BBIXOLHOM —
MeTKM, Ha3HauYeHHbIe KaXA0My HabmiofeHuio. B mporecce o6ydenns HeiipoHHas
CeTb OIpefeNnsaeT, KaKue 3Ha4eHNSA 8eC06 Y3/I0B 06eCreYnBaloT MIHNMMU3ALMIO pac-
XOXTEHUA MeXAY NpeicKasaHHOI METKOM Ka)X/{OT0 Hab/moaeHns ¥ UCTUHHOM MeT-
Koit. B cryuae o6yuenus 6es yuutens HeifpoHHasA ceTb 06y4aeTcs MpeACTaBIeHUAM
BXOJHOTO C/IOA Yepe3 pas/IuyHble CKPhITbIE C/IOM, He PYKOBOJCTBYACh HUKAKMMM
METKaMH.

HeitpoHHsle ceT 0611aal0T OrPOMHBIMM BO3MOXXHOCTSAMM ¥ CMOCOGHBI MOfie-
NMPOBATh C/IOXKHBIE HE/MMHEHbIe OTHOIIEHMA Ha YPOBHE, KOTOPOTrO K/IaCcCHYeCKMM
aIrOpPUTMaM MAIIMHHOTO 06y4eHMs TPYAHO AOCTMYb. B 11e710M 3TO 3amevaTesnb-
HOe CBOMCTBO HEVPOHHBIX CeTeif, OMHAKO CYIIECTBYIOT M MOTEHI[MA/TbHBIE PUCKH.
[TockonbKy HepOHHbBIE CETU MOTYT MOJENMPOBATh CTONb CIOXHbIE HETMHENHBIE
OTHOILEHUSA, OHM B rOpasao 6onblieil CTENeHy MOABEPXKEHBI Iepe0byyeHnIo, 4To
Heo6XOMMO YYUTHIBATb NPY CO3JAHMY MPUIOKEHMIA MalIMHHOro obyvyeHMsA Ha
OCHOBe HeVfpOHHBIX ceTel’.

Cy1ecTByeT MHOXXECTBO TUIIOB HEPOHHBIX CETEN, TaAKUX KaK peKyppeHmHbie
HeilpoHHble cemu, RAaHHBIE KOTOPBIX MOTYT IepeTeKaTh B 1060M Hanpasenun (uc-
ONb3YIOTCS /I PAacTNiO3HaBaHMsA PedM M MAIUMHHOTO IIEPEBOJA), U CBepPMOoUHbie
HetipoHHbvle cemu (IPUMEHSAIOTCA B MalIMHHOM 3peHun). Ho MbI cocperoTounmcs
Ha paccMOTpeHUM 60/ee MpOCThIX HEMPOHHBIX CeTelt IIPAMOTO PaclIPOCTPaHEeHN,
B KOTOPbIX JaHHBIE NIEPEMELIAIOTCS IMILb B OFHOM HalpaB/IeHNM: IIPSMOM.

Kpome Toro, 4yTo6bI co3maBaeMble HaMy HeifpOHHbIE CeTH 06majanyu Xopoulen
NPOM3BOAUTENTBHOCTDIO, Mbl HO/DKHBI YA€IUTb BHUMaHME ONTMMM3ALMM TUIEp-
NapaMeTpoB, BK/IOYasA BbI6Op QYHKIMM NOTeph, aITOPUTMa MUHMMU3ALUM T10-
Tepb, TUIIA MHULMAMIN3ALMM HadaIbHBIX 3HAYEHN) BECOB, KONMMIECTBA UTEPALMiL
TPEHMPOBKM HEPOHHOM ceTH (T.e. KOMMYECTBA 3II0X), KOMMYECTBA HAbMIOMEHMIA,

' TIpowecc KOHTPO/A MepeobydeHNs Ha3bIBAETCA pezynApusayued.
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TNepefiaBaeMbIX TepeR KaXAbIM 06HOB/IEHMEM BecOB (T.e. pa3sMep IaKeTa), ¥ Beu-
YYHBI IlIaTa U3MEHEHNUsA BecOB (T.e. CKOPOCTH 06y4eHUA) B MpoOLiecce TPEHUPOBKYM
CeTH.

TensorFlow

I[Ipexxae 4eM NPUCTYNIUTD K 3HAKOMCTBY C aBTOKOAMPOBILMKAMH, PACCMOTPUM
Bo3MoxHocTu TensorFlow — ocHOBHOM 6M6mMOTekH, KOTOpyio Mbl OymeM mc-
N0Ib30BaTh /ISl IOCTPOEHMA HelpoHHbIX ceTeil. TensorFlow — ato 6mbmmorexa
C OTKPBITBIM MCXOSHBIM KOAOM, NpefHa3HauYeHHas A/IA BbIOTHEHUA BbICOKOMPO-
U3BOAUTENbHBIX BbIYMCIEHMNA. [lepBOHaYa/lIbHO OHa Oblma pa3paboTaHa KOMaH-
noi npoekta GoogleBrain s npuMeHenus BHyTpu Komnanuu Google. B Hos6pe
2015 roga oHa 6bi1a BeinyueHa B Bufe I10 ¢ OTKPBITBIM MCXOAHBIM KOROM®.

Bubnunoreka TensorFlow mocTynHa mna 60/MbIIMHCTBA ONEPaLMOHHBIX CUCTEM
(Bxmioyas Linux, macOS, Windows, Android u iOS) 1 MoXeT BBIMONHATBCA Ha
mHoxectBe CPU 1 GPU, npennaras BBICOKYIO CTeNeHb MaclITabupyeMOCTH Ipo-
rPaMM ¥ BO3MOXXHOCTb MX Pa3BEPThIBAHMA Ha PabouMX CTAHUMAX ¥ MOOMIBHBIX
YCTPOICTBaX, a Takxke B Be6-cpene mau B obmake.

Bcs nmpenects 6ubmmnoreku TensorFlow sakmoyaeTcst B TOM, 4TO I0Ob30BaTeNb
MOXeET OTpeAeNTUTb HEMPOHHYIO CeTb — WIIH, B 6omee obuieit popMynupoBke, Bbl-
YMCMTENbHBIA Tpad — Ha A3biKe Python, HO NPy 3TOM BBEINONHATD BBIYMCIEHNUA,
UCTO/Ib3YsA KOA Ha A3biKe C++, KOTOpbIif paboTaeT HaMHoro 6picTpee kozia Python.

Kpome Toro, TensorFlow nosBonser pacnapannenusams BbIMMCIEHNA, pasbu-
Bas MOC/IE[OBATe/IbHOCTh OMepaLyit Ha 67I0KM M BBINO/NHAA MX NAapa/lIeIbHO Ha
Heckonbkux CPU u GPU. Boripochl mpon3BOAMTENbHOCTH UTPAIOT BaXXHYIO POJb
NPy IPOEKTUPOBAHMM KPYIIHOMACIITAOHBIX NPU/IOXKEHNI MALIMHHOTO 06yYeHns,
TaKMX KaK ITOMCKOBBIe cucTeMbl Google.

HecMoTps Ha To YTO CyLIECTBYIOT Apyrue HeiipoceTeBble 6M6/MMOTEKM C OTKPDI-
ThIM UcxofnHbIM KopioM, TensorFlow monb3yercs Hau6onbieit NOMyNAPHOCTDIO, BO
MHoroM 6rarogaps asroputery Google.

Npumep ucnonb3osaxus TensorFlow

JInsa Havyana co3gagum rpad) TensorFlow u BbIMOMHMM BbIYMCIeHUA. MBI MMNIOp-
TpyeM 6ubmnoTexy TensorFlow, onpeneniM HecKONMbKO IepeMeHHbIX (ITporpaMm-
Hblit uaTepdeitc TensorFlow HamomuHaeT unTepdeiic 6ubmorexn Scikit-learn, ¢

2 lononuutenbHasa uHpopMauus o 6ubnuoreke TensorFlow focTynHa Ha caiite www . tensorflow.
org.
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KOTOPOfi MBI pa60'ra7m B ITpEABIAYIINX rnaBax), a 3aT€M BBIYMCINM 3HAYCHUA 3TUX
NepEMEHHBIX.

import tensorflow as tf

b = tf.constant (50)
X =Db * 10
y=x+b

with tf.Session() as sess:
result = y.eval()
print (result)

Ba)KHO MOHMMATh, YTO B JaHHOM CTy4Yae UMeIT MecTo fBe ¢a3pl. CHayana Mbl
KOHCTPYMPYeM BBIYMCIIMTENbHBIL Ipad, ONpenenasa nepeMeHHsle b, X u y. 3areM
MBI 3aITycKaeM pacyeT rpaga nocpeactsoM Bb3oBa t . Session (). [lo atoro mo-
MmeHTa HU CPU, Hu GPU He BBINOMHAIOT HUKAKMX BBIYMCIEHMIA. MBI IMuIb COXpa-
HsIeM MHCTPYKUMM AnA Gyaymmx BeI4MCIeHM. Pe3ynbTaToM paboThl mporpaMmbl
6ymeT BbIBOR uncna 550.

B cnegyrommx rnaBax Mbl OyAeM cO3faBaTh HEMPOHHBIE CETM C TOMOLIBIO
TensorFlow.

Keras

Keras — BBICOKOYpOBHeBasi 6M6/1MOTeKa C OTKPBITBIM MICXOHBIM KOZIOM, pabo-
taloujas nosepx TensorFlow. OHa mpegocTaBnsieT yRo6HbI MHTEpdEiiC I1s HO-
cryna K TensorFlow, ¢ KOTOpBIM NpoILie BBIIOMHATD 3KCIIEPUMEHTBI, YEM TBITAThCA
HanpsMylo BBoauTh KoMaugasl TensorFlow. Bubmmorexa Keras Toxe 6b1ma paspa-
60TaHa OGHMM U3 COTPYAHNMKOB Kommanun Google, nwxenepom Ppancya lllonne.

Korna Mbl HaYHeM CTPOUTBH HelfpoceTeBble Mofieny ¢ moMobio TensorFlow, Mbt
no3HakoMmmcs ¢ 6ubmmorekoit Keras u nccnenyem ee mpemMyIecTsa.

ABTOKOAVPOBLLMK: KOAUPOBLYMK U AEKOAUPOBLUMK

Temneps, KOrfa Bbl yXe MMeeTe ONpefe/IeHHOe IPeAiCTaB/IeHN e O HEPOHHBIX Ce-
TAX ¥ MOMY/IPHBIX 6M6MnoTekax mna pabornl ¢ HuMu — TensorFlow u Keras, —
Heo6X0AMMO TO3HAKOMUTBCA C aBTOKOAMPOBIIMKOM, KOTOPbIit peanusyeT OfHy U3
NpOCTENIUNX HEPOHHBIX CeTeit A 06ydeHns 6e3 yunrens.

ABTOKOMPOBILMK COCTOMT U3 ABYX KOMIIOHEHTOB: KOOUPOBULUKA VI DEKOOUPOB-
wuxa. KogpoBIIMK npeobpasyeT BXOZHOI HabOp MPU3HAKOB B IPYTO€ MpPeACTaB-
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nenue (IOCPencTBOM 06ydeHNA NpU3HAKaM), a AEKOAMPOBIIMK NpeobpasyeT 310
HOBOE IPE/ICTaB/IeHNe B OPUTMHATIbHDI POpMaT.

Ba3oBas KOHIeNIMA aBTOKOAMPOBINMKA aHA/MTOTMYHA KOHLEMLMM CHIDKEHUS
Pa3sMepHOCTH, KOTOPYIO MBI M3y4u/u B r1aBe 3. Kak u B cydae CHuOKeHus pa3mep-
HOCTM JJaHHBIX, aBTOKOAMPOBILMK He 3alIOMMHAET OPUTMHA/IbHbIE HAG/MIOEHNS U
NpU3HAKM, YTO 6bII0 6b1 SKBMBANEHTHO moxdecmeeHHomy omobpaxceruro. OT Ta-
KOTO aBTOKOAMPOBIIMKA He 6bITO 6B HMKAKOJ MO/Mb3bl. BMECTO 3TOro0 OH [O/KEH
aNnpOKCMMMPOBATh OPUIMHA/NbHbIE HAOMIONEHNA C KaK MOXKHO 6o/ee BBICOKOIA,
HO He a6COMIOTHOM, TOYHOCTDIO, MCIIONb3ys 06y4eHHOe mpeacTaBnenue. ViHpiMu
CTOBaMM, aBTOKOIMPOBIIMK YYUTCSA ANIPOKCUMMPOBATD TOXAECTBEHHOE 0TO6pa-
XKeHue.

ITockonmbKy aBTOKOAMPOBIIMK OTpaHMYeH B CBOMX [EVICTBUAX, OH BBIHYXMEH
o6yyaTbcsi Hanbonee CyleCTBEHHBIM CBOMCTBAM OPUIMHA/bHBIX JAHHBIX, 3aXBa-
ThIBaA MX 6a30BYyI0 CTPYKTYpY. DTO aHA/IOTMYHO TOMY, YTO TPOUCXOAUT IPU CHHU-
XEHMM Pa3MEPHOCTM JaHHbIX. Hanuume orpaHuMueHMs CMyXUT BaKHOM Xapak-
TEPUCTUKON aBTOKOAMPOBILMKOB — OHO 3aCTaB/AET MX TUIATENIbHO B3BELINBATDH
pellleHMs O TOM, KaKyio MH(pOpMaIMIO ClefyeT 3aXBaThIBaTh BBUAY €€ BXKHOCTH, a
KaKyI0 — OT6pachiBaTh, IOCKO/IbKY OHa MeHee BaKHa M/IM He AB/ISETCS [IO/IE3HO.

KoHnuenuusa aBTOKOAMPOBIIMKOB 6bl/Ia IpeANoXKeHa HECKONbKO AeCATUIETHI
Ha3afl, ¥ C TeX IIOp OHM UIMPOKO NPUMEHAIOTCS A/IA CHUXKEHUsI Pa3MEPHOCTH JlaH-
HBIX ¥ aBTOMAaTH4€CKOro KOHCTPYMpPOBAaHMA MPU3HAKOB. B Halm AHM Ha MX OCHO-
BE CO3/IAI0T 2eHepAmueHvie MoOeny, B YaCTHOCTH, 2eHEPAMUBHO-COCMAZAMenvHble
cemu.

Henonuble dBTOKOANPOBLLUKK

B aBTOKOAMpOBIIMKE Hac B NEpPBYI0 OYepeAb MHTepecyeT KOAMPOBLIMK, IIO-
CKO/IbKY MMEHHO OH 06y4aeTcss HOBOMY NPENCTAaB/IEHNIO OPUTMHA/IBHBIX JaHHBIX.
STUM HOBBIM MIPEICTAB/IEHNEM CITY>KUT HOBBIf HA6Op IIPU3HAKOB, MONYYEHHbIX U3
OpUTMHANbHOrO Habopa IIpU3HAKOB 1 Hab/IONeHMIA.

O6o3naunm qepes h = fx) GyHKIMIO-KORMPOBIMUK, KOTOPAs IIONYYaeT OPUIM-
Ha/IbHble HaOmofennsa x U NpyuMeHseT oby4eHHOe MpeNCTaB/IeHNe, 3aXBaYeHHOE
dyuxumeit f, pna opmupoBanus BbiBoga h. PyHKumsA-RekopupoBumk r = g(h) pe-
KOHCTPYMPYET OPUIMHA/IbHBIE HAGMIOeHUA.

Kax Bumute, feKoaMpoOBIINK MOMTyYaeT BBIXOA h KOAMPOBIUMKA U PEKOHCTPY-
upyer Habmonenus r, ucnonspaysa QyHkumio g. Ecnmm Bce chenaHo KoppekTHoO, TO
dynxumsa g(f(x)) He 6ymeT coBnapath ¢ x BO BCeX TOYKAX, HO 6yaeT 6/1M3Ka K HUM.
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Kak orpaHm4YuTh BO3MOXHOCTM QYHKUMM-KOAMPOBIIMKA B OTHOIUEHMM all-
MPOKCMMALIMM X TaKMM 06pa3oM, YTOObI BLIHYAUTD ee 06y4aThcs MUIb Hanboree
CylleCTBEHHBIM CBOJICTBaM X, M36erasd X TOYHOro KOMMPOBaHNA?

MB&!I MO>XeM OrpaHUYUTD BHIXOA h QYHKUMM-KOAMPOBILMKA TAK, YTOObI OH MMeN
MEHBLIYI0O Pa3MEPHOCTh, YeM X. TaKoi KOAMPOBIUVK Ha3bIBAETCS HeNoNHbiM, TO-
CKOTIbKY €ro pa3MEepHOCTb MeHbIlle OPMIMHA/IbHOM pa3MepHOCTHM Bxopa. OmATs-
TaKM, 3TO HallOMUHAET TO, YTO NMPOMUCXOAUT B NpOIIECCE CHIDKEHUA Pa3MEPHOCTH
[AHHBIX, KOT/Ja OPUTMHA/IbHBIE BXOGHBIE M3MEPEHUA PeRYLIMPYIOTCA KO Habopa ro-
pasfo MeHblIe pa3MEPHOCTH.

OrpaHu4eHHbDI MOJOOHBIM CIIOCOOOM aBTOKOAMPOBILMK MBITAETCA MUHUMM-
3UpOBaTh PyHKUUI0 nomepn, ONpeeNeHHYI0 HaMU TaK, YTOObI CAeNaTh OMWMOKY
PEKOHCTPYKIIMH (M3MEPEHHYIO IOC/e NPUOIVKEHHOTO PeKOHCTPYMpPOBaHMUA Ha-
6/miofieHNit Ha OCHOBE BBIXOAa KOAMPOBIIMKA) KaK MOXXHO MeHblIeit. BaxkHO MOHH-
MarTb, YTO CKPbITbIE C/IOM HaXOAATCA TaM, I/ie KOM4eCTBO M3MEPEHMH OTPaHNYEHO.
JpyruMu cnoBaMu, BHIXOJ KOAMPOBIIMKA MMEET MEHBILYIO Pa3MePHOCTb, YEM OpH-
TMHanbHBIA BXOA. OfHAKO BBIXO/{OM AEKOAMPOBILIMKA CTAHOBUTCA PEKOHCTPYKLINA
OpUIMHA/IbHBIX JaHHBIX, MMEIOLIas TY )K€ pA3MEPHOCTD, YTO ¥ OPMTMHATIbHBII BXOJ,.

Ecnu nexopMpoOBILMK MMHEHBIA, a QYHKLMel TOTeph ABNAETCA CPefHEKBAIpa-
THYecKas omm6Ka, TO HENOMHBI aBTOKOAMPOBIMK OOYIMTCSA TOMY >Ke IpENCTaB-
JNeHN10, 4TO U B cydae PCA (anropuT™ cCHM>XKeHMs pasMEPHOCTH, PaCCMOTPEHHBIN
B raBe 3). B To Xe BpeMs, ecriu GyHKIMM KOAMPOBIIMKA M IEKOAMPOBIIMKA HEMA-
HEJHBI, TO AaBTOKOAMPOBIIMK MOXeT 0Oy4MUThcA HaMHOTO 6o/lee CIIOXXHBIM IIpef-
CTaBIeHMAM. ITO MMEHHO TO, YTO MHTepecyeT Hac 6onblue Bcero. Bripouem, ecn
HPEROCTaBUTb aBTOKOAMPOBILMKY Yepecyyp 60/biyio cBOOOAY AECTBMII IPM MO-
AENMUPOBAHMM CTIOXKHBIX HETMHEMHBIX MPENCTABEHNI, TO OH MPOCTO 3aMOMHMUT/
COXPaHMUT OpUTMHa/IbHbIe HAOMIOEHNA BMECTO TOTO, YTOObI M3B/IeYb U3 HUX Hau-
6onee cymiecTBeHHYI0 MHPopMauyio. [103TOMy Mbl JO/DKHBI Ha/laraTh Ha aBTOKO-
AUPOBILVK pa3yMHBble OTpaHMY€eHMA BO 30exaHme MOf0OHOro pa3BUTHA COOBITHIL.

CBerI'IOJ'IHbIe dBTOKOAUPOBLLUKU

Ecnmn aBTOKOAMPOBLIMK 06y4aeTcss INpeACTABIEHMIO, Pa3MEPHOCTb KOTOPO-
ro IpeBbIIIaeT Pa3MEPHOCTb BXOAA, TO OH PAacCCMAaTPUBAETCH KaK CBEPXNONHbLI.
Takue aBTOKOAMPOBIUMKM NPOCTO KOMMUPYIT OPUTMHA/TbHbIE INPENCTABIEHUA U
He uMeloT Leny 3¢ ¢eKTMBHO M KOMIIAKTHO 3aXBaThIBaTh MHQpopMaumo o6 opu-
TMHA/JIbBHOM pacrpefeNeHny, KaK 3TO AeNaloT Helo/NHble aBToKoauposumku. Ho
eC/T IPUMEHUTD TY UM UHYIO GOPMY pezynapu3ayuu, Ipu KOTOPOil HEpOHHAs
ceTb wITpadyeTcs 3a 06ydeHNe HEHYKHBIM CTIOXXHBIM QYHKLMSIM, TO CBEPXIIO/THbIE
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aBTOKOJMPOBLIMKY MOTYT IIOCTY>KUTb /ISl CHUXKEHUSA Pa3MEPHOCTH JaHHBIX U aB-
TOMAaTHYECKOTO KOHCTPYMPOBaHMA IIPU3HAKOB.

B cpaBHeHMM C HENONMHBIMYU ABTOKOAMPOBIIMKAMMY PezyNApU308aHHbie C8epXNon-
Hble a6MOKOOUPOBUsUKY CTIOXKHEE TIPOEKTHPOBATD, HO MX BO3MOXXHOCTY FOpPasio
IIMpe, TIOCKONbKY OHM MOTYT 06y4aTbcs 6o/ee CIOXKHBIM NIPENCTAB/IEHUAM, KOTO-
pble my4llle aIpOKCUMUPYIOT OPUTMHA/IbHbIE HAOMIONEeHNS.

ITo cyTn, xopolne aBTOKOAMPOBILMKM CIIOCOOHBI 06Y4aThCsA HOBBIM IPENCTAB-
JIEHNAM, KOTOpble MOCTaTOYHO TOYHO alNpPOKCMMMPYIOT OpPMIMHa/nbHbIE Habmio-
IeHNsA, HO He AB/IAIOTCA MX TOYHOI KOmueit. ITO JOCTUTAETCA 3a cUeT 06ydeHus
HOBOMY pacnpefie/IeHNI0 BEPOATHOCTH.

MnoTHbie U pa3pexeHHble aBTOKOAUPOBLUMKM

B rmaBe 3 MBI MCC/IE[OBaM KaK I/IOTHbIE (0OBIYHbIE), TAK M Pa3pe>KEHHBIE Bep-
CHM a/ITOPUTMOB CHIDKEHMA PasMEPHOCTH. AHalOTMYHBIM o6pasoM paboTanT u
aBTOKOAMPOBILMKN. JIo cux mOp Mbl 06CyXAamy MUIIb OOBIYHBI aBTOKOAMPOB-
MK, GOPMMPYIOLIMIT Ha BBIXOAe IVIOTHYIO MaTPULY, B KOTOPOJ 3aXBayeHHas Hau-
6ornee cymecTseHHas MHGOPMALMA 00 OPUTHMHANBHBIX JAHHBIX PaclpenesisieTcs
10 K/TIOYeBBIM NPU3HAKaM. AJIbTepHATUBHbII BAPUAHT — BHIBOAUTH Pa3peXKEHHYIO
MaTpuIly, B KOTOPOJ} 3axBadeHHas Hauboee cyulecTBeHHas MHpopMmauus 6Gonee
PaBHOMEPHO pacnpefenAeTcs M0 06y4aeMbIM IPU3HAKaM.

Jins 3TOro Mbl HO/KHBI BK/IIOYUTb B aBTOKOAMPOBIINK He TONBKO OWUOKY pe-
KOHCMpPyKyuu, HO M wimpagdosanue paspexceHHocmu, YTO6B aBTOKOZMPOBIUMK
YYUTHIBANl Pa3peXXEHHOCTb OKOHYATEMbHOM MaTpuiibl. PaspexxeHHble aBTOKOAMU-
POBIIMKY OOBIYHO AB/IAIOTCA IEPENONHEHHbIMU: KOMMYECTBO 37IEMEHTOB B CKpBI-
THIX C/TOAIX TIPEBBIIIAET KONMYECTBO BXOAHBIX IPU3HAKOB, C TO OrOBOPKOM, YTO
JIUIID HeGOMBIOM JI0/Ie CKPHITHIX 3/IEMEHTOB Pa3pellieHO HaXOAUTbCA B aKTUBHOM
COCTOSSHMM B OF{HO ¥ TO Xe BpeMs. COOTBETCTBYIOLIMIA 3TOMY ONpPEeNIeHNIO paspe-
HeHHbitli a6MOoKoOuposusux 6yaieT BBIBOXUTD OKOHYATETbHYI0 MaTPUILy CO MHOTUMM
HYIAMM ¥ Ty4YUIMM pacnpefieNieHeM 3aXBadeHHO! MHPOpPMALMM 1O MpU3HAKAM,
KOTOPBIM 06y4M/Iach MOJie/b.

B HEKOTOpBIX NPUIOXKEHNAX MALIMHHOTO OOy4eHNs pa3peXeHHble aBTOKOAM-
POBILMKY IEMOHCTPUPYIOT y4INYI0 IPOU3BOAUTENBHOCTD M OOY4AIOTCA HECKOMb-
KO MHBIM IIPE/ICTAB/IEHUAM, 4eM OObIYHbIE (IIOTHBIE) aBTOKOAMPOBIIMKM. B creny-
IOLIMX I7IaBaX Mbl PACCMOTPUM IPaKTHYECKIe IIPUMeEpBI, YTOOB! YBUAETh PasHULLY
MEXY 3TMMM ABYMA TUIIAMy aBTOKORMPOBLIMKOB.
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IlymonoaaBnAIowWMiA aBTOKOAUPOBLLNK

Kax BbI y)xe 3HaeTe, aBTOKOAMPOBIUMKYM CIIOCOGHDBI 06y4aThcst HOBBIM (¥ ymyd-
IIEHHDbIM) NIPEe/ICTaB/IEeHNAM Ha OPUIMHATBHBIX BXOJHBIX JAHHBIX, 3aXBaThIBasA Hau-
6onee cylecTBEHHbIE MPU3HAKM U OTOPAChIBas COlEPIKAIIMIICA B JAaHHBIX LIYM.

B HEKOTOPBIX CTyYasXx HeoOXOAMMO, YTOOBI IPOEKTHUPYEMBIi aBTOKOAMPOBIIMK
6ornee arpeccuBHO MOAABILAN 1IYM, OCOGEHHO €ClM MBI TIOJI03PEBAEM, UTO IaHHBIE
6b1IM TOBpeXKeHbl. [IpencTaBbTe, YTO BaM HY>KHO 3aIIMCaTh Pa3roBOP ABYX JOfiei
B IIyMHOM KadeTepuyu B mongeHb. Mbl XoTeny 6bl M30MMpPOBaTh pasrosop (cur-
Han) oT GOHOBBIX 3BYKOB (uryMa). [Ipyras moxoxas 3aiada — o6pa6oTka Habopa
3epPHMCTBIX MM Pa3MBITHIX M306paXkeHMit. B aTOM crrydae MbI XoTem 651 OTAEUTD
OCHOBHO€ M300pakeHue (CUTrHaM) OT MCKaXKeHu (yMa).

Qins peieHus NMOJOGHBIX 3afad CO3AAETCA wymonooasnsrouuii (obecusymnu-
earouwiutl) asmoxoduposuux (denoising autoencoder), KoTOpHIit MOMy4aeT MOBpe-
XJeHHbIe JaHHBIE Ha BXOA M 06ydYaeTcss BOCCO3aBaTh Ha BHIXOfle OPUTMHA/IbHbIE
JlaHHBIE C KaK MOXHO 60/1ee HU3KMM IPOLIEHTOM MOBpEX/AeHMIt. [Io6UThCs 3TOrO
He TaK-TO IIPOCTO, HO COBEPILIEHHO OYEBMIHO, YTO ABTOKOMPOBIIMKI TAKOTO TUIIA
6ymyT 4pe3BBIYaJHO MONE3HBIMY IIPY PELIEHMM IIPUKTAHBIX 3a/1ad.

BapuauMoHHbIii aBTOKOAMPOBLLUK

Jlo cux mop Mbl 06Cy>Xaanu npuMeHeHMe aBTOKOAMPOBIIMKOB ANA 0OydeHNns
HOBBIM TpeACTaB/lIeHNAM OPUIMHATbHBIX BXOAHBIX JAHHBIX (MOTy4aeMbIX KOIM-
POBILMKOM) C II€/IbI0 MUHMMM3AUMM OMIMOKM PEKOHCTPYKIMM BBIXONHBIX JAHHBIX
(reHepMpyeMBIX HeKOANPOBLIMKOM).

B Takux KoHUIypaumsAx KOKMPOBLIMK MMeeT PMKCUPOBAHHBIN pasMep 1, Ie
n 06bIYHO MeHbIlle KO/IMYeCTBAa OPUTMHAbHBIX U3Mepenmit. [I[pyrumu cnosamu,
Mbl 06y4aeM HEMOMHBIN aBTOKOAMPOBIUMK. VIHOTAAa 7 MpeBHIIIAET KOMUYECTBO
OpPUTIMHA/IbHBIX U3MepeHMit (CBEpXMOMHBI aBTOKOAUPOBIIMK), OFHAKO OTPaHM-
4yBaeTcs WTpadaMy perynsapusanyu, paspe>XeHHOCTH U T.I. Tak man uHade, BO
BCeX 3TUX C/Ty4asAX KOAMPOBILMK BLIBOAUT OAMHOYHBINA BEKTOP GUKCMPOBAHHOTO
pa3mepa n.

ArnbTepHaTMBHOE pellleHMe — 6aPUAyUOHHbLE asmokoduposusux (variational
autoencoder), B KOTOPOM KOAMPOBIIMK (GOPMUPYET iBa BEKTOPa BMECTO OJIHOTO:
BEKTOP CPeHMX 3HAYeHMi1 (M10) M BeKTOP CTaHAAPTHBIX OTK/IOHEHNI! (cuzma). dtn
JiBa BEKTOpa 06pasyIoT Takue Cly4aifHble IEpeMEHHbIE, UTO i-€ 37IEMEHThI BEKTOPOB
MI0 ¥ ClUeMA COOTBETCTBYIOT CPeOHEMY 3HAUEHUIO Vi CIMAHOGPMHOMY OMKNIOHEHUIO i-1A
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cnydaiHol nepeMeHHoN. Co3fjaBas Takoi CTOXaCTMYECKMIi BBIXOJ IIOCPEACTBOM
CBOEro KOAMPOBIUMKA, BapUaLMOHHbI aBTOKOAMPOBIUMK MOXeT (OpPMUPOBATH
BBIOODKM B IIpefie/IaX BCErO HEMPEPLIBHOTO NMPOCTPAHCTBA, MCXOAA U3 TOTO, YEMY
OH 00y4YM/ICS Ha BXOJHBIX JAHHBIX.

JleficTBMe BapMaLMOHHOTO aBTOKOAMPOBLIMKA HE OrpaHMYEeHO uMiub 06pasia-
MM, Ha KOTOpbIX OH 06y4asnca. OH croco6eH 060061aThCsA ¥ CO3AaBaTh Ha BBIXOfE
HOBBI€ 006paslibl, JaXke eC/y HUYEro Nogo6HOro MM OH paHblle He MOMy4al. JTO
HEBEPOATHO MOIIHAA BO3MOXXHOCTb, IIOCKO/IbKY Tellepb BapMaLIOHHbIE aBTOKO-
AMPOBILMKI MOTYT F'€HepMPOBATh HOBbIE CMHTETIYECKME AaHHBIe, O/IM3KMe K pac-
NpefieNIeHNI0, KOTOPOMY aBTOKOAMPOBIIMK OOy4M/ICA HAa OPUTMHANIbHBIX BXOAHBIX
AaHHBIX. Pa3pa6oTky mof06HOr0 pofia pMBeENM K COBEPLIEHHO HOBOMY M Habupa-
ioleMy Bce 6ormee MPOKMIt pa3Max HaIpaB/IeHMIO B 06/macTy obydenns 6e3 yum-
TeNA, U3BECTHOMY KaK 2eHepamusHoe (nopoxdatoujee) modenuposarue, KOTOpoe
OXBaTbIBAET 2eHEPAMUBHO-cocmAasamenvHole cemu. IIpuMeHeHne Takux Mopeneit
JieNaeT BO3MOXKHBIM MTOCTPOEHME CMHTETUYECKMX M300paXKeHUIt, peunt, My3bIKM U
T.IL, YTO OTKPHIBAET IMPOKUE IEPCIIEKTUBBI /I TeHEPUPOBAaHUSA JaHHBIX C TIOMO-
mpio MN.

Pe3iome

B 3T011 r1aBe Mbl TO3HAKOMM/IUCh C HEIPOHHBIMM CETAMM U NONYNAPHBIMU O1-
6mmorekamu s pabotsl ¢ Humu: TensorFlow u Keras. Mbl Taxoke mccnenoBanu
aBTOKOAMPOBIIMKM Y BHIACHU/IA X CIIOCOOHOCTD K 00y4eHMIO HOBBIM NPENCTABIIE-
HIAM Ha OPUTMHAIbHBIX BXOAHBIX faHHbIX. CylllecTBYeT MHOXXECTBO Pa3HOBUIHO-
CTet aBTOKOAMPOBILMKOB, BKII0YasA pa3pexxeHHbIe, LIYMONOAAB/IAIOIINE U Bapua-
LIMOHHBIE.

B rnaBe 8 MbI paspaboTaeM psj NIpUIOXKEHUI HA OCHOBE M3y4YEeHHBIX 3[€Ch KOH-
Lenuui.

IIpexxae 4eM MpopomKaTh, CIEAYET elle pa3 0OCYAUTh BOIPOC O TOM, MOYEMY
aBTOMATHYECKOE Bbiie/IeHN)e IIPUM3HAKOB UTPaeT CTONb BakHYI0 ponb. He uMes Ta-
KOJ1 BO3MOXXHOCTH, MCC/IEOBATENN U Pa3paboTUMKM BHIHY)XXAEHDI ObIM OBl Bpy4-
HYI0 KOHCTPYMPOBATb NpPU3HAKM, TpeOyemble A/ pelleHMsi NPUKIAAHBIX 3afady.
3To Tpy#oeMKoe 3aHATHE, KOTOPOE CYIeCTBEHHO 3aMeAnuiIo 6bl mporpecc B 06-
nactu U

ITo npaBpie rosops, Ao Tex nop noka [kepdpu XuHTOH M ApyrUe uccnenoBa-
TeNM He pa3paboTanyM METOAbI aBTOMAaTHMYECKOro 0Oy4eHMs: HOBbIM IPHU3HAKAM C
TIOMOIL[bIO HEIPOHHBIX CETeN, TEM CAMBIM ITO/I0XKMB Ha4ya/Io0 peBOMIOLIMM ITy60KOro
o6yuenus B 2006 rony, Takue 3afiauM, Kak KOMIIbIOTEPHOE 3peHMe, pacCllO3HaBaHye
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peuy, MallIMHHBII NIEPEBOJ; ¥ MHOTOE IPYTOE, B 3HAUYMTENbHOI CTENIEHU OCTaBaIMCh
HepellaeMbIMU,

C nosiBeHneM aBTOKOAMPOBLIMKOB M APYTUX PasHOBUMAHOCTEN HEMPOHHBIX Ce-
Teit, 06ecreynBLINX BOSMOXHOCTb ABTOMATUYECKOTO M3B/I€YEHMs IPU3HAKOB U3
BXOAHBIX JAaHHBIX, MHOT}Me 13 3a/jay NepPEL/IM B KaTeTOPUIO PeLIaeMBbIX, YTO IpH-
BETIO K BAXXHBIM NPOPbIBaM, IPOU3OLIEANM B 06/1aCTU MalIMHHOTO 06ydeHns 3a
noc/iefHee JeCATUNIETHE.

Bsl camu y6enuTech B BO3MOXKHOCTAX aBTOMAaTUYECKOTO M3B/IEYEHMs TIPU3HA-
KOB Ha IIpMMepe NpU/I0XKeHUI, PACCMOTPEHHBIX B I71aBe 8.
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TNABA 8
Peanu3auua aBTOKOAUPOBLLUKOB

B 3T0i% rnaBe MBI 6yAeM co3faBaTh NPUIOXKEHMUA, UCTIONb3Ys Pas/IMIHbIE Bapy-
aHTBl aBTOKOAMPOBLIMKOB, BK/TIOYas HEMO/HBINA, CBEPXIO/MHDINA, PaspeXXeHHBIN U
ITYMOIIOAaB/IAIOLMIA.

Mbi BHOBb 06paTUMCs K 3ajjade BBISAB/IEHMA MONBITOK MOLIEHHNYeCTBa C 6aH-
KOBCKMMM KapTaMu, Ha4yaToii B I7aBe 2. Bcero umerotcsa naHHble 0 284 807 TpaH-
3aKLMAX, U3 KOTOPBIX MHIIDb 492 MoLIeHHMYeckye. Vcronp3ays Mopenb o6ydeHns ¢
y4uTeneM, Mbl JOCTUITIN cpefHeit To4HOCTH 0,83, YTO HECOMHEHHO SABJIIETCA BIle-
YaT/IAIOIMM pe3ynbTaToM. Mbl cMoriu BHIABUTD 80% MOAAENIOK C TOYHOCTBIO, Ipe-
Bbimtasouyeit 80%. IIpumenus Momenb obydeHus 6e3 yumTens, Mbl JOCTUITIN CPefi-
Hell TOYHOCTH Ha ypoBHe 0,69, YTO TOXKe HEIN/IOXO, eC/IY Y4€CTh, YTO MBI 060IIINCH
6e3 xakux-m6o MeTok. Ham yaanocy o6Hapy>xuth cBbille 75% MOAAENOK C TOY-
HOCTBIO CBbIIE 75%.

ITocMOTpMM, KaKMX Pe3ynbTaTOB YAAcTCA AOOMTbCA C MOMOIUBI aBTOKOAM-
POBILIMKA, KOTOPBII TOXE NpeAcTaBaseT coboit amroput™ obydenns 6es yumrens,
TO/IbKO Ha OCHOBE HEPOHHOM CEeTH.

MoaroroBKa AaHHbIX

[Ipexxae Bcero, 3arpy3uM Heo6XoAMMble GUOMMOTEKM.

"' 'OcHoBHuE 6uBauorexu'''
import numpy as np
import pandas as pd
import os, time, re
import pickle, gzip

"' 'Busyanm3auma OaHHHX'''
import matplotlib.pyplot as plt
import seaborn as sns

color = sns.color_palette()
import matplotlib as mpl

$matplotlib inline



"' '"[logroTOBKAa HOaHHHEX M OLUeHka mogesmu'''

from sklearn import preprocessing as pp

from sklearn.model selection import train test_split

from sklearn.model selection import StratifiedKFold

from sklearn.metrics import log loss

from sklearn.metrics import precision recall curve, \
average_precision_score

from sklearn.metrics import roc_curve, auc, roc_auc_score

"'"'"AnropuTMe' '
import lightgbm as 1lgb

'"'TensorFlow u Keras'''

import tensorflow as tf

import keras

from keras import backend as K

from keras.models import Sequential, Model

from keras.layers import Activation, Dense, Dropout

from keras.layers import BatchNormalization, Input, Lambda
from keras import regularizers

from keras.losses import mse, binary crossentropy

Tenepb 3arpy3suM Habop JaHHBIX U IOATOTOBUM €ro K pabore. Mbl cospanum
marpuuy dataX co Bcemu PCA-KOMIIOHeHTaMy, HO 0TOpocuM npusHaku Class u
Time. MeTkyu Knacca 6yAyT XpaHuTbCs B MaTpulie dataY. Mbl Takke Macmrabu-
PYeM [pU3HaKM, COXpaHEHHbIE B MATpHIie dataX, TaK, YTo6bI MX CPEfHEE 3HAYEHME
6bITO PaBHO HYJIIO, 2 CTAHIAPTHOE OTK/IOHEHUE — eAMHUILE.

current path = os.getcwd()
file = os.path.sep.join(['', 'datasets', 'credit card data', \
'credit_card.csv'])
data = pd.read_csv(current_path + file)
dataX = data.copy().drop(['Class', 'Time'], axis=1)
dataY = data['Class'].copy()
featuresToScale = dataX.columns
sX = pp.StandardScaler (copy=True, with mean=True, with_std=True)
dataX.loc[:, featuresToScale] = \
sX.fit transform(dataX[featuresToScale])

Kak u B rnaBe 3, co3faguM TPEeHMPOBOYHBII HabOp, coflepXKaluii iBe TPeTU
JaHHBIX ¥ METOK, ¥ TECTOBBIN HabOP, cofiepXKallimit OCTABIIYIOCS TPET.
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CoXpaHMM TPEHMPOBOYHBIN ¥ TECTOBbI HAOOPHI B IepeMeHHbIX X_train AE
nX test AE COOTBETCTBEHHO. BCkOpe MbI UCIIONb3YeEM MX B aBTOKOAMPOBILIMKE.

X train, X test, y train, y test =\
train test_split(dataX, dataY, test size=0.33, \
random state=2018, stratify=dataY)

X _train AE = X train.copy()
X _test AE = X_test.copy()

Kpome TOro, Mbl MOBTOpPHO MCIIO/Nb3YeM BBefieHHYIO paHee QyHKuMIO0
anomalyScores A/A BbIYMCIEHNS OIMOKM PEKOHCTPYKLIMM, XapaKTEPU3YIOLLEi
Pacxo>kieHMe MeXy OPUTMHAIbHOI Y PEKOHCTPYMPOBAaHHO! MaTpUL[aMy IIPU3HA-
KoB. DYHKIMA OTYYaeT CyMMY KBaipaTMYHBIX OIIMOOK M HOPMa/IN3yeT UX Iy TeM
NpUBEleHMA K AMANA30HY 3HaYEHMI OT HY/A O eAMHULIBL.

Ora $yHKuMA urpaer pewaouryio ponb. Hanbonee anomanbHble TPaH3aKLMK —
Te, oLIMOKa peKOHCTPYKIMM KOTOPBIX 6/13Ka K efuHuIe (T.e. MakcuManbHa). Ouy,
BepOsITHee BCEro, ABNAITCA MolleHHNdeckumu. Tpansakumuu ¢ ommbkamu, 6mms-
KMMM K HY/TIO, UMEIOT HAMMEHBLIYIO OLIMOKY PEKOHCTPYKLMM U, CKOpee BCEro, AB-
JAIOTCA HOPMa/IbHBIMM.

def anomalyScores(originalDF, reducedDF):

loss = np.sum((np.array(originalDF) - np.array(reducedDF))**2, \
axis=1)

loss = pd.Series(data=loss, index=originalDF.index)

loss = (loss - np.min(loss)) / (np.max(loss) - np.min(loss))

return loss

MBI Takke TOBTOPHO McTONb3yeM QYHKUMIO plotResults, KOTopas CTPOUT
rpaduK “TOYHOCTb — IOIHOTA, BBIYMC/IAET CPENHIO TOYHOCTb M OTO6pakaeT
ROC-kpusyro.

def plotResults(truelabels, anomalyScores, returnPreds = False):
preds = pd.concat ([truelabels, anomalyScores], axis=1)
preds.columns = ['truelabel', 'anomalyScore']
precision, recall, thresholds = \
precision_recall curve(preds('truelabel'], \
preds|['anomalyScore'])
average precision = average precision_score(preds['truelLabel'], \
preds['anomalyScore'])

plt.step(recall, precision, color='k', alpha=0.7, where='post')
plt.fill between(recall, precision, step='post', alpha=0.3, \
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color='k')

plt.xlabel ('llonHoTa)
plt.ylabel ('TouHocTs ')
plt.ylim([0.0, 1.05])
plt.xlim([0.0, 1.0])

plt.title('KpuBas "TOYHOCTE - MNOJHOTA": CpedHSAs TOYHOCTL = \
{0:0.2f}"'.format (average precision))

fpr, tpr, thresholds = roc_curve(preds('truelLabel'], \
preds['anomalyScore'])
areaUnderROC = auc(fpr, tpr)

plt.figure()

plt.plot(fpr, tpr, color='r', lw=2, label='ROC-kpusas')

plt.plot ([0, 1], [0, 1], color='k', lw=2, linestyle='--")

plt.xlim([0.0, 1.0])

plt.ylim([0.0, 1.05])

plt.xlabel ('Jons JIOXHOMOMOXMUTENLHEX MCXONOB')

plt.ylabel ('Jons MCTMHHONOJIOXMUTEJBHEX MCXOLOB')

plt.title(' Pabouas xapaKTepuCTMKA NpueMHmMka: \n \
nnowans nox xpueoi = {0:0.2f}'.format (areaUnderROC))

plt.legend(loc="lower right")

plt.show()

if returnPreds==True:
return preds

KoMnoHeHTbl aBTOKOAMPOBLLNKA

Chayana MBI CO3JjaiuM O4YeHb IPOCTO aBTOKOAMPOBIUMK C BXOJAHBIM CIIOEM,
€IMHCTBEHHBIM CKPBITHIM C/IO€M M BBIXOAHBIM C/IoeM. MBI 6yzieM mepenaBarth aB-
TOKOAMPOBIIMKY OPUIMHA/NbHYI0 MAaTpyUIly NPM3HAKOB X — OHa NpPeACTaB/IAETCS
BXOJIHBIM C70eM. 3aTeM KO BXOJHOMY C/IOI0 IpUMeHAeTCA QYHKIMA aKTUBALH f,
reHepMpYyIolias CKPBITHINA C0it. ITO Halll KoOuUposusux. CKPBITHINA COM h, ABMSAIO-
Miics 3KBMUBajIeHTOM f{x), IpeficTaBNAeT 06011 06Y4eHHOE IIpeACTaBIEHNE.

JIns peKOHCTPYKUMYM OPUTMHATIbHBIX HAaOMIOAEHMI K CKPHITOMY o0 (T.e. K
06y4eHHOMY IPENICTaB/IEHNIO) IPUMeHAETCA PYHKLMA aKTUBALMK g. ITO Hall Je-
K00uposusux. BEIXOTHOI CNOt 7, ABNAIOLIMIACA 3KBUBaneHTOM g(h), peAcTaBnsieT
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c060if peKOHCTPYMPOBaHHBIe HabMOAEHNA. MBI 6yieM BLIMMCIIATD OLIMOKY PEKOH-
CTPYKLMM, CPaBHMBasA PEKOHCTPYMPOBAaHHbIe HaOMIONeHNA ¥ C OPUTMHANIbHBIMU
Ha0MIOmeHNAMMA X,

OyHKUMUK aKTHBaLUK

[pexxae 4eM NMPUMHMUMATD pellleHNe OTHOCUTENIBHO KOMYECTBA Y3/I0B, MCIIO/b-
3yeMbIX B aBTOKOAMPOBILUMKE C OHMM CKPBITBIM C/I0eM, 06CyanM GYHKLMM aKTH-
BaLuiu.

HerpoHHas cetb obyyaeTcs BecaM, KOTOpble Ha3HA4YalOTCA Y3/1aM B KaXJOM
U3 C7IoeB, HO OYAYT /I aKTUBMPOBATHCA Y3/IBl (/I MCIIONb30BAHMA B CNIEAYIOIEM
croe), onpenenserca pyHkuueir aktusauuu. JpyruMu crnoBamu, QyHKUMA aKTH-
BaL[My [IPUMEHSETCA K B3BeLIEHHOMY BXOAY (IUTIOC CMeLleHMe, eC/TY OHO BBEMIEHO)
KaXXJ0ro c/1os. Mbl Ha30BeM 3TOT B3BElLEHHbIIT BXOK Y.

DyHKIMA aKTUBALMY TTONyYaeT 3HaUeHne Y u m6o aktuBupyerca (ecmu Y mpe-
BbIIIAET ONpefe/IeHHbIN nopor), 1Mbo He akTUBUpYeTCcs. B nepBoM cmyyae undop-
Mauus nepefaeTcs OT JaHHOTO y3/a B CIERYIOLIMIA C/I0if, BO BTOPOM — He Iepefa-
ercsa. OffHaKoO Hac He YCTpauBaKOT MPOCThie 6MHapHbIe QYHKIMM aKTUBALMMU. Mb
XOTUM paboTaTh C AMANA3OHOM AKTMBALMOHHBIX 3HaueHMit. B aToM mnaHe y Hac
€CTb BBIOOp MEXAY MUHEIHON M HeMMHEeNHOM QYHKUMAMY aKTMBauuu. JInneitnas
GYHKLMA He MMeeT OTPaHMYEHMIT U CIOCOOHA reHepyMpOBaTh 3HA4EHUA OT MMHYC
6eckoHe4HOCTH A0 TMIOC 6eckoHewHOCTH. K 4MC/y pacnpocTpaHeHHbIX HeluHel-
HbIX QYHKLMIT OTHOCATCA cuzmouda, runepbomdeckuit TaHreHc (tanh), mmHenHbl!
Beinpamutens (ReLU) u Softmax.

Cuzmouoa
Curmonpa orpaH14eHa ¥ reHepupyeT 3Ha4eHMA B AUANa30He OT Hy/A 10 M-
HULBL

Tunep6onuueckuti marzenc

OyHKUMA tanh TakKe OrpaHMYeHa M MOXKET TeHEPUPOBATh 3Ha4YEHUA B [IU-
amasoHe OT MMHYC efUHMLBI 0 TUTIOC eguHuubl. OHa uMeeT 6omee KpyTOi
TPajyeHT, 4YeM CUTMOM/A.

RelU

Ora pyHkuma obnagaeT ogHMM MHTepecHBIM cBoicTBOM. Ecrn Y umeeT no-
noXxxuTenbHOE 3HavYeHme, To ReLU BosBpawaet Y, B IpOTMBHOM CrTydae BO3-
BpalaeTca Hy/b. [I03TOMY IMHEHbI BHIIPAMUTENb He OTPaHMYeH 1A 110-
JIOXKUTENbHBIX 3HaYeHui1 Y.
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Softmax

Softmax ucronb3yioT B KayecTBe KOHEUHOM (PYHKILIMM aKTUBALMY HEMPOH-
HOJI CeTM /1A 3a/ja4 K/IacCUPUKALMM, TIOCKO/IbKY OHa HOpPManu3yeT BepOAT-
HOCTU KNMacCUUIMPYeMBbIX KaTErOpyil, CyMMa KOTOPBIX B UTOTe JaeT BEPO-
ATHOCTD, PaBHYIO e{UHMILE.

W3 Bcex aTuxX GyHKuMI MTMHeiHaA QYHKLMA caMas IpocTas U TpebyeT HauMeHb-
1ero o6’beMa BbIYMC/IEHMIL. BTOpas 1O BHIYMCINTENBHOIM CTOUMMOCTY — PyHKLMA
ReLU, 3a xoTopoit CIEAYIOT BCe OCTaNIbHbIE.

Haw nepBbIit aBTOKOANPOBLUMK

HauneM ¢ ByXC/10/fHOr0 aBTOKOAMPOBIIMKA C TMHEHOM QyHKIMe aKTUBALUN
KaK B KOAMPOBILMKE, TaK 4 B AeKoaKpoByKe. O6paTuTe BHMMaHMe Ha TO, YTO NIpK
ToficYeTe YMC/Ia CTIOEB HEPOHHOM CETH YYUTHIBAETCA TOMBKO BK/IaJ, CKPBITBIX C/IO-
€B ¥ BbIXOAHOTO c7104. IIockoNbKYy y Hac MMeeTCst BCETO OAMH CKPBITBINA C/IOV, MBI
TOBOPUM, YTO CETh ABYXC/IOIHAA.

Jna co3agaHuA HepOHHOI ceTH ¢ nomoubio 6ubmmorex TensorFlow u Keras
MBI TIpEX/ie BCETO O/DKHBI BbI3BaTh A PI-dynxyuto modenu Sequential. ITa Mopennb
npencrapseT cobolt MuHeitHbIN cTeK coeB. [Ipexxae YeM KOMIMIMPOBATD €€ U 06-
y4aTh Ha JaHHBIX, HeOOXOMMO YKa3aTb eif, KaKye THUIIbI C/IOEB HAM HYXXHBI'.

# Momens N1:
# OBYXCJIOVMHHIM [OJIHEA aBTOKOOMPOBUMK C JIMHEMHONU (GyHKUMEN aKTUBaLMM

# Bu3soB API-QyHKLUMM HENPOHHOM CeTu
model = Sequential()

ITocne BrI30Ba Mogenu Sequential MBI JODKHBI 3aiaTh pOpMyY BXORA B BUAIE YMC-
Jla M3MepeHMIf, KOTOpOoe HO/DKHO COBIAfATh C KOMMYECTBOM M3MEPEHMIl OPUTH-
Ha/ZIbHOM MaTpULbI TpU3HaKoB dataX, paBHbIM 29.

Cnenyet Taioke 3afjatb GpyHKLMIO akTMBaumu (koouposusux), KoTopas Gynmert
NPUMEHATBCA KO BXOHOMY C/IOI0, ¥ KOIMYECTBO Y3/I0B B CKPBITOM c1oe. MbI 6ynem
MICIOIb30BAaTh /IMHENHYI0 QYHKIMIO aKTuBauuu (linear).

Haim nepBbiit aBTOKOAMPOBILMK 6yAeT MOMHBIM. B HeM KonmuyecTBO y3/10B CKpbI-
TOTO C/I0A PaBHO KOJIMYECTBY y3/10B BXOJZHOTO C/104, T.€. 29. Bce 310 Aenaercs ¢ no-
MOILBIO OFHOI CTPOKM KOfia:

model.add (Dense (units=29, activation='linear', input_dim=29))

! MononuuTensHylo MHGopMaumio o Mogeny Sequential MOXXHO HaifTi B odULIMaNIbHOI JOKyMEHTa-
umu (http://bit.ly/2FzbUrq).
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AHanornyHeiM 06pa3oM 3afjaeTcs QYHKUMA aKTUBALMM (0ex00UPOBULUK), TIPH-
MeHsAeMas K CKPBITOMY CJIOI0, ¥ KONIMYECTBO Y3/I0B B BBIXOJHOM c/10€. ITocKonbKy
MBI XOTVMM, YTOOBI OKOHYaTe/lbHas PEeKOHCTPYMPOBAaHHAsA MATPMIIA MMeENA TO XKe
KO/IMYECTBO M3MEPEHMM, YTO ¥ OPUTMHA/IbHASA, OHO JO/DKHO ObITh paBHO 29. [Ina
AEKOAMPOBILMKA MbI TaKoke 6y/1eM MCIIONb30BaTh IMHEHYIO QYHKIIMIO aKTUBALIMMA:

model.add (Dense (units=29, activation='linear'))

Manee Heo6XOAMMO CKOMIIMIMPOBATDL C/IOM HEVPOHHON ceTu. B kauecTBe ap-
TYMEHTOB KOMIIM/IATOPA yKa3bIBaeTcs gyHkyus nomeps (loss function), ynpasns-
olas o6ydeHneM BECOB, ONMuMU3AMop, 3afaloLuit IpoLecc, B COOTBETCTBUM C
KOTOPBIM 06y4aloTCA Beca, M CIIMCOK BHIBOSMMBIX MeMpuK, YTO MOMOXXET HaM olje-
HUTb IIPUTOJHOCTD HEVPOHHO CETH.

OyHKLMA noTepb

Haunem ¢ GyHKumuM noreps. BcmoMHMTe, 4TO MBI OLIEHMBAEM MOJIE/b Ha OCHOBA-
HUM OLIMOKY PEKOHCTPYKLIMM, OTPAXAIOLIel PacXOX/AeHe MEeX/Y MaTpuIiet mpy-
3HaKOB, PEKOHCTPYMPOBAHHO! C NIOMOLIbIO ABTOKOAMPOBIIMKA, ¥ OPUTMHAIBHOM
MaTpHIIet IPU3HAKOB, KOTOPYIO MbI IIEpelaéM aBTOKOAMPOBILMKY.

[TosToMy B KadecTBe QYHKLMM NIOTEPh MBI BHIOMpPaEM CpeOHeKBa0PAMUUECKy0
owubky”. (B HalleM NIp¥Mepe Mbl UCTIONb3yeM ee SKBUBANIEHT — CYMMY K6A0pAmMos
owubok.)

OnTumu3arop

TpeHnpoBKa HeAPOHHBIX CETelf OCYILIECTBIAETCA B HECKO/IBKO 3TAIIOB, Ha3bIBae-
MBIX anoxamu. Ha kaXkpoit arioxe HeifpoHHas ceTh OACTPauBaeT 0OydeHHbIE Beca C
IIe/IbIO CHVDKEHUA YPOBHA NMOTEPD, JOCTUTHYTOrO Ha NpeAbiRyIeM atane. [Ipouecc
06y4eHNs BeCcOB 3afiaeTcA onTMMu3aropoM. Ham HyxxeH npouecc, KOTOpPbIif TOMO-
XeT HeifpOHHOM ceTH 3¢ PeKTUBHO 06Y4aThCs ONITUMAIBHBIM BECaM A/IA Pas/imy-
HBIX Y3/I0B T10 BCEM CTIOAM ¥ MUHMMU3UPOBATh BHIOPaHHYI0 (PYHKINIO IIOTEPb.

Y1061 06YINTHCA ONTUMAIBHBIM BeCaM, HEIPOHHAA CETh JO/DKHA ONpe/eNeH-
HbIM 06pa3aoM KOppeKTHpoBaTh cBoM “moraaku’. OOMH U3 MOAXOROB 3aK/II0YaeT-
CSl B UTEPaTMBHOM CMEILEHNM BECOB B HAalIpaB/IeHUY, BeAYIEeM K MHKPEMEHTHOMY
yMeHbIIeHNI0 QYHKIMY NoTepb. Boree onTMMaNbHbII TOAXOA — CMeEIIEH)Ee BECOB
B 9TOM >X€ HallpaB/IEHUH, HO C OTIpefie/IeHHOM CTETIEHbIO CTyYaifHOCTH, MHBIMMU CTIO-
BaMM, CTOXaCTU4Y€ECKOE CMeIleHMe.

2 lonmonHuTeNbHY10 MHGOPMALMIO O PYHKLMAX MOTEPh MOXKHO HAUTH B OQMLMATLHON JOKYMEHTa-
uuu Keras (https://keras.io/losses/).
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SToT mporiecc M3BECTeH KaK cmoxacmuyeckuii zpaduenmuuiti cnycx (stochastic
gradient descent — SGD). VIMeHHO OH Yallle BCEro MPUMEHAETCA NPy 06ydeHUM
HelipoHHBIX ceTeit’. B SGD y Bcex BecoB 0fHa CKOPOCTb 00y4YeHNs, 3ajlaBaeMas I'-
nepnapaMeTpoM anvda, ¥ 3Ta CKOPOCTb HE M3MEHAETCA B IPOLIECCE TPEHNMPOBKML.
U Bce e B GONBLIMHCTBE Cy4aeB CleAyeT KOPPEKTUPOBATb CKOPOCTb 06ydeHus
10 XOfly TpeHMpoBKM. Hampumep, Ha paHHMX 310XaxX MMeeT CMBICT 6o/ee 3aMeTHO
M3MEHATD Beca — APYTUMM CTIOBaMM, UCIIONIb30BATh 60NbIlINe 3HAYEHUA CKOPOCTH
obydenns anvda.

B 6onee nosgHMe 3moxu, KOTAa Beca y>Ke AOCTUITIM 3HaYeHM, 6M3KMX K om-
TUMa/IbHBIM, pa3yMHee MCTIO/Ib30BaTh MEHBIIYI0 CKOPOCTb OOY4eHMA U MepPeATH K
TOHKOJ1 HACTPOJIKe BECOB, BMECTO TOTO YTOOBI COBEPIIATh KPYIIHBIE LIATY B TOM M/IN
MHOM HampaB/ieHuu. OTU cO06pakeHNs NpUBENM K CO3aHmIo eme 6onee spdek-
TUBHOTO ONTUMMU3aTOpa, 4eM SGD, — anzopumma onmumusayuu Adam (adaptive
moment estimation — aganTuBHasA oleHKa MOMeHTOB). B otnmune ot SGD, ontu-
Mu3aTop Adam AMHaMIYeCKM IIOACTPauBaET CKOPOCTb OOYYEHNS B IpOLiecce Tpe-
HUPOBKY, ¥ MMEHHO €ro Mbl 6y/ieM MCIIo/Ib30BaTh?,

B ontumusaTope Adam Mbl MOXKeM M3MEHATb 3Ha4YeHMe TUIIepIIapaMeTpa anb-
da, ynpap/IAIOILEro CKOPOCTbI0 O6GHOB/IEHUA BecoB. Bonblume 3HavyeHNs anvda
NPUBOJAT K YCKOPEHHOMY Ha4ya/IbHOMY 06y4eHMIo.

TpeHnpoBKa moaenu

HakoHel;, Heo6X0a1MO 3a/jaTh OLIEHOYHYIO METPUKY. UTOGBI He YC/IOXKHATD aHa-
nu3, MBI BBIOEpPEM METPUKY accuracy’.

model.compile (optimizer='adam', loss='mean_ squared error', \
metrics=['accuracy'])

Mlanee cnemyeT yKa3aTb KOTMYECTBO 3II0X ¥ PasMep IAKeTa, IOC/IE Yero HayaTh
nponecc obyyenus, BeisBaB MeTox fit. KonmuecTBo smox ompenenser, cKonbko
pas 6yfeT BBINOTHEHA TPEHUPOBKA IO BceMy HabOpy MaHHBIX, epeflaHHOMY Heil-
POHHOJ CeTH. YCTAaHOBMM 3TO KOJTMYECTBO paBHBIM 10.

PasMep nakeTa onpefenseT KOMM4eCTBO BbIOOPOK, Ha KOTOPIX 06y4aeTcs Heil-
POHHas CeTb, IPeX/e YeM BBINONHUTb OuepeaHoe 06HOBNEeHMe rpaamenTa. Ecn

3 lonoMHUTeNbHYI0 MHPOPMALIMIO O CTOXaCTUYECKOM IPafiMeHTHOM CITycKe MOXKHO HaifTy B Buxume-
puu (http://bit.ly/2G3Ak30).

4 Ina nony4ennus 6onee nofpo6Hoit uHOpMaLMu 06 ONTUMMU3ATOPAX 06paTUTECh K ODUIMANILHOM
moxyMmeHTauuu Keras (https://keras.io/optimizers/).

5 lononHuUTeNbHYI0 MHGOPMALMIO 06 OLEHOYHBIX METPUKAX MOXKHO HAifTU B OMILMAILHOIM JOKY-
MeHTauuu Keras (https://keras.io/metrics/).
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pasMep makeTa paBeH 061eMy KoNu4ecTBY HaO/MIOAEHNIt, TO HelfpOHHas ceTb byzeT
OGHOBNATH IPafUEHT TONMBKO OAVH pa3 3a 3M0Xy. B npoTMBHOM C/Ty4ae rpagmeHT
6yneT 0OHOB/IATBHCA HECKOIBKO pa3 Ha NMPOTKEHMM KaX/0 3roxu. Mol ycTaHo-
BUIM JI/151 3TOTO NIapaMeTpa TUIIMYHOE 3HaYeHue 32,

Merony fit mepepaerca HayanbHasA BXOHAsA MaTpulia X M Li€/leBas MaTpuia
y. B HaueM crmyvae Kak x, Tak ¥ y 6yAyT OpMIMHa/NIbHOM MaTpuiieli MPU3HAKOB
X_train_ AE, IOCKONBKY Mbl XOTMM BbIYMCIUTD OMMOKY PEKOHCTPYKLIMH, CPaB-
HUB BbIXOJ] aBTOKOAUPOBILMKA (PEKOHCTPYMPOBAHHYIO MaTPMIIY IIPU3HAKOB) C MC-
XOMIHOJ MaTpULIeH.

BcrioMuuTe, YTO paccMaTpuBaeMoe pellieHre OCHOBAHO MCK/TIOYUTENbHO Ha 06-
y4eHuy 6e3 yauTens, NoaToMy Mbl Boobiie He 6ynem uConb3osaTb MaTpuiy y. Ilo
XOfy fienia Mbl TaKKe 6yfeM IpOBepATb Hally MOMe/b, BBIYMC/IAA OMOKY PEKOH-
CTPYKLIMM Ha BCE€Jl TPEHMPOBOYHONM MaTpuLe.

num_epochs = 10
batch_size = 32

history = model.fit(x=X train AE, y=X_train AE, epochs=num_epochs, \
batch_size=batch_size, shuffle=True, \
validation_data=(X_train AE, X train AE), verbose=1)

[TockonbKy Mbl paboTaeM ¢ OTHBIM aBTOKOAMPOBUIMKOM, B KOTOPOM CKDBITBIN
C/IOit MMeeT TO XKe KOTMYECTBO M3MEPEHMIt, YTO M BXORHOI Croit, moTepu 6yayT
OYeHb HU3KMMM KaK [i/I TPEHMPOBOYHOTO, TaK ¥ I BaMMAALIMOHHOrO HabopoB.

Epoch 1/10

190820/190820 [ ==== ] - 29s 154us/step -
loss: 0.1056 - acc: 0.8728 - val loss: 0.0013 - val_acc: 0.9903
Epoch 2/10

190820/190820 [ ] - 27s 140us/step -
loss: 0.0012 - acc: 0.9914 - val loss: 1.0425e-06 - val_acc: 0.9995

Epoch 3/10

190820/190820 [======================= ==] - 23s 122us/step -

loss: 6.6244 e-04 - acc: 0.9949 - val loss: 5.2491e-04 - val_acc:
0.9913

Epoch 4/10

190820/190820 [ ==] - 23s 119us/step -
loss: 0.0016 - acc: 0.9929 - val loss: 2.2246e-06 - val_acc: 0.9995

Epoch 5/10

190820/190820 [ ] - 23s 119us/step -

loss: 5.7424 e-04 - acc: 0.9943 - val loss: 9.0811le-05 - val_acc:
0.9970
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Epoch 6/10

190820/190820 [= ==] - 22s 118us/step -
loss: 5.4950 e-04 - acc: 0.9941 - val loss: 6.0598e-05 - val acc:
0.9959

Epoch 7/10

190820/190820 [=================== ==] - 22s 117us/step -
loss: 5.2291 e-04 - acc: 0.9946 - val loss: 0.0023 - val acc: 0.9675

Epoch 8/10

190820/190820 [= ] - 22s 117us/step -

loss: 6.5130 e-04 - acc: 0.9932 - val_loss: 4.505%e-04 - val_acc:
0.9945

Epoch 9/10

190820/190820 [ ==] - 23s 122us/step -
loss: 4.9077 e-04 - acc: 0.9952 - val _loss: 7.2591e-04 - val_acc:
0.9908

Epoch 10/10

190820/190820 [ ==] -~ 23s 118us/step -
loss: 6.1469 e-04 - acc: 0.9945 - val loss: 4.4131e-06 - val_acc:
0.9991

3TO He ONTUMANIbHOE pellleHNe — ABTOKOAMPOBILUK CIUIIKOM TOYHO PEKOH-
CTPYMPOBa/ MCXOHYIO MaTPHULly IPU3HAKOB, IIPOCTO 3aIIOMHMUB BXOJBI.

He 3a6b1BaitTe 0 TOM, YTO aBTOKOAMPOBILMK JO/DKEH 00y4aTbCss HOBOMY IIpef-
CTaB/ICHMIO, KOTOPOE 3aXBaThIBAET MMIIb Haubosee CyleCTBEHHYI0 MHOpPMaLMIO
13 OPUTMHA/IPHOM BXOTHOI MaTpMIIbl, OTOpachIBast MEHee pelleBaHTHYIO MHpopMa-
muio. [IpocToe 3amoMyHaHMe BXOJIOB, Ha3bIBAEMOE MONOeCMBEHHbIM 0mMobpasce-
HueM, He IPMBOAUT K O6YUEHMIO YITYUILIEHHOMY NIPEACTaB/IEHMIO.

OueHKka Mofieny Ha TeCTOBOM Habope

Vcnonp3yeM TecTOBbI HAGOP A/IA OLEHKM TOTO, HACKO/IBKO YCIIELIHO JAHHBIN
aBTOKOAMPOBIUMK CIIOCOOEH UAEHTUPUUMPOBATh MOLIEHHIYECKUE TPAH3AKIMY C
6aHKOBCKMMM KapTaMy B Habope JaHHBIX. MBI CAieflaeM 3TO C IOMOLIbIO METOAA
predict.

predictions = model.predict (X_test, verbose=1)
anomalyScoresAE = anomalyScores (X test, predictions)
preds = plotResults(y test, anomalyScoresAE, True)

Kak nokasaHo Ha puc. 8.1, cpefiHAA TOYHOCTD paBHa 0 . 64, YTO ITOKa He MOXKET
Hac ynoBneTsoputh. Haunyuiee sHaueHme cpemHeit TOUYHOCTH, MOMYy4EHHOE C ITO-
MolIbio 06y4eHns 6e3 yuurens B rnase 4, cocTaBuio 0. 69, Torna Kak /Il CUCTEMBbI
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Ha OCHOBe 00y4YeHMA ¢ yuureneM oHO 6b110 paBHO 0.82. OBHAKO CTOMT y4eCTb,
4TO KXABI/ TPEHMPOBOYHBIN NpoOLIecC 6yAeT NPUBOAUTD K Pa3HBIM Pe3y/bTaTaM,
II03TOMY B BallleM CTy4Yae pe3y/bTaTbl MOTYT OKa3aTbCsA MHbIMU.

Kpugan "ToONHOCTL ~ NOAHOTA": CPEAHAR TOUHOCTL = 0.64
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LRONR NOXHONONOMUTEABHBIX UCXONO0B

Puc. 8.1. OyerHouHble MEMPUKYU NOTHO20 ABMOKOOUPOBULUKA

YTo6bI MOMTYYNTH 6ONEE 1[ENOCTHOE MPENCTABNIEHNE O TOM, KaK IOJIHbINA ABYX-
C/IOMHBIA aBTOKOAMPOBIIMK NpOsB/IfAeT cebs Ha TecToBoM Habope, 3amycTum
TPEHMPOBOYHBIN npouecc 10 pa3 u coXpaHMM CpefHee 3HaYEHME TOUYHOCTU A/
KaXJ0ro ImporoHa. Mbl 1noitMeM, HaCKO/IbKO XOPOIIO MO/HBIA aBTOKOAMPOBILMK
CIIpaBIIAETCA C BHIABNIEHMEM MOLIEHHUYECKUX TPAH3aKINiA, YCPEHUB MIOKa3aTemn
CpefHel TOYHOCTH Ha 3TUX JIECATHU NTPOTOHaX.

Huxe npuseieH Koi nporpaMMbl, BHINONMHAKILEA 10 MPOroHoOB.

# 10 nporoHoB - MH OyZeM OmpenesysaTh yCpeOHEHHOe
# 3HaueHMe cpelHEN TOYHOCTHM
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test scores = []

for i in range(0, 10):
# Bu3oB API-QyHKUMM HEMPOHHOM CeTH
model = Sequential()

# TpuMeHeHye nMHENHOM QYHKUMM AKTUBAUMM K BXOIOHOMY CJIOD;
# reHepupoBaHMe CKPHITOTO CJlof C 29 y37naMy, Kak ¥ BO BXOLHOM CJioe
model.add (Dense (units=29, activation='linear', input_dim=29))

# [puMeHeHMe NMHEMHOM (QYHKUMM AaKTUMBALUMM K CKPHTOMY CJIOL;
# reHepupoBaHMe BHXOZHOTO cnos € 29 ysnamu
model.add (Dense (units=29, activation='linear'))

# Kommunauus MoOenu

model.compile (optimizer="'adam', \
loss='mean_squared_error', \
metrics=['accuracy'])

# TpeHMpPOBKA Momenm
num_epochs = 10
batch_size = 32

history = model.fit (x=X_train AE, y=X train_ AE, \
epochs=num_epochs, batch_size=batch_size, shuffle=True, \
validation data=(X_train AE, X train AE), verbose=1)

# OueHka Ha TecToBOM Habope

predictions = model.predict (X test, verbose=l)

anomalyScoresAE = anomalyScores(X_test, predictions)

preds, avgPrecision = plotResults(y test, anomalyScoresAE, True)
test scores.append (avgPrecision)

print ("CpenHas TOYHOCTb, ycpemHeHHas no 10 mporonam:", \
np.mean (test_scores))
test_scores

Huke mopbIToXKeHbI pe3ynbTaTsl 10 IpOroHoB. YcpefHEHHOE 3HaYEHME CPEMIHEN
TOYHOCTM paBHO 0.30, HO caMa CpeiHAA TOYHOCTb BapbMpYyeTCA B Mpefenax or
0.02 mo 0.72. Koagppuyuenm eapuayuu (OnpeneneHHbl Kak CTaHAAPTHOE OT-
K/IOHEHMe, fie/leHHOe Ha cpenHee 3a 10 nporonoB) paseH 0. 88.

CpenHas TOYHOCTH, ycpegHeHHas no 10 nporonam: 0.30108318944579776
Kosbdmumenr Bapuaumm no 10 nporonam: 0.8755095071789248
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[0.25468022666666157,
.092705950994909,
.716481644928299,
.01946589342639965,
.25623865457838263,
.33597083510378234,
.018757053070824415,
.6188569405068724,
.6720552647581304,
.025619070873716072]

O O O O O O O o O

IMonbiTaeMcs yTy4LIMTD 3TU Pe3y/IbTaThl, CO3/JaBast pas3/MuHble BADUAHTHI 3TOTO
aBTOKOMIMPOBILMKA.

[IByXCnOMHbIi HeNONHbI# ABTOKOAUPOBLUMK C NUHEHHON
GyHKLMeil akTUBaLMK

[Torrpo6yeM UCIIO/IB30BATh BMECTO ITOMTHOTO aBTOKOAMPOBILKA HETIO/HbIIA.

EnuHcTBEHHOE, YTO M3MEHMTCA I10 CPABHEHMIO C NPEABIAYLIUMM NPUMEPOM, —
3TO KO/IMYECTBO Y3/I0B B CKPHITOM C/10€. BMecTo TOro 4To6b! 3af1aBaTh €ro paBHbIM
KONIMYECTBY OPUTMHANBHBIX M3MepeHMit (29), MBI YCTaHOBMM KO/MMYECTBO Y37I0B
paBHbIM 20. [IpyrumMu cloBaMy, 3TO OTpaHMYEHHbIA aBTOKOAMPOBIIUK. PYyHK-
L1A-KOAMPOBIUMK BBIHYX/IeHa M3B/IEKaTb MHPOPMALMIO U3 BXOLHOTO C/IOs, Orpa-
HUYMBA’ACh MEHBIUUM KOMMYECTBOM Y3/I0B, a QYHKLMA-AEKOAMPOBIINK JO/DKHA
PeKOHCTPYMPOBAThb OPUTMHANIbHYIO MaTPUIy Ha OCHOBE 3TOr0 HOBOTO IpPEACTaB-
TeHUA.

B naHHOM Cryyae HaM criefyeT OXXMAATh POCTa IIOTEPh 10 CPABHEHMIO C IIOTHBIM
aBTOKOAMPOBILMKOM. YTO6BI MpOTeCTPOBATh, HACKOIBKO XOPOILO HEIIO/MHBINA aB-
TOKOAMPOBIIMK CIPAB/IAETCSA C BBIABIEHMEM MOIIEHHMYECKMX TPAH3aKLMil, MbI
BBINOTHUM 10 He3aBUCUMBIX IIPOrOHOB.

# Momene N2:
# OBYXCJIOMHEIL HEMOJIHMI ABTOKOOMPOBUMK C JIMHEMHOM QyHKUMEN aKTUBaUUyU
$# n 20 cyosMM B CKPHITOM CJlO€

# 10 nporoHoB - Me OyZneM OmpemnesaTh yCpPeOHEHHOe
# 3HaueHMe CpelHEe) TOYHOCTM

test scores = []

for i in range(0, 10):
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# Bu30B API-QyHKLUMM HENPOHHON! CeTu
model = Sequential()

# [prMeHeHMe JIMHEMHOM (QYyHKLUMM aKTUBAUMM K BXOOHOMY CJIOK;
# reHepupoBaHMe CKpPHTOro cjos ¢ 20 y3namm
model.add (Dense (units=20, activation='linear', input_dim=29))

# lpmMmeHeHMe JMHENHOM QYHKUMM aKTUMBALMM K CKPHTOMY CJION;
# reHepMpoBaHMe BHXOJHOT'O CJos C 29 y3mnamu
model.add (Dense (units=29, activation='linear'))

# Kommunauma Momenu

model.compile (optimizer='adam', \
loss="mean_squared error', \
metrics=["'accuracy'])

# TpeHupoBKa MoIenu
num_epochs = 10
batch_size = 32

history = model.fit(x=X train AE, y=X train AE, \
epochs=num_epochs, batch_size=batch_size, shuffle=True, \
validation data=(X_train AE, X train AE), verbose=1)

# OueHka Ha TecroBoM Habope

predictions = model.predict (X test, verbose=l)

anomalyScoresAE = anomalyScores(X_test, predictions)

preds, avgPrecision = plotResults(y test, anomalyScoresAE, True)
test_scores.append(avgPrecision)

print ("CpenHss TOWHOCTb, ycpenHenHas no 10 nporosam:", \
np.mean (test_scores))
test scores

Kak cnemyer M3 npuBefeHHBIX HMXKE pe3yNbTaTOB, MOTEPU HENOTHOrO aBTO-
KO/IMPOBIIMKA OKa3a/liCh HAMHOTO BbIIlle, YeM B MpPEABIAYILEM CTydae. ITO U He-
YAMBUTENBHO, Beb aBTOKOAMPOBLIMK 06y4aeTcss HOBOMY OrpaHMYEHHOMY IIpef-
CTaB/IEHMIO, KOTOPOE KOMITaKTHeE, YeM OpUTMHaTbHas BXOAHAsA MaTpuua. B Takoit
CUTYyaLuM OH IIPOCTO He CIIOCO6€eH 3aTIOMMHATD BXOABI.

Epoch 1/10

190820/190820 | ] - 28s 145us/step -
loss: 0.3588 - acc: 0.5672 - val _loss: 0.2789 - val _acc: 0.6078
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Epoch 2/10

190820/190820 [ ] - 29s 153us/step -
loss: 0.2817 - acc: 0.6032 - val loss: 0.2757 - val_acc: 0.6115
Epoch 3/10

190820/190820 [ ] - 28s 147us/step -
loss: 0.2793 - acc: 0.6147 - val loss: 0.2755 - val_acc: 0.6176
Epoch 4/10

190820/190820 [ ] - 30s 155us/step -
loss: 0.2784 - acc: 0.6164 - val_loss: 0.2750 - val_acc: 0.6167

Epoch 5/10

190820/190820 [ ] - 29s 152us/step -
loss: 0.2786 - acc: 0.6188 - val loss: 0.2746 - val acc: 0.6126

Epoch 6/10

190820/190820 [=================== =] - 29s 15lus/step -
loss: 0.2776 - acc: 0.6140 - val loss: 0.2752 - val_acc: 0.6043

Epoch 7/10

190820/190820 [ ==] - 30s 156us/step -
loss: 0.2775 - acc: 0.5947 - val loss: 0.2745 - val_acc: 0.5946

Epoch 8/10

190820/190820 [ ==] - 29s 149us/step -
loss: 0.2770 - acc: 0.5903 - val loss: 0.2740 - val_acc: 0.5882

Epoch 9/10

190820/190820 [ ==] - 29s 153us/step -

loss: 0.2768 - acc: 0.5921 - val_loss: 0.2770 - val_acc: 0.5801
Epoch 10/10

190820/190820 [ ] - 29s 150us/step -
loss: 0.2767 - acc: 0.5803 - val loss: 0.2744 - val_acc: 0.5743
93987/93987( ] - 3s 36us/step

VIMeHHO TaK M JO/KeH paboTaTh aBTOKOAMPOBIUMK — OH AO/DKEH 06ydaTbcs
HOBOMY IipeficTaBneHuio. Ha puc. 8.2 mokasaHo, HacKONMbKO 3G EKTUBHO ITO HO-
BOe NpecTaB/ieHNe B OTHOLLIEHNY BbIABIeHUA (anbcubuKanmii.

Cpennssa TOYHOCTD paBHa 0 . 29, YTO 0OKa3a/I0Ch MEHBLIE, YeM B C/Ty4ae IOTHOTO
aBTOKOAVMPOBILMKA.

[IpuBeneHHasA HMKE CBOAIKA OTPaXKAeT paclpefenieHne CpefiHei TOYHOCTH 110 10
nporoHaM. YcpeaHeHHOe 3HadeHMe CpeffHeit TouHoCcTH paBHoO 0 . 31, HO ucTiepcus
OT/INYAETCA BBICOKOi IVIOTHOCTBIO (Ha YTO yKa3biBaeT K03GQUIMEHT BapuaLuy,
paBHbit 0. 03). DTa cuCTeMa 3HAYUTENBHO CTabM/IbHEE, YeM Ta, KoTopas 6bia 1mo-
CTpOeHa Ha OCHOBE TNO/THOTO aBTOKOAMPOBILIMKA.
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Kpuean "TOMHOCTh -~ NONHOTA": CPEAHRAR TOMHOCTE = 0.29
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Puc. 8.2. Oyenounvie mempuKku HenonHoz0 asmoxoouposusuxa c 20 y3namu

CpelnHsasa TOYHOCTb, ycpenHenHas no 10 nporonam: 0.30913783987972737
Kospduument Bapuaumm no 10 nmporoxam: 0.032251659812254876

[0.2886910204920736,
0.3056142045082387,

0.31658073591381186,
0.30590858583039254,
0.31824197682595556,
0.3136952374067599,

0.30888135217515555,
0.31234000424933206,
0.29695149753706923,
0.3244746838584846)
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TeM He MeHee MBI OCTaeMCsl Ha YPOBHE JOBO/IbHO YMEPEHHOM CPeHEN! TOUHOC-
TH. B 4yeM mpyuuMHA TOTO, YTO HEMOMHBI aBTOKOAMPOBINMK He CMOT OTPaboTaTh
ny4ie? Bo3aMoXHO, eMy IIPOCTO 0Ka3a/oCh HEOCTATOYHO 3a/JaHHOTO KONMMYECTBa
y3/10B. A MOXeT GBITb, HaM C/IEfOBA/I0O TPEHNPOBATD CETh, UCIIONb3YA 60onbllee KO-
NIM4eCTBO CKPHITHIX cnoeB? [laBajiTe MOOYEPENHO UCTIbITaeM 06a BapMaHTa.

YBenuuenune Konuyecraa y3nos

IpuBeneHHbIE HIDKE Pe3yNIBTaThl OTPAKAIOT TPEHMPOBOYHBIE IOTEPU B CITy4Yae UC-
T0/Ib30BaHMA BYXC/IOHOTO HEMO/THOTO aBTOKOAMPOBINMKA ¢ 27 y3namu BMecTO 20.

Epoch 1/10

190820/190820 [ ] - 29s 150us/step -
loss: 0.1169 - acc: 0.8224 - val loss: 0.0368 - val_acc: 0.8798

Epoch 2/10

190820/190820 [ ] - 29s 154us/step -
loss: 0.0388 - acc: 0.8610 - val_loss: 0.0360 - val_acc: 0.8530

Epoch 3/10

190820/190820 [=================== ] - 30s 156us/step -
loss: 0.0382 - acc: 0.8680 - val loss: 0.0359 - val_acc: 0.8745

Epoch 4/10

190820/190820 [ ==] - 30s 156us/step -
loss: 0.0371 - acc: 0.8811 - val _loss: 0.0353 - val_acc: 0.9021

Epoch 5/10

190820/190820 [============================== ] - 30s 155us/step -
loss: 0.0373 - acc: 0.9114 - val loss: 0.0352 - val_acc: 0.9226

Epoch 6/10

190820/190820 | === ] - 30s 155us/step -
loss: 0.0377 - acc: 0.9361 - val loss: 0.0370 - val_acc: 0.9416

Epoch 7/10

190820/190820 [============== ] - 30s 156us/step -
loss: 0.0361 - acc: 0.9448 - val _loss: 0.0358 - val_acc: 0.9378

Epoch 8/10

190820/190820 [ ==] - 30s 156us/step -
loss: 0.0354 - acc: 0.9521 - val loss: 0.0350 - val_acc: 0.9503

Epoch 9/10

190820/190820 [ ] - 29s 153us/step -

loss: 0.0352 - acc: 0.9613 - val loss: 0.0349 - val_acc: 0.9263
Epoch 10/10

190820/190820 [ ] - 29s 153us/step -
loss: 0.0353 - acc: 0.9566 - val loss: 0.0343 - val_acc: 0.9477
93987/93987( ===] - 4s 39us/step
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KpuBas “To4HOCTb — NONMHOTA”, 3HaYeHMe CpeAHelt TOYHOCTHU U KpuBast auROC
IpUBefeHbl Ha puc. 8.3.

KpuBas "TOMHOLTL ~ NOAHOTA". CPEAHAR TOMHOCTL = 0.70
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Puc. 8.3. OyeHounbie MeMPUKU HenonHo20 asMoKoOUPosusUKa c 27 y3namu

CpenHsas TOYHOCTb 3HAYMTENBHO YIYYIINIAach, ZOCTUTHYB YpoBHs 0.70. ITo0
nydYlle, YeM CPeaHASA TOYHOCTb MOTHOTO aBTOKOAMPOBILMKA, Y NPEBOCXOAMT pe-
3Y/IbTAT HAMTYYILETO PellleHUsA Ha OCHOBe 06y4eHNus 6e3 yuuTens u3 rnasbl 4.

IIpuBenenHas HMXe CBOAKA OTPaXkaeT pacIpefeneHne CpegHell TOYHOCTH 110
10 nporonaMm. YcpenHeHHOe 3Ha4YeHye CpefiHelt TOYHOCTH paBHO 0 . 53, 4TO 3Haum-
TE/IbHO /TyYllle JOCTUTHYTOM paHee CpefiHel TOYHOCTH, paBHOI npumepHo 0. 30.
Jucniepcusa cpepHeit TOYHOCTY 6onee-MeHee pa3yMHa, Tak KaK K03 QuumeHT Ba-
puauuu paseH 0.50.

CpenHsAs TOYHOCTb, ycpenHeHHas no 10 mporonam: 0.5273341559141779
Kospduumenr Bapuaumm no 10 nporoHam: 0.5006880691999009
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[0.689799495450694,
.7092146840717755,
.7336692377321005,
.6154173765950426,
.7068800243349335,
.35250757724667586,
.6904117414832501,
.02335388808244066,
.690798140588336,
.061289393556529626]

O O O O O O O o o

Hanuio AaBHOe ynyyllleHye 0 CPaBHEHMIO C IPEAbIAYIIENA CUCTEMOM o6Hapyxe-
HUS aHOMaJIUM.

Jlo6aBneHne AONONHUTENbHBIX CKPbITbIX C0EB

[IpoBepyM, CMOXEM /U MbI YIy4LINTh Pe3yNbTaThl, JO6ABUB B aBTOKORMPOB-
VMK JOMOMHUTENbHBIA CKPBITHIA c70it. IIpu 3TOM MbI O-TIPEXHEMY MCIIONB3yeM
NMHeitHbIe QYHKUMYU aKTUBALIMMN.

BrinonHeHnue 3kCrepMMEHTOB — KJ/II0Y€Bas YacCTb MPOLecca HAXOX-
Je€HUA ONTHMA/IbHONM apXUTEKTYPhl HEPOHHOM CeTH A/IA pellaeMoi
3afaun. HexoTopble u3MeHeHNA 6yAyT NPUBOAUTD K YTY4IIEHHIO pe-
3Y/IbTAaTOB, HEKOTOpble — K YXYALIeHMI0. BaxkHO 3HaTh 3 dekTuBHbIE
CIIOCO6BI M3MeHEHNA HEPOHHOI CeTH M HACTPOVKM ee TMIepnapa-
METpOB.

BMecTo OBMHOYHOTO CKPBITOrO €10 € 27 y3naMy Mbl UCIIONIb3YEM OfIUH CKpHI-
THIN C0J ¢ 28 ysnaMu M eile oguMH — c 27 ysmamu. OTO /IUIIb HE3HAYMTENbHOE
M3MeHeHMe IPOrpaMMBbl IO CPaBHEHMIO C NPeAbIRYIM BapuaHToM. Teneppb y Hac
MMeeTCs TPEXCNOHaA CeThb, IOCKONbKY OHa COEPXKUT [IBa CKPBITHIX C/IOA ¥ OfMH
BbIXOAHOM. HanoMHMM, YTO Npyu nopcyeTe KONUYECTBA C/IOEB B HEMPOHHOM CETH
BXOJ[HO C/I0}1 HE YYUThIBAETCA.

YueT HOMOMHUTENBHOrO CKPHITOTO CNIoA TpebyeT mo6GaBneHMA BCEro OFHOM
CTPOKM KOfia.

# Momens N3:
# TPEexCIOMHEI HENOJHE aBTOKOOMPOBWMK C JMHENHOM QyHKLMEN axTMBauum,
# comepxaumit 28 u 27 y370B B OBYX CKPHTHX CJIOSX

model = Sequential ()
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model.add (Dense (units=28, activation='linear', input dim=29))
model.add (Dense (units=27, activation='linear'))
model.add (Dense (units=29, activation='linear'))

[IpuBeneHHas HMKe CBOAKA OTpaXkaeT paclipefie/ieHue CpefHeil TOYHOCTHU II0
10 mporoHaM. YcpeaHeHHOe 3HaYeHMe CpPe/lHel TOYHOCTH paBHO 0. 36, 4TO Xyxe
IO/Ty4eHHOro paHee 3HayeHua 0. 53. [lucnepcus cpeaHest TOYHOCTU TaKXKe YXYA-
ILIM/IACh, TOCKONMBbKY K03 duLMeHT BapuaLuy paBeH 0 . 94 (4eM Bbllle, TEM XyKe).

CpenHas TOYHOCThL, ycpemHeHHas mo 10 mporonam: 0.36075271075596366
Koapduument Bapuaumu no 10 nporonam: 0.9361649046827353

[0.02259626054852924,
.6984699403560997,
.011035001202665167,
.06621450000830197,
.008916986608776182,
.705399684020873,
.6995233144849828,
.008263068338243631,
.6904537524978872,
0.6966545994932775]

O O O O O O o o

HenuHeitHbIit aBTOKOANPOBLLUK

Terepp Mbl CO37aiUM HETOMHBIA aBTOKOAMPOBLIMK, IIPMMEHUB HETMHEIHYIO
oynxumio akTiBanyuu. Mer ucnonbayem ¢yHkumio ReLU, Ho BbI BIipaBe mo3kcIe-
PUMEHTMPOBATh C TUIIeP6ONTMIECKMM TAHTEHCOM, CUTMOMOI MM /MI0601 Apyron
He/IMHEeHO QyHKIMelt aKTUBALIMH.

Hamra cetb 6yaeT BK/TI0YaTh TPM CKPBITHIX C/I0S, COAEPXKAIMX 27, 22 u 27 y3/oB.
C KOHLIENTYaNbHOM TOYKM 3pEHNA NepBble ABe QYHKLMM aKTMBaLuy (IpUMeHse-
Mble KO BXOAHOMY ¥ [IEPBOMY CKPBITOMY C/I010) CITy>KaT KOAMPOBLIMKAMY, CO3[jaBast
BTOPOJ CKPBITBIA C/1o¥ ¢ 22 y3namu. Crnenyomme aBe QYHKIUMM aKTHBALMMU OCY-
LIECTB/IAIOT [EKOAMPOBAHME, BOCCTAHAB/IMBAA INpEACTaB/IeHMe, HaCUMTHIBalOLIee
22 y3jia, 10 OpUIMHA/IbHOTO KONTMYeCTBa M3SMEPEHNI, paBHOTO 29.

# Momenb Ne4:
# YeTHpPEXCJIONHBDI HENOJIHEM aBTOKOOMPOBUMK C OQYHKUMEN akTusaumm RelU;
# 29 => 27 -> 22 -> 27 -> 29

model = Sequential()
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model.add (Dense (units=27,
model.add (Dense (units=22,
model.add (Dense (units=27,
model.add (Dense (units=29,

activation='relu', input dim=29))
activation='relu'))
activation='relu'))
activation='relu'))

[IpuBeneHHBIE HMXKE Pe3y/NbTaThl OTPAXKAKT IOTEPH 1A ITOTO ABTOKOAUPOB-
muka. Ha puc. 8.4 mpuBepeHs! KpyBasi “TOYHOCTb — IONTHOTA', 3HAYEHNE CPefHeit
ToyHOCTM 1 KpuBas auROC.

Epoch 1/10
190820/190820

[

==]

- 32s 169us/step -

loss: 0.7010- acc: 0.5626 - val loss: 0.6339 - val acc: 0.6983

Epoch 2/10
190820/190820
loss: 0.6302
Epoch 3/10
190820/190820
loss: 0.6224
Epoch 4/10
190820/190820
loss: 0.6227
Epoch 5/10
190820/190820
loss: 0.6206
Epoch 6/10
190820/190820
loss: 0.6206
Epoch 7/10
190820/190820
loss: 0.6199
Epoch 8/10
190820/190820
loss: 0.6203
Epoch 9/10
190820/190820
loss: 0.6197
Epoch 10/10
190820/190820
loss: 0.6201
93987/93987 [

(

acc: 0.7132 - val _loss: 0.6219
==]

acc: 0.7367 - val _loss: 0.6198
==]

acc: 0.7380 - val_loss: 0.6205
]

acc: 0.7452 - val loss: 0.6202
]

acc: 0.7458 - val _loss: 0.6192
==]

acc: 0.7481 - val _loss: 0.6239
=== ]

acc: 0.7497 - val loss: 0.6183
==]

acc: 0.7491 - val loss: 0.6188
---------- ]

acc: 0.7486 - val loss: 0.6188

- 33s 174us/step -
- val _acc: 0.7465

- 34s 177us/step -
- val_acc: 0.7528

- 34s 179%us/step -
- val_acc: 0.7471

- 33s 174us/step -
- val_acc: 0.7353

- 33s 175us/step -
- val _acc: 0.7485

- 33s 174us/step -
- val_acc: 0.7308

- 33s 175us/step -
- val_acc: 0.7626

- 34s 177us/step -
- val_acc: 0.7531

- 34s 177us/step -
- val_acc: 0.7540
5s 48 us/step
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Kpuaan "TouHOCTh - NONHOTA"

10

CpeaHnn TOMHOCTL = 0.23
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LONA NOMHONONOMNTENLHLIX HCXOA08

Puc. 8.4. OyeHouHble MEMPUKYU HENONHO20 ABMOKOOUPOBULUKA C MPeMS
CKpLimbIMU COAMYU U PyHKkyuet akmueayuu ReLU

STy pe3ynbTaThl 3HAYUTENIBHO Xy>Ke IPEAbIAYIIMNX.

IIpuBeneHHasa HMXe CBOAKA OTpaXkaeT pacIpefieNieHue CpefHeN TOYHOCTH II0
10 nporoHaM. YcpenHeHHOE 3HaYEHME CPENHENA TOYHOCTH paBHO 0.22, YTO XyXe
IIOTy4eHHOro paHee 3HayeHusa 0.53. [lucrepcus cpefHeN TOYHOCTH OTIUYAETCA
BBICOKOJA IIOTHOCTDIO, TaK Kak K03 duineHT Bapuanuy paen 0. 06.

CpenHsAsS TOYHOCTB, ycpemHeHHas no 10 nporonam: 0.2232934196381843

Kosdppmumenr sapuaumy no 10 nporoHam:

[0.22598829389665595,
0.22616147166925166,
0.22119489753135715,

0.060779960264380296
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0.2478548473814437,
0.2251289336369011,
0.2119454446242229,
0.2126914064768752,
0.24581338950742185,
0.20665608837737512,
0.20949942328033827]

STy pe3ynbTaThl 3HAYUTENBHO XYXKe TeX, KOTOpble ObIIM JOCTUTHYTHI C IIOMO-
IO TPOCTOTO aBTOKOAMPOBLIMKA C MUCIIONb30BaHNEM IMHENHON QYHKIMM aKTH-
Bauuu. He uckioueHo, YTo 1 Haulero Habopa JaHHBIX HEMO/IHBIN TMHENHBbI aB-
TOKOAMPOBIIVMK — HauIyvllee pelleHue.

B ciy4ae gpyrux HabOpoB JaHHBIX CUTYaLIMsA MOXET OKa3aThcA uHOI. Kak Bcer-
[a, TIOMCK ONTMMA/IbHOTO pelieHus TpebyeT NpoBefeHMs 3KcnepumeHToB. [lo-
npoOyifTe IOMEHATb YUC/IO Y37I0B MM KOMMYECTBO CKPBITBIX C/IOEB, UCTIONb3YNTE
aHCaMOnb QyHKUMI aKTMBALMM M IIOCMOTPUTE, KaK 3TO BIMAET Ha PE3Y/NbTATHL:
YXYALIAIOTCA OHYU M/ YIY4IIAIOTCA.

Taxoro poma SKCIEpUMEHTbI Ha3bIBAIOTCA ONMuUMuU3sayueti zunepnapamempos.
B nporecce noucka ONTMManbHOTO PELIEHUsA Bbl HACTpaMBaeTe rMIEeprapaMeTpsl
HePOHHOM CETH: KONUYECTBO Y37I0B, KOMMYECTBO C/IOEB ¥ aHCaM6/1b QYHKIMIL aK-
TUBALIMU.

(BepXxnonHblit aBTOKOANPOBLUMK C IMHEHHON QYHKLMeN
aKTMBaLUK

BcrioMHMM 0 TOM, Kakas mpo6/1eMa IpyCyIla CBEPXIIONIHBIM aBTOKOAMPOBLIN-
KaM. B CKpBITOM c/10€e Takoro aBTOKOAMPOBILMKA COAEP>KUTCA Gorblile y37I0B, 4eM
BO BXOJHOM M/ BBIXOAHOM cnoe. BBUAY cTonmb 60NbIIOif emKoCMu HePOHHOM
CeTH aBTOKOAMPOBILIMK IIPOCTO 3alIOMMHAET Hab/IIOAEHNs, Ha KOTOPBIX 06y4aerc.

Jlpyrumu cioBaM¥, aBTOKOAMPOBILMK 00y4aeTCst moxoecreeHHoMy omobpase-
HUI0, 2 3TO MMEHHO TO, Yero Mbl CTpeMUMcs u3bexxatb. ABTOKOAMPOBIIMK GyneT
nepeo6ydYaTbcs Ha TPEHMPOBOYHBIX JAHHBIX M IUIOXO CIIPABIATHCA C OTAENEHMEM
MOIIEHHNYECKMX TPAH3AKLMIA OT HOPMa/IbHBIX.

HaM HyXeH aBTOKOAMPOBINMK, CIOCOGHBI 06y4aTbcsa Haubonee CyuiecTBEH-
HbIM aCIIeKTaM Omepawuuit ¢ 6aHKOBCKMMM KapTaMy, YTOObI OH MOT paCro3HaBaTb
HOpMa/IbHble TPaH3aKLMM U He 3alOMMHATh MHGOPMALMIO, CBA3aHHYIO ¢ 6onee
PeAKMMM NOAAETbHBIMU TPaH3aKUMAMM.
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OTnu4aTh MOLIEHHMYECKME TPAH3aKUMM OT HOPMAIbHBIX MOXKET /UIIb aBTO-
KOAMPOBIIMK, KOTOPBIA CIIOCO6EH TEPATh YacTh MHGOpMaLMy, Cofiep)Kalleiica B
TPeHUPOBOYHOM Habope.

# Momens N'5:

# OBYXCJIOMHEIY CBEPXIIONIHEMA aBTOKOIOMPOBUMK
# c snuHelHOM QyHKUMEN aKTUBaLNUM;

# 29 -> 40 -> 29

model = Sequential()
model.add (Dense (units=40, activation='linear', input_dim=29))
model.add (Dense (units=29, activation='linear'))

[IpuBeneHHble HM)KE Pe3y/NbTaThl OTPAXKAIOT IIOTEPU /A 3TOTO ABTOKOAMPOB-
muka. Ha puc. 8.5 npuseneHbl KpyBasi “TOYHOCTb — IO/IHOTA’, 3HAYEHMeE CPeHeit
tTouHocTy ¥ KpuBas auROC.

Epoch 1/10

190820/190820 [ ==] - 31s 16lus/step -
loss: 0.0498 - acc: 0.9438 - val loss: 9.230le-06 - val acc: 0.9982

Epoch 2/10

190820/190820 (= ] - 33s 171us/step -
loss: 0.0014 - acc: 0.9925 - val loss: 0.0019 - val_acc: 0.9909

Epoch 3/10

190820/190820 [ ==] - 33s 172us/step -

loss: 7.6469 e-04 - acc: 0.9947 - val loss: 4.5314e-05 - val_acc:
0.9970

Epoch 4/10

190820/190820 [= ==] - 35s 182us/step -
loss: 0.0010 - acc: 0.9930 - val _loss: 0.0039 -~ val_acc: 0.9859

Epoch 5/10

190820/190820 [ === ] - 32s 1l66us/step -
loss: 0.0012 - acc: 0.9924 - val loss: 8.5141le-04 - val_acc: 0.9886

Epoch 6/10

190820/190820 [ ] - 31s 163us/step -

loss: 5.0655 e-04 - acc: 0.9955 - val _loss: 8.2359%e-04 - val_acc:
0.9910

Epoch 7/10

190820/190820 (= ] - 30s 156us/step -
loss: 7.6046 e-04 - acc: 0.9930 - val loss: 0.0045 - val_acc: 0.9933

Epoch 8/10

190820/190820 [= ==] - 30s 157us/step -

loss: 9.1609 e-04 - acc: 0.9930 - val loss: 7.3662e-04 - val_acc:
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0.9872
Epoch 9/10
190820/190820 |

loss: 7.6287

0.9940
Epoch 10/10
190820/190820 [

loss: 7.0697

0.9994
93987/93987(

] - 30s 158us/step -

e-04 - acc: 0.9929 - val loss: 2.5671e-04 - val acc:

==] - 30s 157us/step -

e-04 - acc: 0.9928 - val _loss: 4.5272e-06 - val acc:

TewmoTa

OABNGE AT aMOTQNANATE DMy ONDO0R
o
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_______ ] - 4s 48us/step

Kpusas "TOMHOCTH - NONHOTA": CPeAHAA ToNHOCTE = 0 02
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Pabo4an xapaKTepPUCTUKA NPUEMHINKA:
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[ang NOwHONONOXUTEALHBIX NCXOA0B

Puc. 8.5. OyeHourvle MEMPUKU CEEPXNONHOZ0 ABMOKOOUPOBUAUKA
C OOHUM CKPbIMbIM CNIOEM U NUHetiHOt dyHKyuell axmusauuu
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Kak M 0XupAamocp, MoTepu OKa3almucCh OYeHb HM3KMMM, M IIepeoOydeHHBDIi
CBEpXIIO/THBI aBTOKOAMPOBILUK II/IOXO CIIPaBM/ICA ¢ 06Hapy>KeHMeM MOIIEHHIYe-
CKMX TPaH3aKLMA.

TIpuBeaeHHasA HIOKe CBOJKA OTPAXKAeT paclpefieieHue CpefHeil TOYHOCTH Io
10 nporonaM. YcpeaHeHHOe 3Ha4eHMe CpefHelt TOYHOCTH paBHO 0. 31, 4TO XyXe
TNO/TyYeHHOTo paHee 3HavYeHusA 0. 53. [lucnepcus cpefHelt TO4HOCTU He CTUIIKOM
yIIoTHeHa, M K03dduuueHT Bapuaumuu pasen 0. 89.

CpenHsAs TOYHOCTL, ycpemfHeHHas no 10 nmporoxam: 0.3061984081568074
Kospdmumenr Bapuaumm no 10 nmporonHam: 0.8896921668864564

{0.03394897465567298,
.14322827274920255,
.03610123178524601,
.019735235731640446,
.012571999125881402,
.6788921569665146,
.5411349583727725,
.388474572258503,
.7089617645810736,
.4989349153415674]

O O O O O O O o o

(BepxnonHbIi aBTOKOAUPOBLLUK C NMHEUHOU QYHKLMeN
aKTMBaLUK U AponayTom

OpuH U3 cnioco60B ynydlIeHNA pelleHNs Ha OCHOBE CBEPXIIOTHOTO aBTOKOAM-
POBILMKA 3aK/TIOYAeTCA B PUMEHEHUM PETyNApU3aLMM ANA YMeHbleHua 3¢ dex-
TOB nepeobydenus. DpdeKTMBHaA METOAMKA PETyNApU3aLUu — Oponaym, UK
ucknioyerue. C IOMOLIBIO APONAyTa MbI 3aCTaB/IseM aBTOKOIMPOBILMK UCK/TIOUYUTD
3aJJaHHbIN NIPOLIEHT 3/1EMEHTOB U3 C/I0EB HEMPOHHOM CETH.

IIpn HanmM4MM TAKOTO OTPaHMYEHMUSA CBEPXIIONHBIA aBTOKOAMPOBILUK HE CMO-
KeT 3alIOMMHATb AaHHbIE TPAH3aKLMIA, XpaHsAlMecs B HalleM Habope. BmecTo 3To-
ro eMy puAeTca co3faBaTh o6o61menns. OH 6yaeT BEIHYXK/IeH 06y4aTbcs 6omnbiue-
My KO/IMYECTBY CYIeCTBEHHbIX IIPU3HAKOB ¥ OTOPACHIBAaTh MEHee CYIIeCTBEHHYIO
nHbopMaumIo.

Mbi 6ygeM MCKIIOYaTh MOCPEACTBOM fpomayTa 10% y3/10B CKPBHITOTO C/OA.
Hpyrumu cnoBamu, 6ynyT uckmodarbcs 10% HeiipoHos. YeM Bblllie TPOLIEHT, TeM
CU/IbHEE PETyNApu3anms. ITO [eNaeTcsA C MOMOILIbIO OHOM-EAMHCTBEHHOM CTPO-
KM Kofia.
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ITpoBepyM, yIy4IlIaeT M 3TO Pe3yNbTaTHL.

# Momenb N6:

# OBYXCIJIOMHEIZ CBEPXIMOJIHEDY aBTOKOAMPOBIMK

# c ImMHeMHOM QYHKUMEN axkTMBaLUMM M OPONayToM;
$# 29 > 40 -> 29

# oponayt 10%

model = Sequential()
model.add (Dense (units=40, activation='linear', input dim=29))
model.add (Dropout (0.10))

model.add (Dense (units=29, activation='linear'))

[IpuBesieHHbIE HM)KE PE3Y/IbTAThl OTPAXAIOT IIOTEPH [UIA 3TOTO aBTOKOAUPOB-
muka. Ha puc. 8.6 npuBeneHs! KpuBas “TOYHOCTb — IO/THOTA', 3HAYEHME CPEAHEN
ToyHocTH 1 KpuBas auROC.

Epoch 1/10
190820/190820
loss: 0.1358
Epoch 2/10
190820/190820
loss: 0.0782
Epoch 3/10
190820/190820
loss: 0.0753
Epoch 4/10
190820/190820
loss: 0.0772
Epoch 5/10
190820/190820
loss: 0.0813
Epoch 6/10

190820/190820 [

loss: 0.0756
Epoch 7/10
190820/190820

loss: 0.0743
Epoch 8/10
190820/190820

loss: 0.0767
Epoch 9/10
190820/190820

= acc:

.7430

val loss:

= acc:

.7849

val_loss:

= acc:

.7858

val loss:

= acc:

.7864

val loss:

= acc:

.7843

val _loss:

= acc:

.7844

val_loss:

- acc:

.7850

val loss:

= acc:

0.

7840

val loss:

27s 141lus/step -
val acc: 0.9742

28s l46us/step -
val_acc: 0.9689

28s 149us/step -
val acc: 0.9672

28s 148us/step -
val_acc: 0.9677

28s 147us/step -
val acc: 0.9631

28s 149us/step -
val acc: 0.9654

29s 150us/step -
val _acc: 0.9768

29s 150us/step -
val acc: 0.9759

29s 150us/step -
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loss: 0.0762 - acc: 0.7851 - val loss: 0.0072 - val acc: 0.9733

Epoch 10/10
190820/190820

(

] - 29s 15lus/step -

loss: 0.0756 - acc: 0.7849 - val loss: 0.0067 - val acc: 0.9749

93987/93987 [

] - 3s 32us/step

Kpueas "TOMHOCTE - NONHOTA": CPEAHAR TOYHOCTL = 0.25

Pabokan XapaKTepUCTUKA NPUEMHUKS

nnowaas noa kpusonu = 0.96

10

06 4

04

021

SIONR NCTUHHONONOXMTENBHLIX HCXOROS

00

o

~ ROC-kpneas

00

02

04

06

08

10

Ront NOXMONONOKHUTENbHBIX HCXONO0B

Puc. 8.6. Oyerounble MempuKy c6epxnonHo20 asmoKoOUPoBULUKA C 0OHUM
CKPLIMbIM Clloem, 0pOnaymom u nuHeiHoll dyHkyueil axmusayuu

Kak u oxmpanoce, morepu oKasamuch O4eHb HM3KMMM, U IlepeoOydeHHBbIi
CBEPXIIO/IHBI} ABTOKOAMPOBIIMK IIOXO CIIPaBM/ICA C OGHapyXXeHyueM MOLLIEeHHNYe-

CKMX TPaH3aKIMit ¢ 6aHKOBCKMMM KapTaMM.

ITpuBeneHHas HMOKe CBOAKA OTPAXKAET pacnpesie/ieHne CpefHel TOYHOCTH 1o 10
IIpOroHaM. YCpegHeHHOe 3HaYeHMe CpPe/IHEN TOYHOCTH paBHO 0. 21, 4TO Xy>Ke Io-

Ny4eHHOro paHee 3HadeHus 0 . 53. Koadduunent Bapuanym pasen 0. 40.
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CpenHAs TOYHOCTh, ycpenHeHHas no 10 mporonam: 0.21150415381770646
Kosddmumenr Bapmaumy no 10 mporonam: 0.40295807771579256

(0.22549974304927337,
.22451178120391296,
.17243952488912334,
.2533716906936315,
.13251890273915556,
.1775116247503748,
.4343283958332979,
.10469065867732033,
.19480068075466764,
.19537213558630712]

O O O O O O O o o

Pa3pexeHHbIi (BEPXNONHbIA aBTOKOANPOBLUMK
C NHeHHON YHKLMei aKTMBaLUK

Eme onHa a¢deKTMBHAA METORAMKA PErynsApusalum — paspemeHHocms. Mol
MOXKEM 3aCTaBUTb ABTOKOIMPOBILIMK YYUTHIBATD Paspe>KeHHOCTb MaTPUIIBI, YTOGHI
6onbluas 4acTh HEPOHOB OCTaBa/aCh HEAKTUBHOI 60/IBLIYIO YaCTh BpeMEHU. JTO
CHMKAaeT BEPOATHOCTb TOXXAECTBEHHOTO 0TOOpaXkeHMA flaxe B CTy4ae CBEPXIION-
HOTO aBTOKOAMPOBILUMKA, IIOCKO/bKY GONMBIIMHCTBO Y3/I0B OTK/IIOYEHO, @ 3HAYMT,
aBTOKOAMPOBILUKY C/IOKHEe NepeobyIuThCA.

Mpb1 ucnionb3yeM B CBEPXIIONTHOM aBTOKOAMPOBILMKE BCErO NIUb OAVH CKpbI-
TBI C/I0¥, BK/IIOYMB B HETo, KaK U paHee, 40 y3/10B, HO BMECTO ApOIAayTa IPYMEHUM
Tpadbl 32 pa3perKEHHOCTD.

[TpoBepuM, NO3BONUT /1M 3TO YIYYILIUTh JOCTUTHYTOE PaHee YCPEAHEHHOE 3Ha-
YeHMe cpefHel TOYHOCTH, paBHoe 0.21.

# Momens MN7:

# IBYXCINOMHEIT Pa3peXeHHH! CBEPXIOJIHbI aBTOKOAMPOBIMK
# C nmHelHOM OQYHKUMEN aKTMBALMM;

# 29 -> 40 -> 29

model = Sequential ()
model.add (Dense (units=40, activation='linear', \
activity regularizer=regularizers.ll(10e-5), input_dim=29))
model.add (Dense (units=29, activation='linear'))
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[IpuBefeHHbIE HU)KE Pe3y/IbTAThl OTPAXKAIOT MOTEPY JUIA ITOrO ABTOKOJUPOB-
p

muka. Ha puc. 8.7 nmpuBegeHbl KpyBas “TOYHOCTb — IOJTHOTA’, 3HaY€HMe CpeHe

tToyHocTy ¥ KpuBaA auROC.

10

LORAT MO THHHONGAOMUTERLHMX #CXOR0S
o [ o < -
~ & o @ (=

<
o

Kpueas "TONHOCTD - NOAHOTA": CPEAHRA TOYHOCTL = 0.31

T
04 06 08

OYHOCTL

Pa604an xapaKkTepuCTUKa NPNEMHUKA

nnowane noa kpuesow = 0.95

~—— ROC-xkpnsan

02 04 06 08
Lons NOXHONONOXUTENBHBIX NCXONOB

10

Puc. 8.7. OyeHouHvle MEMPUKU PA3PENEHHO20 CBEPXNONHOZ0 ABMOKOOUPOBULUKA
C OOHUM CKPBIMBIM CTI0EM U TUHERHOU PyHKYUel akmueayuu

Epoch 1/10
190820/190820 [

loss: 0.0985 - acc: 0.9380 - val loss:

Epoch 2/10

190820/190820 [

loss: 0.0284 - acc: 0.9829 - val loss:

Epoch 3/10
190820/190820 (=

27s 142us/step -
val _acc: 0.9871

26s 136us/step -
val acc: 0.9698

26s 136us/step -
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loss: 0.0229 -
Epoch 4/10
190820/190820 [

acc:

0.9816 -

val_loss:

0.0169

loss: 0.0201 -
Epoch 5/10
190820/190820 [

acc:

0.9821 -

val loss:

0.0147

loss: 0.0183 -
Epoch 6/10

acc:

0.9810 -

val_loss:

190820/190820 [
loss: 0.0206 -

Epoch 7/10
190820/190820 |

acc:

0.9774 -

val _loss:

loss: 0.0169 -
Epoch 8/10

acc:

0.9816 -

val loss:

190820/190820 [
loss: 0.0165 -

Epoch 9/10
190820/190820 [

acc:

0.9795 -

val loss:

loss: 0.0164 -
Epoch 10/10
190820/190820 |

acc:

0.9801 -

val loss:

loss: 0.0167 -
93987/93987 [

acc:

0.9779 -

val _loss:

==]
0.0102

] -

val_acc: 0.9952

26s 137us/step -
val acc: 0.9943

26s 137us/step -
val acc: 0.9842

26s 137us/step -
val acc: 0.9906

26s 136us/step -
val_acc: 0.9866

26s 137us/step -
val _acc: 0.9537

26s 136us/step -
val_acc: 0.9965

27s 140us/step -
val _acc: 0.9955

3s 32us/step

[IpnBeneHHas HMXKe CBOJIKA OTPAXKaeT paclpefe/eHne CpeHen TOYHOCTH 110 10
IIporoHaM. YcpefHeHHOe 3HaueHMe CpeiHelt TOYHOCTH paBHO 0 .21, YTO XyXe Io-
Jly4eHHOTO paHee 3HayeHus 0 . 53. Koadduumenr Bapuanyumu pasen 0. 99.

CpenHsasl TOYHOCTb, ycpenHeHHas no 10 mporosam: 0.21373659011504448
Kospdmument Bapmaumyu no 10 mporonam: 0.9913040763536749

[0.1370972172100049,
.28328895710699215,
.6362677613798704,
.3467265637372019,
.5197889253491589,
.01871495737323161,
.0812609121251577,

.04846036143317335,

O O O O O O O O O

.034749761900336684,

.031010483535317393]
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Pa3peXxeHHblil ¢BepXNONHbINA AaBTOKOAUPOBLUNK
C IUHEeNHON QYHKLMeH aKTUBaLUM U AponayTom

Pasymeercs, HU4TO He MelllaeT HaM KOMOMHMPOBATb METORMKM PeTy/IsApU3aLINm
ANA ynydlIeHus pelleHus. B faHHOM Ciry4yae Mbl MCIIO/Ib3YeM pa3pe>KeHHbIN CBepX-
TIO/THBII aBTOKOAMPOBIIMK C IMHENHOM PyHKuMeit akTuBamy, 40 y3/1aMM B €[H-
CTBEHHOM CKPBITOM C/IO€ U pornayToM 5%.

# Momens N8:

# OBYXCIIOMHEIA pas’peXeHHH CBEPXIOJHEM aBTOKOOUPOBUMK
# C JsMHelHOM QYHKUMEN aKTMBAUMM U OPONAYTOM;

# 29 -> 40 -> 29

# oponayr 5%

model = Sequential()
model.add (Dense (units=40, activation='linear', \
activity regularizer=reqgularizers.ll(10e-5), input dim=29))
model.add (Dropout (0.05))
model.add (Dense (units=29, activation='linear'))

IIpuBeneHHbIE HIKE Pe3yNbTaThl OTPAXAIT IIOTEPY IA STOTO aBTOKORMPOB-
mmka. Ha puc. 8.8 mpuBenenb KpuBass “TOYHOCTb — IO/IHOTA’, 3HaYeHUE CPENHe
TO4YHOCTM M KpuBasa auROC.

Epoch 1/10

190820/190820 [ ==] - 31s 162us/step -
loss: 0.1477 - acc: 0.8150 - val_loss: 0.0506 -~ val _acc: 0.9727

Epoch 2/10

190820/190820 [= ] - 29s 154us/step -
loss: 0.0756 - acc: 0.8625 - val loss: 0.0344 - val acc: 0.9788

Epoch 3/10

190820/190820 [= === ] - 29s 152us/step -
loss: 0.0687 - acc: 0.8612 - val loss: 0.0291 - val acc: 0.9790

Epoch 4/10

190820/190820 [ ] - 29s 154us/step -
loss: 0.0644 - acc: 0.8606 - val_loss: 0.0274 - val acc: 0.9734
Epoch 5/10

190820/190820 | === ] - 31s 163us/step -
loss: 0.0630 - acc: 0.8597 - val_loss: 0.0242 - val acc: 0.9746

Epoch 6/10

190820/190820 [============================== ] 31s 162us/step -
loss: 0.0609 - acc: 0.8600 - val loss: 0.0220 - val_acc: 0.9800

Epoch 7/10
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190820/190820 [

] -

30s 156us/step -

loss: 0.0624 - acc: 0.8581 - val loss: 0.0289 - val_acc: 0.9633

Epoch 8/10

190820/190820 [

] -

29s 154us/step -

loss: 0.0589 - acc: 0.8588 - val loss: 0.0574 - val_acc: 0.9366

Epoch 9/10
190820/190820 |

loss: 0.0596 - acc: 0.8571 - val loss: 0.0206

Epoch 10/10

=]

190820/190820 [

loss: 0.0593 - acc: 0.8590 - val loss: 0.0204

==]

93987/93987 [

10 4

] -

29s 154us/step -
val _acc: 0.9752

31s 165us/step -
val _acc: 0.9808

4s 38us/step

KOuBas "TOMHOCTL - NOAHOTA": CPEAHAR TOMHOCTL = 0.38

|
¢

Pabo4an xapakTepuCTUKa NpUeMHuKa:

naowags noA kpuaown = 0.95
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Puc. 8.8. OyeHoutble Mempuxu paspereHHozo c6epxXnonHoz0 asmoKoOUposULUKa
C 0OHUM CKPLIMBIM CTI0EM, OpOnaymom U NuHeiHol yHxyuei akmusayuy
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IIpuBeneHHas HMXKe CBOMIKA OTPaXKaeT pacnpefeneHue cpegHeii TOUHOCTH 1o 10
[IpOroHaM. YCpelHEHHOE 3HaYeHMe CpeiHeN TOYHOCTH paBHO 0 . 24, 4TO XyXXe II0-
Ty4eHHOro paHee 3HavyeHns 0 . 53. Koadduument Bapuanym pasen 0. 62.

CpenHss TOYHOCTh, ycpenHeHHas no 10 nporonam: 0.2426994231628755
KospduumeHT Bapuaumm no 10 nmporoxam: 0.6153219870606188

(0.6078198313533932,
0.20862366991302814,
0.25854513247057875,
0.08496595007072019,
.26313491674585093,
.17001322998258625,
.15338215561753896,
.1439107390306835,

.4073422280287587,

.1292563784156162]

O O O O O o

Pa6ora ¢ 3allymneHHbIMU Ha60paMM AdHHbIX

IIpu paboTe ¢ peanbHBIMU AAHHBIMY PACIIPOCTPAHEHHON MIPO6IEMOI CTAHOBUT-
Csl 3alIYM/IEHHOCTb JaHHBIX, OOYC/IOB/IEHHAsA TeM, YTO OHM ObIIM TaK MM MHade
MCKaXXeHBI B IIpOLiecce U3B/IEYEHNA, MUTpaLuy, npeobpasoBanus u T.1. Ham Hyx-
Hbl aBTOKOAMPOBILUUKYM, JOCTATOYHO YCTOMYMBbIE K BO3AEACTBHUIO IIYMOB, YTOOBI
HMYTO He MOT/IO COMTB MX C TO/IKY ¥ OHM MOITIM 00y4aThCsi eCTBUTENBHO BaXKHOM
6a30B0Jf CTPYKTYpe faHHBIX.

CbIMUTHpYeM LIYM, A06aBMB B Hall HA6Op MaHHBIX TayCCOBCKYIO CIyYaifHYIO
MaTpuily uIyMa, ¥ 06y4uM aBTOKOAMPOBIIMK Ha 3TOM 3aIIyM/IEHHOM TPEHUPOBOY-
HoM Habope. [Tocre 3Toro Mbl poaHanMU3MpyeM, HaCKONbKO XOPOLIO aBTOKOAMPOB-
IIMKY YAAeTcs MpeAcKa3blBaTh MOAAENbHBIE TPaH3aKUMN B 3alIyM/IEHHOM TeCTO-
BOM Habope.

noise_factor = 0.50

X _train AE noisy = X train AE.copy() + noise_ factor * \
np.random.normal (loc=0.0, scale=1.0, size=X train AE.shape)

X_test AE noisy = X_test AE.copy() + noise_factor * \
np.random.normal (loc=0.0, scale=1.0, size=X test AE.shape)
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llymonopaBnsioLwmii aBTOKOAMPOBLLMK

Pa3mep wTpada 3a nepeobyyenne Ha samymneHHOM Habope TPaH3aKUMOHHBIX
IAHHbIX 3HAYUTENILHO 6O/blIe, YeM B CTy4ae OPUTMHATIbHBIX, HEMCKOKEHHBIX aH-
Hbix. Habop maHHBIX COAEPXMT [OCTAaTOYHOE KOMMYECTBO LIIyMa, IO3TOMY aBTOKO-
JMPOBILVK, Yepecyyp XOpOLIO MpMCIOCOOMBIINIACA K 3alIyM/IEHHBIM JaHHBIM, HE
CMOXET OT/IMYATh MOLIEHHNYECKME TPAH3aKLMM OT HOPMa/IbHBIX.

HaMm HyXeH aBTOKOAMpPOBLIMK, O6y4eHHBIt TakuM 06pa3oM, 4To6bI OH 6bin
cnoco6eH JOCTATOYHO XOPOLIO PEKOHCTPYMPOBATh (0nbluyI0 4acTh HaOMIONEHMI!
¥ TIpM 3TOM CTTY4aliHO HE PeKOHCTPYMPOBATh TaKXKe IIyM. [Ipyrumu C/i0BaMy, MBI
XOTYM, 4TO6ObI aBTOKOAMPOBLIMK 06Y4n/cs 6a30B0i CTPYKType AaHHBIX, HO 3a6b11
0 cofiep>KallieMCsl B HUX IlIyMe.

M=l onpobyeM HEKOTOpbIe M3 BaAPMAHTOB, KOTODble paHee NMPOAEMOHCTPUPO-
Ba/llM HEIJIOXYI0 IpOM3BOAMTENbHOCTb. CHavama MBI IPOTECTUPYEM HEIMOHBIN
aBTOKOAMPOBIUUK C OFHUM CKPBITHIM CTTOEM C 27 y3/1aMM M JIMHEHOM QYHKIMe
aKTMBaLyK. 3aTeM MBI IPOBEPUM, Kak paboTaeT pa3pe>KeHHDI CBEPXIIONHBIN aB-
TOKOAMPOBLIMK C OFHUM CKPBITBIM cl10eM ¢ 40 y3namu 1 fponayToM. B 3aBepuieHne
MBI MCTIO/Ib3yeM aBTOKOAMPOBIUMK C HENMHENHON QYHKIMEN aKTUBALM.

J1ByXCNOMHHDINA LWYMONOAABNAIOWMIA HENONHDIN
aBTOKOAUPOBLUYMK C NMHeHHON GYHKLMEN aKTUBALUM

Ha ncxonHoM Ha6ope JaHHBIX aBTOKOAMPOBLINK C ONHMUM CKPBITHIM CTI0€M C 27
y3/aMy M TMHERHOM QyHKIMel aKTUBALIMM [1a/l CPETHION TOYHOCTD, paBHY10 0. 7.
IIpoBepuM, HACKONIBKO XOPOIIO OH paboTaeT ¢ 3auUIyM/IeHHbIM HabOpoM. ABTOKO-
IMPOBLINMK, KOTOPBII IbITaeTCA M36aBUTHCA OT IYMa, Ha3bIBAETCA ULYMONO00ABA-
tougum, nin obecuiymnusarousum (denoising autoencoder).

I[IpuBeneHHBIN HUKe KOJ aHA/IOTMYeH TOMY, C KOTOPBIM MbI paboTany paHee, HO
Teriepb Mbl IIPMEHMM €T0 K 3alllyM/IEHHbIM TPEHMPOBOYHOMY ¥ TECTOBOMY Ha60-
pam flaHHbIX, X_train AE noisyu X test AE noisy COOTBETCTBEHHO.

# Momenb N9:

# OBYXCJIOMHEN WYyMONOINABIALWMIA HEIMNOJHEN! aBTOKOOMPOBIMK
# c mmHeMHOM (QyHKUMEN aKTMBaLUK

#29 -> 27 -> 29

for i in range(0, 10):
# Bu3oB API-QyHKUMM HEMPOHHOM cCeTu
model = Sequential()
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# TenepmpoBaHMe CKPHTOTO cjos C 27 y3namu
# ¥ IuHeNHON OyHKUMEN aKTMBaUMM
model.add (Dense (units=27, activation='linear', input_dim=29))

# T'enHepupoBaHMe BHIXOOHOT'O cnos C 29 y3anamu
model.add (Dense (units=29, activation='linear'))

# KoMmmnsaums Monenu

model.compile (optimizer='adam', \
loss="mean_squared_error', \
metrics=['accuracy'])

# TpeHupoBKa Monenu
num_epochs = 10
batch _size = 32

history = model.fit(x=X_train AE noisy, y=X train_AE_noisy, \
epochs=num_epochs, batch_size=batch_size, shuffle=True, \
validation data=(X_train AE, X train AE), verbose=1)

# OueHka Ha TecTOBOM Habope

predictions = model.predict(X_test AE noisy, verbose=1)
anomalyScoresAE = anomalyScores (X _test, predictions)

preds, avgPrecision = plotResults(y test, anomalyScoresAE, True)
test_scores.append(avgPrecision)

model.reset_states()

print ("CpemHss TOYHOCTb, ycpenHeHHasd mo 10 mporoxam:", \
np.mean (test_scores))
test_scores

[IpuBeneHHbIe HMUXKE Pe3y/NIbTAThl OTPAXAIOT IIOTEPY 1A ITOTO ABTOKOAMPOB-
umka. Ha puc. 8.9 npuBeneHbl KpuBas “TOYHOCTh — IIONHOTA’, 3HAYEHME CPEIHE
ToyHOCTH M KpuBas auROC.

Epoch 1/10

190820/190820 [= ==] - 25s 133us/step -
loss: 0.1733 - acc: 0.7756 - val loss: 0.0356 - val acc: 0.9123

Epoch 2/10

190820/190820 [ ] - 24s 126us/step -
loss: 0.0546 - acc: 0.8793 - val loss: 0.0354 - val_acc: 0.8973

Epoch 3/10
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190820/190820 [

loss: 0.0531 -
Epoch 4/10
190820/190820 [

acc:

0.8764

val loss: 0.

loss: 0.0525 -
Epoch 5/10

acc:

0.8879

val_loss: 0.

190820/190820 [
loss: 0.0530 -
Epoch 6/10

190820/190820 [

acc:

0.8910

val _loss: 0.

loss: 0.0524 -
Epoch 7/10

acc:

0.8889

val_loss: 0.

190820/190820 [
loss: 0.0531 -
Epoch 8/10

190820/190820 |

acc:

0.8845

val _loss: 0.

loss: 0.0530 -
Epoch 9/10

acc:

0.8798

val loss: 0.

190820/190820 [
loss: 0.0526 =~

Epoch 10/10
190820/190820 [

acc:

0.8877

val loss: 0.

loss: 0.0528 -
93987/93987 [

acc:

0.8885

val _loss:

24s 126us/step -
val_acc: 0.9399

24s 126us/step -
val acc: 0.9573

24s 126us/step -
val _acc: 0.9503

24s 126us/step -
val_acc: 0.9138

24s 126us/step -
val acc: 0.9280

24s 126us/step -
val_acc: 0.9507

24s 126us/step -
val acc: 0.9611

24s 127us/step -
val acc: 0.9474

3s 34us/step

Tenepb ycpemHeHHOe 3HauyeHMe CpefHeit TouHOCTH paBHO 0.28. Kak Bupure,
IMHETHOMY aBTOKOAMPOBLINKY HEMPOCTO IIOJABUTD LIYM B Ha6Ope aHHBIX.

CpenHsas TOYHOCTh, ycpernHeHHas mo 10 mporoxam: 0.2825997155005206
Kosbduumenr sapmaumm no 10 nporonam: 1.1765416185187383

(0.6929639885685303,
.008450118408150287,
.6970753417267612,
.011820311633718597,
.008924124892696377,
.010639537507746342,
.6884911855668772,
.006549332886020607,
.6805304226634528,
.02055279115125298]

O O O O O O O o O

STOMy aBTOKOAMPOBLINKY TPYAHO CIIPaBUTBCS C OTAENEHMEM UCTUHHOIM 6a3o-
BOJf CTPYKTYPHI RaHHBIX OT f06aB/IEHHOrO HaMM rayCCOBCKOTO IIyMa.

Peann3auna aBTOKOAUPOBLYUKOB
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KpuBas "TOYHOCTh - NONHOTA": CPEAHAR TOYHOCTL = 0.69

TONHOT

Pabo4an xapakTEpUCTUKA NPNEMHUK:
nnowaans noa xpuson = 0.89
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Lons NOXHONOAGKUTEADHBX HCXONOB

Puc. 8.9. Oyerounvie mempuxu wymonoodaensouezo
CBEPXNONHO20 A8MOKOOUPOBULUKA C OOHUM CKPLIMBIM
cnoem u nuHelHol dyHkyuel axmusayuu

J1ByXCnoMHbIi LWymMOnoaaBAAOLWMIA CBEPXNONHbIA
ABTOKOAMPOBLUMK C IMHENHOI QYHKLMEIi aKTUBaLMK,
pa3pexeHHOCTbIO U AponayTom

Vcnionb3yem Tenephb CBEpXIIOMHbIA aBTOKOAMPOBLIMK C OAHUM CKPBITHIM CI0EM
¢ 40 ysnamu, perynspusaTopoM Ha OCHOBE Pa3peXXeHHOCTHU U PONayToM 5%.

Ha opurunanbHoM Habope JaHHBIX 3TOT aBTOKOAMPOBLINK [a/l CPENHIOI TOY-
HocTb 0. 38.
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# Momens N10:

# OBYXCJIOMHEDA WYMOMOOABJAKUMIA CBEPXNOJHEN aBTOKOIMPOBIMK
# c nuHelHOM QYHKUMeN aKTMBaLMM, PErynspM3aTOpPOM Ha OCHOBE

# paspexeHHOCTM U JPONAyTOM;

# 29 -> 40 -> 29
# nponayr 5%

model = Sequential ()

model.add (Dense (units=40, activation='linear',
activity regularizer=reqularizers.ll(10e-5), input_dim=29))
model.add (Dropout (0.05))

model.add {Dense (units=29, activation='linear'))

[IpuBeseHHbIE HUXKE Pe3yIbTaThl OTPAXKAIOT IMOTEPY JUIA STOrO ABTOKOAMPOB-
muka. Ha puc. 8.10 npuBeneHb KpyBas “TOYHOCTb — IOHOTA’, 3HAYEHME CPEHEN
ToYHOCTM M KpuBas auROC.

Epoch 1/10
190820/190820 |

loss: 0.1726 - acc:
Epoch 2/10

0.8035

val loss: 0.

190820/190820 [
loss: 0.0868 - acc:

Epoch 3/10
190820/190820 [

0.8490

val loss: 0.

loss: 0.0809 - acc:
Epoch 4/10

0.8455

val loss: 0.

190820/190820 |
loss: 0.0777

Epoch 5/10
190820/190820 [=

0.8438

val loss: 0.

loss: 0.0748
Epoch 6/10
190820/190820 [

0.8434

val loss: 0.

loss: 0.0746 - acc:
Epoch 7/10

val loss: 0.

190820/190820 [======

loss: 0.0713
Epoch 8/10
190820/190820 [

val loss: 0.

loss: 0.0708
Epoch 9/10

0.8426

val loss: 0.

190820/190820 [

28s 145us/step -
val acc: 0.9781

26s 138us/step -
val acc: 0.9775

26s 138us/step -
val_acc: 0.9535

26s 138us/step -
val_acc: 0.9709

27s 13%us/step -
val_acc: 0.9787

26s 138us/step -
val_acc: 0.9794

26s 138us/step -
val_acc: 0.9503

26s 138us/step -
val acc: 0.9606

26s 139us/step -

Peanu3ayua aBTOKOANPOBLYHKOB
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loss: 0.0704 - acc: 0.8428 - val loss: 0.0180 - val acc: 0.9811
Epoch 10/10

190820/190820 [ ] - 27s 139%us/step -
loss: 0.0702 - acc: 0.8424 - val loss: 0.0185 - val _acc: 0.9710
93987/93987 [ ] - 4s 38us/step

KpuBasa "TOMHOCTE ~ NOAHOTA": CPeHAR TONHOCTE = 0.09

10

Paboyan xapaKTepucTMKa NpNeMHuKa
nnowaae nog kpueon = 0.73
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Bons NOMHONOROKMTEALHBIX HCXOA0H
Puc. 8.10. Oyernounvie MempuKu ukyMonooasnsIousezo ceepxnonHozo
a8MoKoOUPOBULUKA ¢ Oponaymom u nuneiiHoil Pyrxyuei axmusayuu

[IpuBeneHHas HUXKe CBOAKA OTPa)kaeT pacpefieNieHNe CpeHeit TOYHOCTH 110 10
IpOroHaM. YCpelHEHHOE 3HaYeHMe CpefiHelt ToYHOCTy paBHO 0. 10, 4TO Xy>Xe I10-
mydeHHOro paHee 3Hadenus 0 . 53. Koadpduumenr sBapuayyu pasen 0. 83.

CpenHAs TOYHOCTbL, ycpemHeHHas no 10 mporoxam: 0.10112931070692295
Kospduumenr mapuaumm no 10 nporoHam: 0.8343774832756188
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(0.08283546387140524,
.043070120657586454,
.018901753737287603,
.02381040174486509,
.16038446580196433,
.03461061251209459,
.17847771715513427,
.2483282420447288,
.012981344347664117,
.20789298519649893)

O O O O O O O o o

[IBYXCNOiiHbIi LWYMONOAABNAIONIA CBEPXMONHDIA
aBTOKOAMPOBLUMK ¢ pyHKUMeil akTuBauuu RelU

ITpoBepyuM, Kak cpaboTaeT STOT XKe aBTOKOAMPOBIIYK, HO C MUCIIONb30BaHUEM
¢yHxumm ReLU BMecTO nuHeitHOM QyHKumMy akTuBaumm. Bcriomuure, 4To Ha Opu-
TMHaNbHOM Habope JaHHBIX aBTOKOAMPOBIUMK C HEMMHENHOI QyHKIME! aKTHBa-
L[V IIPOMIEMOHCTPUPOBA/ XYALIYIO IIPOU3BOAUTENBHOCTD, Y€M aBTOKOAMPOBLINK C
MnHeitHOI QyHKIMeEA.

# Momens MN11:

# IBYXCJIOMHHI WYMONOZABJAKWMYA CBEPXIOJHEIN aBTOKOAMPOBIMK
# c oyHkumert akTuBaumyu RelU, perynsapu3aTopoM Ha OCHOBE

# paspexeHHOCTM M HOPONayToM;

# 29 -> 40 -> 29

# oponayt 5%

model = Sequential() _
model.add (Dense (units=40, activation='relu', \
activity regularizer=regularizers.ll(10e-5), input_dim=29))
model.add (Dropout (0.05))
model.add (Dense (units=29, activation='relu'))

IIpuBeneHHBIE HMXKE PE3YNbTAThl OTPAXKAIOT MMOTEPU [/ 3TOTO ABTOKOAVPOB-
mwuka. Ha puc. 8.11 mpuBeneHs! kpuBas “TOYHOCTb — IOTHOTA’, 3HAYEHME CPEHEN
tToyHocTy ¥ KpuBas auROC.

Epoch 1/10

190820/190820 [============================== ] - 29s 153us/step -
loss: 0.3049 - acc: 0.6454 - val loss: 0.0841 - val_acc: 0.8873

Epoch 2/10

190820/190820 [== =================== ] - 27s 143us/step -
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loss: 0.1806
Epoch 3/10
190820/190820 [

= acc:

0.7193

val loss: 0.

loss: 0.1626 - acc:
Epoch 4/10
190820/190820 [=

0.7255

val loss: 0.

loss: 0.1567
Epoch 5/10

: 0.7294

val loss: 0.

190820/190820 [=
loss: 0.1484

Epoch 6/10
190820/190820 [

: 0.7309

val loss: 0.

loss: 0.1467
Epoch 7/10

¢ 0.7311

val loss:

190820/190820 [
loss: 0.1427

Epoch 8/10
190820/190820 [

¢ 0.7335

val loss: 0.

loss: 0.1397
Epoch 9/10
190820/190820 [

: 0.7307

val_loss: 0.

loss: 0.1361
Epoch 10/10

: 0.7322

val loss: 0.

190820/190820 [=
loss: 0.1349

: 0.7331

val loss: 0.0325

93987/93987 [

] -

- val acc: 0.9012

- 27s 143us/step -
- val_acc: 0.9045

- 27s 143us/step -
- val acc: 0.9116

- 27s 143us/step -
- val _acc: 0.9136

- 27s 1l44us/step -
- val _acc: 0.9101

- 27s 143us/step -
val acc: 0.9013

- 27s 143us/step -
- val _acc: 0.9145

- 27s 143us/step -
- val_acc: 0.9066

- 27s 144us/step -
- val_acc: 0.9107
4s 4lus/step

IIpuBeneHHas HMKe CBOAKA OTPaXKaeT pacnpefenenme CpegHei TOYHoCTy mo 10
IIpOroHaM. YCpeHEHHOe 3HaYeHMe CpefiHelt TOYHOCTH paBHO 0. 20, YTo XyXke mo-
Ty4eHHOTro paHee 3Ha4eHus 0 . 53. Koaduument Bapmaymum pasen 0. 55.

CpenHaA TOYHOCTh, ycpenHeHHas no 10 mporoxam: 0.1969608394689088
Kosddmumenr sapuaumm no 10 nporonam: 0.5566706365802669

[0.22960316854089222,
.37609633487223315,
.11429775486529765,
.10208135698072755,
.4002384343852861,
.13317480663248088,
.15764518571284625,
.2406315655171392,
.05080529996343734,
.1650344872187474]

O O O O O O O o o
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BBl cMoOXKeTe caMOCTOATENBHO MO3KCIIEPMMEHTUPOBATb, U3MEHAS KOMUYECTBO
Y3710B ¥ CTIO€B, a TaK)XKe CTENeHb Pa3peXKeHHOCTH, IIPOLIEHT APOnayTa U QyHKIMM
aKTMBALMM, YTOOBI IPOBEPUTD, YAACTCSA M YAYYIIUTD 3TU PE3Y/IbTATHI.

Kp#san "TOMHOCTE ~ NONAKOTA": CPpeaHAn TOYHOCTL = 0.13

Paboyan XxapaKkTepUCTUKA NPUEMHUKA:
nnowags non Kpuaon = 0.86
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Nlons NOXMHONOAOKUTENLNBIX UCXON0B

Puc. 8.11. Oyerounvie MempuKy UymMonooaenaIousez0 C6ePXnonHozo
asmoxoouposwuxa c oponaymom u dynkyueti axmusayuu ReLU
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Pe3iome

B 3Toit r1aBe MBI BEPHY/IMCD K 3afjaue OGHAapy>XeHMs MOILEHHUYECKUX Omepa-
Iuit ¢ 6aHKOBCKMMM KapTaMM M pa3paboTany COOTBETCTBYIOLIEE pelleHye Ha OC-
HoBe 06yueHMs 6e3 y4uTeNs C MOMOILBIO HEPOHHOM CETH.

[nsa HaxoXIeHUA ONTUMANbHOM apXUTEKTYpbl HEMPOHHOM CETH MBI IpOBe-
NY pAJ, S3KCTIEDUMEHTOB C MPUB/IE€Y€HMEM aBTOKOAMPOBLIMKOB Pa3/IMYHOTO THIIA.
B xopie 3TMX 5KCIIEPMMEHTOB MBI ITPOBEPU/IYM PabOTY IOMHOTO, HETIOJTHOTO M CBEPX-
NIO/THOTO ABTOKOAUPOBILMKOB, BK/TIOYAOIMX OAVH M/IM HECKO/TIBKO CKPBITBIX C/IOEB.
IIpyu aToM MBI MCIIONIB30BAIM KaK JIMHENHYIO, TAK ¥ HENTMHENHYI0 QYHKIMM aKTH-
Bal[\y C IPMMEHEHMEM [IBYX OCHOBHBIX METOAMK PETYLAPU3aLN: Pa3peXKEHHOCTH
U fponayTa.

Mb! BBIACHMIN, YTO NIpU paboTe C OPUIVMHANBHBIM HA00OPOM TPaH3aKLMOHHBIX
MaHHBIX HaWIY4lIyI0 ITPOM3BOAUTETBHOCTb NEMOHCTPMPYET JOBOMBHO MPOCTast
ABYXCIIOJHAasA HEIPOHHAsA CETb Ha OCHOBE HEMO/MHOTO aBTOKOAVPOBIIMKA C IMHEN-
HOt QyHKIIMel aKTUBALIMY, HO [i/I TOTO YTOOBI CIPABUTHCA C IIYMOM B 3aIIyM/IEH-
HOM Habope AaHHBIX, HaM IPUILIOCH MCIIONB30BATh Pa3peXKeHHbI JABYXC/IOMHBIIM
CBEPXIO/HBIN aBTOKOAMPOBIIMK C [PONAyTOM.

MHorre Halm 3KCIepUMEHTHI GBIIM NIPOBEAEHbl METOROM P06 M omM6OK: B
KaX/IOM 3KCIIEpUMMEHTE Mbl MOACTPAuBa/IM TUIIEPIIapaMeTPhl ¥ CPaBHUBAIM pe-
3Y/IBTATHI C IPeAbIAYIIMMM UTepaLuaAMN. BriorHe BO3MOXXHO, 4TO A1 06Hapyske-
HMs MOLIEHHMYECKMX OMepaimii ¢ 6aHKOBCKMMM KapTaMM CYLIECTBYeT elle Gonee
a¢dexTHBHOE pellleHNEe Ha OCHOBE aBTOKOAMPOBILMKA, ¥ 51 IPU3bIBAIO BaC BHINO/I-
HUTb COOGCTBEHHbIE SKCIIEPUMEHTBI, YTOOBI 3TO IPOBEPUTD.

Mo cux mop Mbl paccMaTpuBanyu obydeHue c yauteneM u obydeHue 6es yuntens
KakK /iBa He3aBMCHMBIX HaNpaB/IeHUA MAIUMHHOrO 06y4eHNs, HO B IIaBe 9 MbI MC-
ClenyeM COBMECTHOE MCIIO/Ib30BaHMe ABYX MOZeNe /11 pa3paboTKyM IIPMIOKEHUA
Ha OCHOBE OOYYeHMA C YaCTUYHBIM NPUB/IEYEHUEM YIUTENS, KOTOPOE MO3BOSET
ROOGUTBCA MYYIUNX Pe3y/TbTATOB, YeM M0G0 13 TOAXOAOB 110 OTAENBHOCTH.
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TNABA9

06y4eHune C YaCTUYHBIM NpUBNEYEHEM
yuntens

Mo cux mop MBI paccMaTpuBanyu obydeHue ¢ yuureneM u obydenne 6e3 yuure-
/11 KaK [Ba PasHbIX HaNpaB/eHMs MAIIMHHOTO 06ydeHusa. ObydeHue C yumureneMm
YMECTHO UCIIO/Ib30BaTh B C/IyYae IOMeYEHHBIX HAOOPOB JaHHBIX, a 06ydyeHue 6e3
y4uTeNs — KOTAA HaOOp aHHBIX He pa3MeYeH.

OpHako Ha ITPaKTHKe 3TO pasnuyye He HACTONMbKO ABHOe. O6BIYHO HAOOPEI flaH-
HbIX YaCTUYHO pasMeYeHBI, M Mbl XOTUM 3((HeKTMBHO IIOMETUTD Hepa3MedeHHbIe
Ha6/TofieHN A, UCIIONb3yA MH(OPMALNIO, CONEPKAILYIOCA B Pa3MeYEHHOM YaCTH Ha-
6opa. B cnyyae o6ydenns c yuureneM HaM MPHUILIOCH 651 IPOUTHOPHPOBATD 60/Ib-
LIYI0 YacTh HaGOpa JAHHBIX, [IOCKO/IbKY OHa HepasMedeHa. B cydae o6yuenus 6es
yuuTens Mbl pab6oTtany 651 ¢ STMMM JAHHBIMMU, HO He 3Ha/M 6bl, KaK BOCIIONb30BATh-
s IpENMYIIeCTBAMU AOCTYITHBIX METOK.

O6y4enue c yacmuuHbim npueneveruem yuumens (nonyasmomamuyecxoe o6ye-
Hue) GepeT nydlllee U3 ABYX MUPOB, YTO II03BO/IAET IPMMEHATD MMEIOIIMECT METKI
UL pacKPBITHS BHYTPEHHeI CTPYKTYPbl Hab0opa 1 pa3MeTKM OCTa/IbHOM €ro YacTHu.

B 3Tol1 I1aBe MBI MPORO/DKMM UCIIONB30BaTh HAGOp AHHBIX 00 omepauusax c
6aHKOBCKMMM KapTaMy M NPOAEMOHCTPMPYEM Ha HeM, Kak paboraer obydenme
C YaCTUYHBIM IIPUBJIEYEHMEM YIUTENA.

MoaroToBKa AaHHbIX

Jlns Hayana 3arpysuM Heo6xomumble 6M6/IMOTEKH M IOATOTOBMM aHHbIE.

"' 'OcHOBHHe OubnuorTexu'''
import numpy as np
import pandas as pd
import os, time, re
import pickle, gzip

"' 'BusyannzaumA OaHHEX'''
import matplotlib.pyplot as plt
import seaborn as sns



color = sns.color palette()
import matplotlib as mpl

%$matplotlib inline

''"'MloAroTOBKA NAHHHX M oueHka momemn'''

from sklearn import preprocessing as pp

from sklearn.model selection import train_test split

from sklearn.model selection import StratifiedKFold

from sklearn.metrics import log_loss

from sklearn.metrics import precision_recall curve, \
average precision_score

from sklearn.metrics import roc_curve, auc, roc_auc_score

'!"'"AnropuTMe' !
import lightgbm as lgb

'''"TensorFlow u Keras'''

import tensorflow as tf

import keras

from keras import backend as K

from keras.models import Sequential, Model

from keras.layers import Activation, Dense, Dropout

from keras.layers import BatchNormalization, Input, Lambda
from keras import regularizers

from keras.losses import mse, binary crossentropy

Kak u panblie, creHepupyeM TpeHMPOBOYHBINA M TECTOBBIN HaGOPHI, TONBKO Ha
3TOT pa3 MCK/IIOYMM U3 TPEHMPOBOYHOTO Habopa 90% MeTOK MOAAENbHBIX TPAH3aK-
M4, 9YTO6BI CLIMMTMPOBATh PabOTY C YaCTUYHO pa3MeYeHHBIM HabopoMm.

ITopo6HbIi 1Iar MOXXET IOKa3aThCA Yepecuyp pafuKaabHbIM, OGHAKO Ha Ipak-
THMKE MOfAfie/IbHbIE TPAH3aKLMY BCTPEYAIOTCA IPMMEPHO TaK JKe PefiKo (IIpUMepHO
onHa nonbITKa danbcudukanyy Ha 10 000 cnyyaes). Vicknouns 90% MeTOK U3 Tpe-
HMPOBOYHOr0 Habopa, Mbl CLIMUTMPYEM PEeabHYI0 CUTYALIMIO.

# 3arpyska OaHHHX

current path = os.getcwd()

file = os.path.sep.join(['', 'datasets', 'credit_card data', \
'credit card.csv'])

data = pd.read csv(current path + file)

dataX
datay

data.copy() .drop(['Class', 'Time"'],axis=1)
data['Class'].copy()
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# MacuwrabupoBaHmue HaHHHX
featuresToScale = dataX.columns
sX = pp.StandardScaler (copy=True, with mean=True, with std=True)
dataX.loc[:, featuresToScale] = \
sX.fit transform(dataX([featuresToScale])

# PasbueHue Ha TPEHMPOBOYHENI M TECTOBHNI HaBOPH
X_train, X test, y_train, y test = train test split(dataX, data¥, \
test _size=0.33, random state=2018, stratify=dataY)

# Uckmouenne 90% MeTOK M3 TpPeHMPOBOYWHOTO Habopa
toDrop = y_train(y_train==1].sample (frac=0.90, random state=2018)
X _train.drop(labels=toDrop.index, inplace=True)
y train.drop(labels=toDrop.index, inplace=True)

Mbl Taioke NMOBTOpHO Mcrmonb3yeM (yHkimu anomalyScores um plot-
Results.

def anomalyScores (originalDF, reducedDF):

loss = np.sum((np.array(originalDF) - np.array(reducedDF))**2, \
axis=1)

loss = pd.Series(data=loss, index=originalDF.index)

loss = (loss - np.min(loss)) / (np.max(loss) - np.min(loss))

return loss

def plotResults(truelabels, anomalyScores, returnPreds = False):

preds = pd.concat ([truelabels, anomalyScores], axis=1)

preds.columns = ['truelabel', 'anomalyScore']

precision, recall, thresholds = \
precision_recall curve (preds|['truelLabel'], \

preds|'anomalyScore'])

average precision = average_precision_score(preds['truelabel'], \

preds['anomalyScore'])

plt.step(recall, precision, color='k', alpha=0.7, where='post')
plt.fill between(recall, precision, step='post', alpha=0.3, \
color='k')

plt.xlabel ('NonHora)
plt.ylabel ('TouxHocTs')
plt.ylim([0.0, 1.05])
plt.x1lim([0.0, 1.0])
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plt.title('KpmBas "TOYHOCTE - MOJHOTA": CPEOHAS TOYHOCTH =
{0:0.2f}"'.format (average_precision))

fpr, tpr, thresholds = roc_curve(preds(['truelabel'], \
preds['anomalyScore'])
areaUnderROC = auc (fpr, tpr)

plt.figure()
plt.plot (fpr, tpr, color='r', lw=2, label='ROC-xpusas')
plt.plot ([0, 1], ([0, 1], color='k', lw=2, linestyle='--"')
plt.xlim([0.0, 1.0])
plt.ylim([0.0, 1.05])
plt.xlabel ('lons JIOXHOMOJOXMUTENbLHEX MCXOIOB')
plt.ylabel ('Jlons MCTMHHONOJIOXMUTENBLHEX MCXOHOB')
plt.title(" PaBouas XapakKTepuCTMKa NpueMHMKa: \n \
nyowans non kpueoi = {0:0.2f}'.format (arealnderROC))

plt.legend(loc="lower right")
plt.show()
if returnPreds==True:

return preds, average_precision

Ham nonapo6urcs HoBas pyHKUMA, precisionAnalysis, KOTopas IIOMOXeT
OLIEHUTb TOYHOCTb HALIMX MOJENIeN TIpM ONpeNeeHHOM yPOBHE IIOTTHOTHI KIacCh-
¢uKaumy. B 9acTHOCTH, MBI OTIPEMENNM, KaKas TOYHOCTb COOTBETCTBYET 75%-HOMY
3axBaTy IOAJ€NbHBIX TPAaH3aKUMI B TeCTOBOM Habope. YeM BhIlle TOYHOCTD, TEM
ydIle MOJIeNb.

3T10 pasyMHas To4ka oTc4eTa. Mbl XOTMM 06HapyXMuBaTh 75% MOAMENOK C KaK
MOXXHO 6071ee BBICOKOi1 TOYHOCTBIO. EC/t HaM He ymacTcst [OCTUYD HY>KHOM TOY-
HOCTH, TO MbI 6y/ieM HellpefHaMePEHHO OTBEPraTh BIIO/THE 3aKOHHbIE TPaH3aKIIUM,
4TO BBI30BET HEM36eXXHbIE )KaMOObI CO CTOPOHBI IIO/Tb30BaTENEN.

def precisionAnalysis(df, column, threshold):

df.sort_values (by=column, ascending=False, inplace=True)
threshold value = threshold * df.truelabel.sum()
i=0
j =20
while 1 < threshold valuetl:

if df.iloc[j] ["truelabel"]==1:

i+=1

j+=1

return df, i/j

\
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Mozaenb Ha ocHoBe 06yueHuA C yuuTenem

YT06bI OLIEHUTb Ka4€CTBO MTOTOBOTO PEIEHMA, Mbl CHaya/la JO/DKHBI IIOHATS,
HacKo/bKO 3¢ QeKTUBHA KaXK/asa M3 MOJieNeil Ha OCHOBe OOYYeHMA C yUuTeneM u
6e3 y4uTeNnA 1o OTAENbHOCTH.

HauHeMm c Mozien Ha OCHOBe 0OY4€eHNA C YIUTENIEM U BOCIIONB3YEMCS PellleHN-
€M, KOTOpO€ IIPOIEMOHCTPMPOBAJIO HAW/TyYIle PE3Y/IbTAThI B [/IaBe 2: TPaJIUeHT-
Hb1it 6yctunr LightGBM (LightGBM). Mbl npuMeHMM NATUKPATHYIO KPOCC-TIPO-

BEPKY:
k_fold = StratifiedKFold(n_splits=5, shuffle=True, random_state=2018)

Jlanee HacCTpOMM NapaMeTphl TPaAMEHTHOrO 6YCTHHTA.

params_lightGB = ({
'task': 'train',
'application': 'binary',
'num_class': 1,
'boosting': 'gbdt',
'objective': 'binary',
'metric': 'binary logloss',
'metric_freq': 50,
'is_training metric': False,
'max_depth': 4,
'num_leaves': 31,
'learning_rate': 0.01,
'feature fraction': 1.0,
'bagging fraction': 1.0,
'bagging freq': 0,
'bagging_seed': 2018,
'verbose': 0,
'num_threads':16

Teneps 06y4uM anropurm.

trainingScores = []

cvScores = []

predictionsBasedOnKFolds = pd.DataFrame (data=[], \
index= y train.index, \
columns=['prediction'])

for train_index, cv_index in k fold.split(np.zeros(len(X train)), \
y_train.ravel()):
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X train fold, X cv_fold = X_train.iloc(train _index, :], \
X train.iloc([cv_index, :]

y_train fold, y cv_fold = y_train.iloc[train_index], \
y_train.iloc[cv_index]

lgb_train = lgb.Dataset (X_train_fold, y train fold)

lgb eval = lgb.Dataset (X cv_fold, y cv_fold, reference=lgb train)

gbm = lgb.train(params_lightGB, lgb_train, num boost round=2000, \
valid sets=lgb _eval, early stopping_rounds=200)

loglossTraining = log loss(y_train_fold, \
gbm.predict (X _train fold, num iteration=gbm.best_iteration))
trainingScores.append(loglossTraining)

predictionsBasedOnKFolds.loc[X cv_fold.index, 'prediction'] =\
gbm.predict (X_cv_fold, num iteration=gbm.best iteration)
loglossCV = log loss(y cv_fold, \
predictionsBasedOnKFolds.loc[X cv_fold.index, 'prediction'])
cvScores.append (loglossCV)

print ('Jlorapudémmueckne norepu obyuenus:', loglossTraining)
print ('Jlorapupmmueckne norepu Bammumauuu:', loglossCV)

loglossLightGBMGradientBoosting = log_loss(y_train, \
predictionsBasedOnKFolds.loc[:, 'prediction'])
print ('Jlorapupmmueckue norepym rpamMeHTHoro OycrTmHra LightGBM:', \
loglossLightGBMGradientBoosting)

MbI ucnionb3yeM 3Ty MOAENb A/ MpefCcKasaHus NOARENOK B TeCTOBOM Habope
TpPaH3aKLMit ¢ 6aHKOBCKMMM KapTaMu. Pe3y/bTaTsl peficTaB/eHs! Ha puc. 9.1.

B cooTBeTCTBMM C KPMBOJ “TOYHOCTb — IIOJTHOTA  CPERHASA TOYHOCTb COCTa-
Buna 0.31. BoiaBnenuio 75% nopmenok COOTBETCTBYET TOYHOCTb, paBHas BCErO
muub 0,01%.

Mopaenb Ha ocHoBe 06Y‘IEHMH be3 yuutena

Ceifyac MbI TOCTPOMM pellieHMe Ha OCHOBe 00y4ueHns 6e3 yunrens. B yactHocTy,
MBI CO3/IaIUM Pa3peXXEHHbIN ABYXCNIOMHDINA CBEPXIIOMHBIN aBTOKOAMPOBILMK C JIU-
HeltHoM QyHKUMelt akTuBaLuy, 40 y3/1aMyl B CKPBITOM C/10e ¥ ApornayToM 2%.

B To e BpeMs Mbl CKOPpPEeKTMpYyeM TPEHMPOBOYHbII HabOp, MPMMEHNUB W3-
OBITOYHOE CEMIIMPOBAaHME AN YBEMUYEHUsS KOMMYECTBA UMEIOLIMXCA NPUMEPOB
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KpuBans "TONHOCTL - NONHOTA™: CpeaHAst ToOMHOCT = 0.31
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Puc. 9.1. Pesynomamut, nony4enHsie ¢ NOMOUsbIO MOOENU

HAa 0cHoBe 06y1eHUS ¢ yuumenem

danscudukauun TpaHsakumit. J36vimouroe cemnauposarue (oversampling) — ato
METOAMKA, UCTIONb3yeMas /I KOPPEKTUPOBKYM paclpefieieHus KIaccoB B Habope
AaHHBIX. Mbl XOTUM 06aBUTH 60/1b1LIE IPYMEPOB IOARENOK B TPEHMPOBOYHDIN Ha-
60p, YTOOBI aBTOKOAMPOBILMKY, KOTOPBII MBI 06y4aeM, 6b1/10 /1erye OTAENATb HOp-
MaJIbHbl€ TPaH3aKLMY OT MOAENbHBIX.

BcnioMHuTe, 4TO mocne uckmodeHusa 90% moafenbHbBIX NPUMEPOB U3 TPEHM-
POBOYHOro Habopa y Hac OCTa/loCh BCero-HaBcero 33 mpymepa MOLIEHHMYECKUX
TpaH3akumit. Mbl BosbMeM 3tu 33 mpuMepa, co3gaguM 100 Ay61mMKaToB u puco-
eIMHUM K TPEHMPOBOYHOMY Habopy. Kpome Toro, Mbl cOXpaHuM Komuy HabopoB,
He TO/{BEpPIHY ThIX M36BITOYHOMY CEMIIMPOBAHMIO, JUIA MCTIONTb30BaHUA Ha OCTaNb-
HBIX 3Tanax KOHBelepa,
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TecToBBI/I HA6OP MBI He TpoOraeM: U3GbITOYHOE CEMIUIMPOBAHME PUMEHSAETCA
TONbKO K TPEHMPOBOYHOMY HabOpy, HO He K TECTOBOMY.

oversample multiplier = 100

X train original = X train.copy()
y_train original = y train.copy()
X _test original = X test.copy()
y_test original = y test.copy()

X train oversampled = X_train.copy()

y_train _oversampled = y train.copy()

X_train oversampled = X_train_oversampled.append( \
[X_train oversampled(y train==1]] * oversample multiplier, \
ignore index=False)

y_train oversampled = y train_oversampled.append( \
[y_train oversampled[y train==1]] * oversample multiplier, \
ignore_ index=False)

X _train
y_train

X_train_oversampled.copy ()
y_train oversampled.copy ()

Tenepb 06y4nM Haul aBTOKOAMPOBLINK.

model = Sequential()

model.add (Dense (units=40, activation='linear', \
activity regularizer=reqularizers.l1(10e-5), \
input_dim=29, name='hidden layer'))

model.add (Dropout (0.02))

model.add (Dense (units=29, activation='linear'))

model.compile (optimizer="adam', \
loss="mean_squared _error', \
metrics=['accuracy'])

num_epochs = 5
batch_size = 32

history = model.fit (x=X_train, y=X train, \
epochs=num_epochs, \
batch_size=batch size, \
shuffle=True, \
validation_split=0.20, \
verbose=1)
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predictions = model.predict(X_test, verbose=1)
anomalyScoresAE = anomalyScores (X test, predictions)
preds, average_precision = plotResults(y test, anomalyScoresAE, True)

PesynbraThl npefcTaBieHbl Ha puc. 9.2.
KpiBan "TOYHOCTL - NTONIHOTA™ CPeAHAR TOYHOCTL = 0.69
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Puc. 9.2. Pesynbmamuol, nony4eHsHovie ¢ NOMOUsbI0 MOOENU
Ha ocHose 00yueHus 6e3 yuumens

B cooTBeTCTBMM C KPUBOI1 “TOYHOCTb — MOMHOTA” CPeAHAA TOYHOCTb COCTa-
Buna 0. 69. BoigBnenuio 75% nopenoK COOTBETCTBYET TOYHOCTDb 75%. CpenHss
TOYHOCTDb pelleHNs Ha OCHOBe oOydyeHMs 6e3 y4uTens MOBBICHIACH 6onee yeM B
fiBa pasa [0 CPaBHEHUIO C pellleHMeM Ha OCHOBe OOydYeHMs C yYUTENEM, HO CaMoe
CYlleCTBEHHOE M3MEHEHNe — TOYHOCTb 75%, JocTuraeMas npu 75%-Hou MOMHOTe
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KnaccuUKanum, 4To MpeiCTaBAeT co60if OrpOMHOE yNy4leHMe [0 CPaBHEHUIO
¢ 0,01%.
W Bce xe peuieHne Ha ocHoBe 06yueHus 6e3 yuntens He camoe 3dpdexkTnBHOe.

Mopgenb Ha 0CHOBe 06y4eHUA C YaCTUYHBIM
NpUBNEYEHUEM yUUTENA

Mb1 BoCmonb3yeMcs MpeACcTaBleHNEM, KOTOPOMY O6YYMICA aBTOKOAMPOBIINK
(ero CKpbITHI C7IOJ), B Ka4eCTBE OTHPABHOM TOYKM M OOBENMHUM €ro C OpUIH-
HaJIbHbIM TPEHMPOBOYHBIM HabOpOM, IOCIE Yero nepefaauM nonydeHHoe KOMOU-
HMPOBAaHHOE MpPECTaB/IeH)e A/ITOPUTMY TpaueHTHoro 6ycrunra. Takosit nogxon,
OCHOBaHHBIIf Ha 06y4eHMM C YACTUIHBIM IIPUB/IEYEHNEM YIUTENsA, IO3BOTISET BOC-
0NIb30BaThCS BCEMU NPENMYIeCTBaMy 0OydeHNs C yunTeneM 1 6e3 yumrens.

JIns nomyyeHus CKpHITOTO C/105 Mbl ob6paiaeMcs K knaccy Mode 1 us 6ubnmore-
ku Keras u ucnonnsyem dynkumio get _layer.

layer name = 'hidden layer'

intermediate layer model = Model (inputs=model.input, \

outputs=model.get layer (layer name) .output)
intermediate output train = \

intermediate_layer model.predict (X train original)
intermediate_output test = \

intermediate_layer model.predict(X_test original)

CoxpaHuMm 3TH NnpeCcTaBleHNsa aBTOKOAMPOBILIMKA B 06bekTax DataFrame u
06'beAMHIM UX C MCXOAHBIM TPEHNMPOBOYHBIM Ha6OpPOM.

intermediate output_trainDF = \
pd.DataFrame (data=intermediate_ output train, \
index=X_train_original.index)
intermediate_output testDF = \
pd.DataFrame (data=intermediate output test, \
index=X test original.index)

X_train = X train_original.merge (intermediate_output_trainDF, \
left_index=True, right_index=True)
X_test = X test_original.merge(intermediate output testDF, \
left_index=True, right_index=True)
y_train = y train original.copy()
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ITocne atoro Mbl 06y4nM MOfeNb rpafyeHTHOro 6yCTMHIa Ha HOBOM TPEHMPO-
BOYHOM Ha6ope, BK/II0YalolieM 69 pM3HaKoB (29 u3 OpurimHanbHoro Habopa mmoc
40 u3 npeicTaBNIeHMUA aBTOKOAMPOBIINKA).

trainingScores = []
cvScores = []
predictionsBasedOnKFolds = \
pd.DataFrame (data=[], index=y train.index, \
columns=['prediction'])

for train_index, cv_index in k_fold.split(np.zeros(len(X_train)), \
y_train.ravel()):
X train_fold, X_cv_fold = X train.iloc[train_index, :], \
X_train.iloc[cv_index, :]
y train fold, y cv_fold = y train.iloc[train_index], \
y_train.iloc[cv_index]

lgb _train = lgb.Dataset(X_train fold, y train fold)

lgb_eval = lgb.Dataset(X cv_fold, y cv_fold, reference=lgb_train)

gbm = lgb.train(params_lightGB, lgb_train, num_boost_round=5000, \
valid sets=1gb_eval, early_ stopping rounds=200)

loglossTraining = log loss(y_train fold, \
gbm.predict (X_train_fold, \
num_iteration=gbm.best iteration))
trainingScores.append(loglossTraining)

predictionsBasedOnKFolds.loc[X cv_fold.index, 'prediction'] = \
gbm.predict (X_cv_fold, num iteration=gbm.best iteration)
loglossCV = log loss(y_cv_fold, \
predictionsBasedOnKFolds.loc[X cv_fold.index, 'prediction'])
cvScores.append (loglossCV)

print ('Jlorapupmuueckme norepu obyuenms:', loglossTraining)
print ('Jlorapupmuueckue norepmu Bammmaumm:', loglossCV)

loglossLightGBMGradientBoosting = log loss(y_train, \
predictionsBasedOnKFolds.loc[:, 'prediction'])
print ('JlorapupMmuueckue norepy rpaiueHTHoro O6ycTmHra LightGBM:', \
loglossLightGBMGradientBoosting)
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PesynbTaThl IpecTaB/IeHbl Ha puc. 9.3.
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Puc. 9.3. Pesynomambi, nony4enHvie ¢ NOMOUuLb10 MoOenu
HA 0CHOBE 06YHEHUA C YACMUYHBIM NPUBTIEUEHUEM YHUMENS

B COOTBETCTBUM C KpMBOM “TOYHOCTb — IIOJTHOTA  CPENHSASA TOYHOCTb COCTa-
Buna 0.71. Jro ;yvie, 4eM B MOAENAX Ha OCHOBe 06ydeHus ¢ yuutenem u 6e3

ydauTens.

O6HapyxeHu0 75% IOAENIOK COOTBETCTBYET TOYHOCTb 85%, YTO mpencTas-
nseT co6oit 3HaUMTENIbHOE yny4uieHue. IIpu TakoM ypoBHE TOYHOCTH II/IaTEXHas
CHUCTeMa MOXET C OCTaTOYHOI [I0Nefl YBEPEHHOCTH OTBEPraTh TPaH3aKUMM, I10-
Me4eHHbIe MOJIE/bIO KaK MOTEHLMa/IbHO MolleHHnYeckue. OmmbKxy MOryT coBep-
IIATbCs NIPMMEPHO B OHOM M3 E€CATHU CTy4YaeB, ¥ IIPU 3TOM HaM Y[ACTCA BbIABUTD

pUMepHO 75% IMOAMENOK.

LRONA NOXHONONOMHTEALHLIX NCX0A08
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BaxxHocTb 00yyeHus 6e3 yuutens u 06yyexus
cyuutenem

B maHHOM IpU/IOXKEHNHM, OCHOBaHHOM Ha 06y4eHMM C YaCTUYHBIM IIPUB/IEYEHN-
€M y4uTens, Kak 06ydeHMe c yunreneMm, Tak 1 obydeHue 6e3 yunTens urpaior o4eHb
BaXHYIO ponb. YTOOBI MOHATH 3TO, MOXKHO IPOAHANMN3UPOBATh, KaKue NPU3HAKYU
ONpe/eNAIOTCA MOAENBIO IPafiieHTHOr0 GYCTUHTa KaK Hanboee 3SHAYMMBIE.

Vi3B/IeyeM 3HAYEHMUA, XapaKTepU3yIOLIMe BaXXHOCTh IPU3HAKOB, 13 06y4eHHOM
Mopenm.

featuresImportance = \
pd.DataFrame (data=list (gbm.feature_importance()), \
index=X_train.columns, columns=['featImportance'])
featuresImportance = featuresImportance / featuresImportance.sum()
featuresImportance.sort_values (by='featImportance', ascending=False, \
inplace=True)
featuresImportance

Yactb Hanbonee BOXHBIX IPU3HAKOB, OTCOPTMPOBAHHBIX O YOBIBAHMIO, IPU-
BefleHa B Tabm. 9.1.

Ta6nuya 9.1. BaxHocmb npusHakos 6 Mooeny Ha ocHose
06y4eHUS C HACMUUHDIM NPUBTIEYEHUEM YHUMENS

featimportance

Vi4 0.15
Vi 0.10
Amount 0.10
27 0.10
V7 0.10

Kaxk BupuTe, HEKOTOpbIE U3 K/IIOYEBBIX IPU3HAKOB B Tab/muile — 3TO MPUSHAKM
CKPBITOTO €105, KOTOPBIM 00y4M/ICS aBTOKOJMPOBIUMK (He IOMeYeHbl peduKcoMm
“V”), Torma Kak ocTanbHble IPU3HAKM — 3TO ITIaBHble KOMIIOHEHTBI, ITO/Ty4eHHbIE
Ha OCHOBE OPUTMHANbHOrO Habopa AaHHbIX (moMeyeHs! mpedukcoM “V”), un Bemu-
4yKHa TpaH3akuuy (Amount).
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Pe3iome

Mopenb ¢ YaCTMYHBIM IPMB/IEYEHMEM YYMTENA MO CBOEH IPOM3BOAVTEND-
HOCTY TPEBOCXOAMT B3ATHIE 10 OTAETBHOCTY MOJENM 0OyYeH N C yunTeneM u Ges
y4uTENA.

370 6b1710 UL TIOBEPXHOCTHOE 3HAKOMCTBO C TEXHOJIOTHEN TO/TyaBTOMATHYe-
CKOTO 06y4YeHus, HoO OHO JO/DKHO NMOGYANUTD BaC IIOMEHATD CTPATETUIO U TIEPECTATD
Pa3myMbIBaTh, KaKOJ M3 BAPMAHTOB 06yyeHMA — 6e3 yuuTensa Wi Cc yauteneM —
myyie. Teneps y Bac ecTb BO3MOXXHOCTDb COYETaTb 06€ TEXHOMOTMM B MOMUCKAX OI-
TUMaTbHOTO pelIeHN.
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YACTb IV

[ny6okoe 06yueHue 6e3 yuutens
C ucnonb3oBaHuem 6ubnuoTex
TensorFlow u Keras

Hlo cux mop Mbl paboTany MMIIb C METKMMM HEIPOHHBIMM CETAMM, HACUUTHI-
BaBLIMMM BCETO HECKONMBKO CKPBITBIX C/IO€B. Takue ceTu HaXOAAT NPUMEHEHME NpH
CO3JaHMM CUCTEM MAIIMHHOTO 06y4eHMsA, HO OCHOBHBIE JOCTVXKEHNUA B 3TON 06/Iac-
TH, BOCTUTHYTbIE 3a MPOLLEAIIee ACATHIIETHE, CBA3AHDI C 21Y60KUMU HEUPOHHBIMU
cemsAmu, BKITIOYAIOIMMM MHOXKECTBO CKPHIThIX c1oeB. COOTBETCTBYIOLIMIA pasfien
MAIIMHHOTO 06y4eHUA HasbiBaeTcs anyboxoe 06yuenue (deep learning). Ilpumenn-
TeNbHO K 60/IbLIMM pasMedeHHBIM HabopaM JaHHBIX ITyboKoe obydenne obecme-
Y10 KOMMEPYECKHUIA YCIeX IPOEKTOB B TAKMX 06/1acTAX, KaK KOMIBIOTEPHOE 3pe-
HMe, pacrnio3HaBaHye 00beKTOB, paclO3HaBaHMe PeYy M MAIUMHHBIN IEPEBO.

B at0i1 yacti Mbl 6yfem paboTaTh ¢ 60nbIIMMM Hepa3MedeHHbIMY Habopamu,
safieitcTBys 2nyboxoe 06yuenue be3 yuumens (deep unsupervised learning) — or-
HOCUTE/IbHO HOBOE MHOTOOG l1jalollee HaNpaB/ieHe, KOTOPOe II0Ka ellje He MOXKET
NOXBACTaTbCA CEPbESHBIMYU JOCTIDKEHUAMM, B OT/IMYME OT aHA/IOTMYHOTO NIOAXO0/a
Ha OCHOBe 00y4eHus ¢ yunureneM. B cremyrommmx rmasax Mbl 3aitMeMCsl CO3aHUEM
cucteM ry6okoro obyyenus 6e3 yumTens, HayaB C MPOCTEAIINX CTPOMTENbHBIX
6710KOB.

B rnaBe 10 06cyXxpaaloTcs OorpaHMYeHHble MallMHBI BonbIiMaHa, KOTOpbIE MbI
IpUMEHUM M/ TIOCTPOEHNMS PEKOMEHJATENbHOIM cucTeMbl gpuabMoB. B rmase 11
Mbl CO3JAafiMM TaK HasblBaeMble cemu 21y60k0z0 008epuss Ha OCHOBE KaCKafOB,
opMupyeMbIX M3 HECKONbKMX OTPaHMYEHHBIX MamuH Bonbimana. B rmase 12
MBI Hay4MMCs T€HEpUPOBATh CHHTETHYECKME AHHBIE C TIOMOIIBIO 2eHEPAMUBHO-
cocmasamenvHvlx cemeil — 3TO OFHO U3 CaMBIX NePefOBBIX HAIIpaB/IEHNI ITy60Ko-
ro o6y‘1eﬂuﬂ 6e3 Y4MUTeNA Ha cerofHAHNMIA feHb. Hakonel, B rmase 13 Mbl BHOBb
BepHEMCs K K/IaCTepM3aliuy, HO Ha 3TOT pa3 by/ieM paboTaTh ¢ JaHHBIMM BPEMEH-
HbIX PANIOB.



TNMABA 10

PekomeHpaTeNbHble CUCTEMbl Ha OCHOBe
OrpaHUY€HHbIX MaALLUNH bonbymaHa

B npeppiayiux r1aBax Mbl IpMMeHANN 06ydeHne 6e3 yuuTeNns A/ BbIABIEHUSA
6a30B0J1 (CKpBITOI) CTPYKTYPHI B Hepa3Me4eHHBIX JAaHHBIX. B 4aCTHOCTH, MBI CHU-
Xa/lu pa3MepPHOCTb MHOTOMEPHBIX HaOOPOB JaHHBIX M CO3[ABANIM CHCTEMBI OOHa-
PY>XeHUsi aHOMa/it. MBI Tak)ke BbIITOMHS/IA K/IaCTEPU3ALIMIO, TPYTIIUPYs 06 BEKTHI
Ha OCHOBeE MIX CXOfICTBA.

Tenepb Mbl TepeiifieM K pacCMOTPEHMIO NOpoxcOaousux (2eHepamusroix) mode-
neti, KOTOpble 00Y4aIOTCA BEPOATHOCTHOMY PacIpe/ieNIeHNI0 K/TaCCOB B MCXOHOM
Habope JaHHBIX ¥ IPUOOPETAIOT CIOCOOHOCTD /le/IaTh BHIBO/IBI OTHOCUTEbHO [IaH-
HBIX, KOTOPBbI€ ellie He BCTpeYanuch. B mocnenyommx rnaBax Mbl IPUMEHUM TaKue
MOJe/H [i/151 TeHEPUPOBAHMS CUHTETUYECKMX AAaHHBIX, KOTOpBIE IOPOii COBEPIIEH-
HO HEOT/IMYMMBI OT NOIMHHBIX JaHHBIX.

Tlo cHX TIOp MBI MMENH /10 IPEMMYLUECTBEHHO C OUCKPUMUHAMUBHBIMU MOOe-
NAMU, KOTOpble 06y4aI0TCs pa3fieNATh HaO/MOKeHNA Ha OCHOBE 3HAHMI, M3B/IEKae-
MBIX 13 JaHHBIX. TaKMe Mofien He MOTYT 00y4aTbCst BEPOATHOCTHBIM pacIpesiene-
HUAM K/1aCCOB B MCXORHBIX JAHHBIX. B 3Ty KaTeropuio BXOAAT Takue MOJIENHU, KaK
NOTUCTUYECKAS PeTPECCHs U AepeBbs NPUHATUA PellleHN, PACCMOTPEHHbIE B I/1a-
Be 2, a TAKOKe pas/yyHble METOAbI K/IaCTEPU3ALMH, B TOM YMC/Ie METOJ, k-CPEeTHUX U
Mepapxmu4ecKas KIacTepusaLms, KOTopble 06CyXXAanmch B I/1aBe 5.

Mbl HayHeM C PacCMOTpeHMs MPOCTeiillIell opoXAaolLeir Mofienu o6ydeHns
6e3 yunTens, M3BECTHOM KaK 0zpaHu4eHHas mawuna bonvymana.

MawuHbl bonbumana

Mawunvt Bonvymana 6smu npemoxensr B 1985 ropy Ixedpdpu XunroHoMm
(12 ToT MOMeHT — npodeccop yHuBepcuteTa Kapnernm — MennoHa, a B HaCTOA-
wee BpeMsa — npodeccop yHuBepcuTeTa TOPOHTO M OMH M3 BEAYLIMX UHKEHEPOB
xomnaunu Google) u Teppu CeltHoBcky (Ha TOT MOMEHT — Npodeccop yHUBEPCH-
teta [>koHa XOnKMHca).



Mamnnbl BonbiiMaHa (HeOrpaHMYEHHOTO TUIA) COCTOAT M3 HEMPOHHOM CETH C
BXOJHBIM CTIOEM M OFHMM MM HECKONIBKMMM CKPHITBIMM croamu. Heitponsl umm
3/1eMEHTBI HEIPOHHOM CETH MPUHUMAKT CTOXaCTMYECKME PELIEHUA OTHOCUTENBHO
TOTO, BK/IIOYAaTbCS UM He BK/II0YATHCSA, HA OCHOBAHMM IAHHBIX, I10/Ty4aeMbIX B IPO-
1iecce TPEHMPOBKM, ¥ NIOBeAeHMA QYHKIMMU NOTepb, KOTOPYI0 MawyuHa Bonbimana
IBITaeTCA MMHMMM3UPOBaTh. B xofle TpeHMpoBKkM MaumHa bonbiMaHa BeIAB/IAET
IIpPU3HAKY, IPeACTAB/IALIMe HauOONbIINIT MHTEPEC, YTO IOMOTAeT MOAETMPOBATh
C/IOXKHbIE OTHOLIEHMA ¥ 3aKOHOMEPHOCTH, CBOMCTBEHHbIE IAHHBIM.

B HeorpaHMyeHHBIX MalIMHaX BonbliMaHa MCNONB3YIOTCA HEMPOHHBIE CETH,
B KOTOPBIX HEMPOHBI CBA3aHBI HE TONIBKO C APYTUMMM C/IOSIMM, HO M C HEPOHaMH,
IpUHAAIEKAIMMIU K TOMY >Ke C0I0. ITOT PaKTOp B COYETAHUM C HaTM4YMeM 60/b-
LIOTO KOIMYECTBA CKPBITHIX C/IOEB AENIa€T TPEHMPOBKY MalllMHbI bonbiiMaHa oyeHb
HeaddexTuBHOI. Kak cnepcTBue, Ha npoTsxkerun 1980-1990-x rofoB HeorpaHu-
YeHHble MalMHbI bonbliMaHa He MOITIM NMOXBACTaTbCA CKOMb-HUOYAD 3HAYMTENb-
HBIMM yCIIeXaMM.

OrpaHuyeHHble malnHbl bonbLyMaHa

B 2000-¢ roapi Ixedpppy XMHTOH ¢ Ko/I/IeraMu COBEPILV/IA CEPbE3HBIN IIPOPBIB,
HayaB JCIIO/Ib30BaThb MOAUGHULMPOBaHHYIO BEPCHIO MCXORHOM MalmHbl BombiMa-
Ha. Ozpanuuennas mawuna Bonvymana (restricted Boltzmann machine — RBM)
COIEP>)KUT ONVH BXORHOM C/I0¥ (TakXKe Ha3bIBaeMbIil BUOUMBIM C/I0EM) U ENVH-
CTBEHHBIN CKPBITBIA C/IOM, 3 COEAMHEHUA MEXAY HEPOHaMM OTPaHMYEHbl TaKUM
06pa3oM, YTO HENPOHBI CBA3BIBAIOTCA JNMIIb C HEIPOHaMM JPYTUX C/IOEB, HO He
COOCTBEHHOTO C105. VIHBIMU CTTOBaMM, OTCYTCTBYIOT CBA3M TUIIA “BUAVMBIN — BU-
AMMBIA” ¥ “CKPBITBIN — CKPBITHINA .

Mxedpdpy XMHTOH TakKe NPOAEMOHCTPUPOBAT BO3MOXHOCTb KacKafMpoBa-
HMA MPOCTHIX MAIUMH TaKUM 06pa3oM, YTOOBI BBIXOf CKPBITOTrO clost ofHoit RBM
CITY>KM/I BXOJ{HBIM c/1oeM jis fipyroit RBM. Takoro Tuma xackagupoBaHyue MOXKHO
MIOBTOPATh MHOTOKPAaTHO A/ 0Oy4eHMA CKPBHITBIM NPEACTaB/IEHUAM, 3aXBaThIBa-
IOIMM Bce 6o/Iee TOHKME ieTa/lIy CTPYKTYPBI MCXOHBIX AaHHBIX. [Togo6Hylo ceTs,
cocrosuyo u3 MHorux RBM, MOXXHO paccMaTpuBaTh KaK OfHY ITTyOOKYI0 MHOTO-
CTIOVHYIO MOJIE/Ib, YTO ¥ O3HAMEHOBAJIO CTapT Imybokoro o6yyenus B 2006 rogy.

Crnenyer OTMETHUTB, 4TO 1A 06ydeHus 6a30Boit CTPyKType AaHHBbIX B RBM npu-
MEHAETCA Cmoxacmu4ecKuti TIOAXON, TOIAA KakK, HalpuMep, B aBTOKOAMPOBIIMKAX
VICTIONIB3YETCA OemepMUHUPOBAHHbIL TIOAXOL.

!Ina o6ydeHna MalllMH TAaKOTO K/IACCa Yallle BCErO NIPUMEHAIOT 2pAdueHmHbith anzopumm KoHm-
pacmueHoti dueepeeryuuU.
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PekomeHpaTenbHbIe CUCTEMDI

B manHoit rmaBe Mbl 6yneM mcrnonp3oBaTe RBM A/ mOCTpoeHMs pexomeHoa-
menvHoti cucmempi. Ha cerogusiuamit feHb 9T0 ORHO 13 Hauboree YCIeNIHbIX Mpy-
MeHeHMiT MalIMHHOTO 06y4eHns. PekoMeHAaTeIbHbIE CCTEMBI IIMPOKO IIPUMEHS -
I0TCsL A/IA TIpeCKa3aHMA TpeAnoYTeHNI TIO/b30BaTeNell B OTHOIEHNM QUIBMOB,
My3bIKM, KHUT, HOBOCTEJ, IIOMCKOBBIX 3aIIpOCOB, IIOKYTIOK, Ln(poBoit pexnaMbl 1
OH/IalfH-3HAKOMCTB.

Cy1ecTByIOT B€ OCHOBHbIE KaTETOPUM PEKOMEHMATENIbHBIX CUCTEM: Ha OCHO-
Be KonnabopamusHoti funsmpayuu v Ha OCHOBE PUALMPAUUU NO COOEPHUMOMY.
KonnaboparneHass ¢umbrpaumsa HoApasyMeBaeT CO3[laHME DPEeKOMEHJATENbHOM
cucTeMbl, 06ydeHue KOTOpolt 6a3mpyeTcs Ha yxKe HAKOI/IEHHBIX CBEEHMAX O laH-
HOM I10/1b30BaTeNe ¥ APYTHUX IIO/Ib30BATENAX C MOXOXKMMY MpeAnodYTeHnAMN. Ta-
Kasi cucTeMa crioco6Ha npefcka3biBaTh 06 BEKTHI, KOTOpble MOTYT 3aMHTEPECOBAaTh
0/Ib30BaTeNA, AaXKe €C/M OH HUKOT/IA paHee He NMPOAB/IAN ABHOTO MHTEPECa K HUM.
ViMeHHO KonmabopaTuBHasA GUIbLTpaLys MONMOXKEHa B OCHOBY PEeKOMEH/IATE/IbHOM
cucTeMbl GpUIBMOB, MCIIONB3yeMoit KomMmaHuelt Netflix.

®unprpauns Ha OCHOBE COLEP)KMMOTO NOApasyMeBaeT 06yueHyue pasTnIHbIM
CBOJCTBaM 06beKTa, YTO NMO3BO/AET PEKOMEHAOBATD APyTHe 0OBEKTHI C TOXOXUMMU
CBOJCTBaMM. VIMEHHO TaK reHepUPYIOTCS peKOMeHAauuu Ha caitre Pandora.com,
o6eryarolye Moab3aoOBaTeNAM IIOUCK MY3bIKY, KOTOPas UM HPAaBUTCA.

KonnabopatuBHan ¢punbrpauus

®unprpauua MO COREPKMMOMY He TONMY4YM/IA IIMPOKOTO PacIpOCTPaHEHMUS,
IIOCKO/IbKY 06y4eHMe pa3NnuyHbIM CBOMCTBaM 06'bEKTOB — [IOBONIbHO TPYAOEMKas
3apaya. [JocTM4b MOHMMAHMsS HAa TAKOM YPOBHE — CePbe3HBIil BHI30B, Ha KOTOPBIit
CHCTEMBI MCKYCCTBEHHOTO MHTE/IEKTA [TOKa He MOTYT JOCTO/HO OTBeTUTb. [opasno
nerye co6paTh ¥ MPOAHANM3UPOBATh 6OMBIIOA 06beM MHPOPMAIMHM, KacaloLIecs
NOBeJeHNA Y NPEATIOYTEHMIA ITOIb3OBATENEN, M HA OCHOBaHMY 3TOTO CTPOUTH TPO-
rHo3bl. [losToMy 06/1acTh puMeHeHUs KONMA6OpaTUBHOIM GUIBTPALIMM HAMHOTO
IIMpe, ¥ Hallle BHUMaHMe OyleT COCPEOTOYEHO Ha Heit.

Konna6opatusHas ¢punbTpaums He TpebyeT HamMuMs 3HaHMI O caMuX 06bek-
Tax. BMecTO 3TOro mpepnonaraeTcs, 4YTo MOBefleHNe MONMb30BaTeNell C IIOXOXUMMU
NPEANOYTEHNAMM B MPOLIIOM GYHET CTOMb Xe CXORHBIM U B GyAylieM, a mpef-
MOYTEHUA MO/Ib3OBATENENl OCTAHYTCA NMPUMEPHO TeMM Xe. Mofenupys creneHb
CXOJCTBa IIO/Ib30BaTeNel, KonnabopaTuBHasA QuUIbBTpaLyusA NO3BO/AET IOMY4aTh
[IOBO/IBHO TOYHBIE NpefcKasaHus. Bomee Toro, komrabopaTuBHas GUIBTpaLUA He
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TIO/IaraeTCA Ha A6Hble OaHHbie (T.e. PEITUHIHU, IPefOCTaB/sieMble IO/Ib30BATENSAMM).
BMecTo 3TOrO0 OHa paboTaeT ¢ HeABHbIMU OAHHbIMU, HATIPUMED AAHHBIMU O TOM, KaK
JO/ITO MO/Ib30BaTeNb IPOCMATPUBAET KOHKPETHBIA 0O BEKT MM KaK YacTO I[e/KaeT
Ha HeM. Hanpumep, ecnu pansbie cairr Netflix npennaran nons3oBarensam cTaButh
oLieHKM PuIbMaM, TO Telepb OH CAMOCTOATENIBHO Aie/IaeT 3aK/II0YEHNS O TOM, Hpa-
BUTCA (UM IO/Ib30BATENAM MM HET, aHA/TM3UPYA HesIBHBIE aHHBIE 00 UX TOBe-
REHUN.

B To xe BpeMs npyuMeHeHMe KOIabOpaTMBHOI (UIBTpALMy COMPSKEHO C
OIpefeNIeHHbIMU TPYRHOCTAMM. Bo-IepBbIX, /I/1s1 CO3MaHNsA Hale)KHbIX peKOMEH/a-
1Mt TpebyeTcs ROCTYN K 60/1bIINMM 06'beMaM JAHHBIX O IIOBEAEHUM I10/Ib30BaTe/NEN.
Bo-BTOpBIX, 3Ta 3ajja4a TpebyeT BHIOTHEHUS BeCbMa TPYAOEMKMX BBIYMCIIEHMIA.
B-TpeTbuX, COOTBETCTBYIOLIME HAGOPHI HaHHBIX, KaK IIPAaBMU/IO, O4YEHDb PaspeXKeHbl,
IIOCKO/IbKY IIPEATNIOYTEHMA, POAB/AEMble MOMb30OBATEMIMM, OXBATBIBAIOT JIMIIb
MaJIyIo 4acTb BCEX BO3MOXXHBIX 06bekToB. Ho ecmy npennonoxmurs, 4To uMeeTcs
JOCTaTOYHO 60710 06'beM MCXOAHBIX AAHHBIX, TO CYLIECTBYIOT METOAMKHY, 1103-
BOJIAIOLIME CIIPABUTBCA C MPo6/IeMOit pa3peXKeHHOCTH, PAaCCMOTPEHMIO KOTOPBIX U
NOCBAILEHA JaHHasA [71aBa.

CopesHoBahue Netflix Prize

B 2006 roxy xomnanus Netflix crioHcupoBana Tpex/ieTHMIT KOHKYPC Ha yIydile-
HIe CBO€J peKOMEH/IaTeNIbHO CUCTeMbI PpyIbMOB. [TTaBHBII IPU3 B OVIH MW/UIMOH
Ro/mnapos 6b11 obelan KOMaH/e, KOTOpas CMOXKET YIY4IUNTh TOYHOCTD CYILECTBY-
IOlI[elf CMCTEMBI 110 KpaliiHeit Mepe Ha 10%. Y4acTHMKaM ObUI IpefocTaBeH Habop
RaHHBIX, cofiepxamuit cBbiure 100 MH peitTuHroB ¢punsMoB. B cenTsabpe 2009 roga
npu3 6611 BpydeH KoMaHpae BellKor’s Pragmatic Chaos, KoTOpasi MCTIONb30BaNIa aH-
cam6/1eBy10 MOZiENTb, OO BEAMHAIOLLYI0O MHOTYE a/ITOPUTMUYECKIE IOAXOABL.

9To nony4yunBllee WMPOKYIO OI/IACKY COPEBHOBaHMe ¢ 60raTbiM Ha6OpOM MCXON-
HBIX JAHHBIX M BHYLIIMTEbHBIM AE€HEXXHBIM IIPU3OM BAOXHOBM/IO COOO1IECTBO Ma-
ITMHHOTO 06y4eHMA, YTO NMPUBENO K CYIIECTBEHHOMY NPOTPECCy B MCC/IENOBAHMU
PEKOMEH/aTe/IbHBIX CUCTEM 32 NOCTIEAHME TOABI.

MB&I nucnonb3yeM aHa/OTMYHBIA HabOp AaHHBIX O peifTMHraxX GUILMOB LA I0-
CTPOEHMs COOCTBEHHOI PeKOMEHAATENIbHON CUCTEMBI C IIOMOILBI0 OTPaHMYEHHbIX
mauuH bonpimana.
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Habop aaHubix MovieLens

BmecTo Toro 4To651 paborars ¢ Habopom RanHbix Netflix ¢ ero 100 MiH peiiTuH-
roB ¢MIBLMOB, MBI 3afieficCTByeM MeHbIUMit Habop MovieLens 20M Dataset, npeno-
CTaB/ICHHBII UCCTIENIOBATENbCKOI TabopaTopueit ¢pakynbTeTa MHPOPMATUKY M BbI-
YUC/TUTENTBHON TEXHUKY YHUBepcuTeTa MuHHecoTsl. 3T0T Habop cdopmupoBan Ha
6a3e oT3biBOB 138 493 nonb3oBarerneii 3a mepuop ¢ 9 sHBapsa 1995 ropa mo 31 mapta
2015 ropma u comepxut 20 000 263 peTHMHIOB, KOTOPbIE OXBATHIBAIOT 27 278 Gub-
moB. Cpeny Bcex N0/Ib30BaTeNel, KOTOpble TPUCBOM/IN PEVITUHIM IO KpaliHeit Mepe
20 ¢punbMaM, MBI 0TOGEpeM CrTyyaitHOe IOAMHOXKECTBO.

PaboraTb ¢ 3TM HabopoM ropaspo mpoine, 4eM ¢ Habopom Netflix, copepxa-
mmM 100 MmH peitTuHroB. TeM He MeHee pasmep ¢aitna npesbimaer 100 M6aitT,
noatoMy oH HegoctyneH Ha GitHub. Bbr cMoxeTe 3arpysuts stot ¢aitn Herocpen-
CTBEHHO ¢ caitta MovieLens (http://bit.1ly/2G0ZHCn).

MoarotoBKa AaHHbIX

Kaxk Bcerpa, cHayasa 3arpy3um Heo6xoamuMble 6u6mmoTexn.

"' 'OcHoBHHE GuBimorexu'''
import numpy as np

import pandas as pd

import os, time, re

import pickle, gzip, datetime

' 'BusyanmM3auus OaHHeX'''
import matplotlib.pyplot as plt
import seaborn as sns

color = sns.color_palette()
import matplotlib as mpl

$matplotlib inline

'''MlonroToBka HaHHHX M oueHka Momemn'''

from sklearn import preprocessing as pp

from sklearn.model selection import train test split

from sklearn.model selection import StratifiedKFold

from sklearn.metrics import log_loss

from sklearn.metrics import precision recall curve, \
average_precision_score
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from sklearn.metrics import roc_curve, auc, roc_auc_score, \
mean_squared_error

'""'"Anropurme’ !
import lightgbm as 1lgb

'"'"TensorFlow (1.x) m Keras'''

import tensorflow.compat.vl as tf

tf.disable v2 behavior()

import keras

from keras import backend as K

from keras.models import Sequential, Model

from keras.layers import Activation, Dense, Dropout

from keras.layers import BatchNormalization, Input, Lambda
from keras import regularizers

from keras.losses import mse, binary crossentropy

Hanee 3arpy3um Habop peiATMHIOB M Ipeobpa3yeM IONA B IOAXOAALIME THIIBI
[aHHbIX. B HaleM pacriopskeHuy MMeeTCsA BCETo HECKOMIBKO TONei: uaeHTUdMKa-
TOp nonb3oBarens (userID), upeHTudukaTop Ppuabma (movieID), pEATHHT, py-
CBOEHHBII [I0/Ib30BaTe/eM JaHHOMY ¢ubMy (rating), M MeTKa BpeMeHM.

# Barpy3ka OaHHHX

current path = os.getcwd()

file = os.path.sep.join(['', 'datasets', 'movielens data', \
'ratings.csv'])

ratingDF = pd.read csv(current path + file)

# NpeoBpa30BaHMe MOJIeM B MNOOXOAAWME TMUME OaHHHX
ratingDF.userId = ratingDF.userId.astype (str).astype (int)
ratingDF.movield = ratingDF.movield.astype (str) .astype (int)
ratingDF.rating = ratingDF.rating.astype(str) .astype(float)
ratingDF.timestamp = ratingDF.timestamp.apply(lambda x: \
datetime.utcfromtimestamp (x) .strftime ('%Y-%m-%d %H:%M:%S"'))

@®parMeHT JaHHBIX IPUBEIEH B tabn. 10.1.

INopTBepAUM KOMMYECTBO MMEIOLIMXCA YHUKA/IBHBIX MIO/Ib30BATENEN, YHUKA/Ib-
HbIX (pMIBMOB ¥ 06l1jee KOMUYECTBO OLIEHOK, a 3a0HO MOAICYMTAEM CpefiHee KOMu-
YeCTBO OLIEHOK, IIPUXOAALIeecs Ha ONHOrO I0/Ib30BaTEN.

n_users = ratingDF.userId.unique().shape[0]
n_movies = ratingDF.movield.unique ().shape[0]
n_ratings = len(ratingDF)
avg_ratings_per user = n_ratings/n_users
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print ('KonmMyecTBO YyHMKANbHHX [OJb30BaTeNei:', n_users)

print ('KommuecTBO yHMKaNbHEIX OuiIeMOB:', n movies)

print ('OBmee xonMyecTBO pelTMHITOB:', n_ratings)

print ('CpenHee KONMMYECTBO PEMTMHIOB Ha OLHOTO Nojib3oBarend:', \
avg_ratings_per user)

Tabnuya 10.1. Jannvie petimurzos MovieLens

userld movield rating timestamp
0 1 2 3.5 2005-04-02 23:53:47
1 1 29 35 2005-04-02 23:31:16
2 1 32 35 2005-04-02 23:33:39
3 1 47 35 2005-04-02 23:32:07
4 1 50 35 2005-04-02 23:29:40
5 1 12 35 2004-09-10 03:09:00
6 1 151 40 2004-09-10 03:08:54
7 1 223 40 2005-04-02 23:46:13
8 1 253 40 2005-04-02 23:35:40
9 1 260 4.0 2005-04-02 23:33:46
10 1 293 40 2005-04-02 23:31:43
" 1 296 40 2005-04-02 23:32:47
12 1 318 40 2005-04-02 23:33:18
13 1 337 35 2004-09-10 03:08:29

IMonyyeHHbIe pe3ynbTaThl COOTBETCTBYIOT HALIMM OXMUAAHMAM.

KonmuuecTBO YHMKANbHEX Nojib3oBaTenei: 138493
KonmnMuecTBO yHMKANbHHX OMIbMOB: 26744

Obwee kxommuecTBO pedtTuHroB: 20000263

CpenHee KOJIMYECTBO PEMTMHI'OB Ha OLHOTO NOJb30BATENS:
144.4135299257002

CHM3MM CIIOXKHOCTb 3TOro Habopa M YMEHBIUMM €ro pa3Mep, COCpPefOTOYMB
BHMMaHMe Ha NIepBOJI ThICAYE CaMbIX peATHMHTroBbIX GuiIbMOB. B pesynbTate Komu-
4eCTBO OL[eHOK COKpaTuUTcs ¢ ~20 1o ~12,8 MiH.

movieIndex = ratingDF.groupby ("movieId").count().sort_values (by= \
"rating", ascending=False) [0:1000].index

ratingDFX2 = ratingDF[ratingDF.movielId.isin (movieIndex)]

ratingDFX2.count ()
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Kpowme Toro, chopmupyem cnyyaitHyio Boi6opky u3 1000 nonb3oBateneit u oT-
6epeM u3 Habopa AaHHBIE, OTHOCALIMECA TONBKO K 3TUM IIO/Ib30BATENSAM, YTO I10-
3BOJIUT [IOTIO/THUTENBHO CHU3UTh KOIMYECTBO OLEHOK C ~12,8 M/IH 10 BCETro MMIIb
90 213. Takoro KonM4eCcTBa HaM XBaTUT [IA TOTO, YTOOBI IIPOJEMOHCTPUPOBATD,
Kak paboraeT KonmabopaTMBHasA GUIbTPALUA.

userIndex = ratingDFX2,groupby ("userId").count().sort values (by= \
"rating", ascending=False).sample(n=1000, \
random state=2018) .index
ratingDFX3 = ratingDFX2[ratingDFX2.userId.isin (userIndex) ]
ratingDFX3.count ()

ITocne coxpaienns Hab6opa BHINONMHMM INepeMHAEKCALMIO MAEHTU(PUKATOPOB
movieID u userID, 4TO6bI NPUBECTH UX K AUANa30Hy 3Ha4deHmit 1-1000.

movies = ratingDFX3.movielId.unique ()
moviesDF = pd.DataFrame (data=movies, columns=['originalMovieId'])
moviesDF [ 'newMovieId'] = moviesDF.index+1

users = ratingDFX3.userId.unique()
usersDF = pd.DataFrame (data=users, columns=['originalUserId'])
usersDF [ 'newUserId'] = usersDF.index+1

ratingDFX3 = ratingDFX3.merge (moviesDF, left on='movieId', \
right on='originalMovieId')
ratingDFX3.drop (labels='originalMovield', axis=1, inplace=True)
ratingDFX3 = ratingDFX3.merge (usersDF, left on='userId', \
right on='originalUserId')
ratingDFX3.drop (labels='originalUserId', axis=1, inplace=True)

3aHOBO TIIOACYNUTAEM KOINYECTBO MMEIOLINXCA YHUKA/IBHBIX MO/Ib30BaTeNIEN, YHU-
KaJIbHbIX (l)I'UIbMOB n 061uee KO/TMYECTBO OLICHOK, a TAKXKE CpeIHEE KO/TMYECTBO OLie-
HOK, IIpUXoaAlIeeCa Ha OHOI'O II0/Ib30BATE/NA, /11 YMEHBLIEHHOTO Ha6opa AaHHDIX.

n_users = ratingDFX3.userId.unique () .shape[0]
n_movies = ratingDFX3.movieId.unique().shape[0]
n_ratings = len(ratingDFX3)

avg _ratings per user = n_ratings/n _users

print ('KonmuecTBO yHMKaNbHHX NoJab30BaTesen: ', n_users)

print ('KommMuecTBO yHMKaNbHEX ¢uneMoB:', n_movies)

print ('OCwee KONMYECTBO PENTUHIOB:', n_ratings)

print ('CpenHee KONMYECTBO PEMTUHIOB Ha OOHOTO MOjb30BaTensa:', \
avg_ratings_per user)
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HO)I}"-ICHHbIe P€3ynbTaThl IOATBEPIKAAIOT HAIIM OXKMUAAHUA.

KomnuecTBO YHMKANbHEX nonb3oBaTened: 1000

KomnuecTBO yHMKanbHEX ¢unemoB: 1000

Obuwee xoym4ecTBO penTMHrOB: 90213

CpenHee KOJNMYECTBO PEMTMHI'OB Ha OOHOTO mnojb3oBaTensa: 90.213

HaxkoHew, creHepupyeM 13 pefyLMpOBaHHOTO Habopa JaHHBIX TECTOBbII 1 Ba-
JMJALMOHHBIN HabOPBI, KXKMABI U3 KOTOPBIX OyeT comep)aTh 5% AaHHBIX peny-
LIMpOBaHHOrO Habopa.

X train, X test = train test split(ratingDFX3, \
test size=0.10, shuffle=True, random state=2018)

X_validation, X_test = train_test_split(X_test, \
test _size=0.50, shuffle=True, random state=2018)

ITpoBepuM pa3Mepsl TPEHMPOBOYHOTO, TECTOBOTO M Ba/TMALMOHHOrO HabopoB.

PasMep TpeHMPOBOYHOTO Habopa: 81191
PasMep BanMIaumMoHHOro Habopa: 4511
PasMep TecroBOoro Habopa: 4511

Onpeaenenue yHKLUM NOTEpPb: CPeAHEKBaAPaTUYECKARA
ownbka

Temepb MOXXHO MPUCTYNATh K pabOTe C UMEIOLIMMICS FAHHBIMM.

Ipexxpe Bcero co3fafuM MaTpUILy pa3MepoM m X 1, TAie 1 — KONMUYECTBO MO/Ib-
30BaTeeit, a 1 — KOMU4YecTBO ¢punbMoB. JTa MaTpuia 6yzieT pa3pexxeHHOM, mo-
CKOJIBKY ITO/Ib30BATE/M OLIEHMBAIOT /IMIIb He6oMbIyIo YacTb Guabmos. Hanpumep,
MaTpuLa, COOTBETCTBYIOLLAs OFHOM THICAYe II0Ib30BaTe/eN M OfHOV ThICAYe (Pyb-
MOB, cofiep>XuT muiub 81 191 peittunr. Ecu 61 KaXkablit U3 THICAYY IONIb30OBaTe/IEN
OLIEHWU/T KOK/BIN U3 ThICAYY (PMIBMOB, TO MaTpyLa COfiepxKana 6bl OMH MUITMOH
OLIEHOK, HO IO/Tb30BaTe/lM OLIEHMBAIOT B CpPeAHEM /MIUb He6ONMbIIOE TOAMHOXeE-
CTBO (M/IBMOB, IIO3TOMY MbI 6yfieM pacIionaraTb HAMHOTO MEHBLIMM YMCIIOM peli-
THroB. OCTa/IbHBIE 37IEMEHTHI MaTpULbI (pyMepHO 92%) 6YRYyT MMeETb Hy/eBble
3HAa4YCHUA.

# TeHepupOBaHUE TPEHMPOBOYHOM MATPMLE DPEMTMHTOB
ratings train = np.zeros((n_users, n_movies))
for row in X_train.itertuples():

ratings train[row([6]-1, row([5]-1] = row([3]

# BuuMClieHME CTeNeH pa3spexXeHHOCTU TPEHMPOBOUHOM MaTPULH
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sparsity = float(len(ratings train.nonzero() [0]))

sparsity /= (ratings_train.shape[0] * ratings_train.shape(1])
sparsity *= 100

print ('PaspexeHHocTb: {:4.2f}%'.format (sparsity))

CreHepupyeM aHa/IOTMYHbIE MATPUIIbI /IS BA/TMAALMOHHOTO ¥ TECTOBOTO Habo-
POB, KOTOpbIe, KOHEYHO Xe, OYAYT ele 60nee pa3pe>keHHbIMM.

# T'eHepuMpoBaHMe BaNMAALMOHHO! MAaTPMLE PENTHMHTOB

ratings validation = np.zeros((n_users, n movies))

for row in X validation.itertuples():
ratings_validation([row([6])-1, row[5]-1] = row[3]

# T'eHepMpPOBAHME TECTOBOM MATPULE PEMTUHIOB

ratings_test = np.zeros((n_users, n_movies))

for row in X test.itertuples():
ratings_test(row([6]-1, row(5]-1] = row[3]

IIpexxe 4yeM NPUCTYIIUTD K CO3JaHMI0O PEKOMEH/IaTeNIbHOM CUCTEMBI, MBI JJOJDK-
HBI ONIPefleNNTb GYHKIMIO IIOTEPb, KOTOPYIO GyeM MCIIONb30BATD [/Isl OLEHKM Ka-
JyecTBa Mofienu. B xauecTBe TakoBOi BhibepeM cpedHexsadpamuueckyo owmubky
(mean squared error — MSE) mMexxay npeackasaHHbIMU U (aKTUYECKMMM 3Hade-
HUAMM. ITO OFIHA U3 IPOCTENIIMX QYHKIMIL TOTEPh B MALUIMHHOM 06ydeHun. [
Bbruncnenusa MSE HaMm noTpebytoTcs fBa BekTOpa pasmepoM (n, 1], rae n — komu-
4eCTBO NpeACKa3blBaeMbIX PEHTUHIOB, paBHOe 4511 [/ BanupanMoHHoOro Habopa.
Opnun BexTOp 6yReT copiepkaTh GpaKkTUYeCKMe OLeHKH, @ BTOPOif — MpeNCcKasaHus.

Ynnomym paspexxeHHyI0 MaTpUIly PEeTMHIOB AN BaauAALMOHHOro Habopa.
B pesynbTaTe ONMy4uM BeKTOP QaKTMYECKMX OLIEHOK.

actual_validation = \
ratings_validation([ratings_validation.nonzero()].flatten()

Oﬂoprle JKCNepuMeHTbl

ITposeneM ONOpHBI SKCIIEPUMEHT, NpeficKa3aB CPeRHMI peTHHT 3. 5 1A Ba-
MUAALMOHHOro Habopa, 1 Boraucium MSE.
pred validation = np.zeros((len(X validation), 1))

pred validation[pred validation==0] = 3.5

naive prediction = mean_squared error(pred validation, \
actual_validation)
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Iokasarens MSE pna aToro HaMBHOro npefckasanua coctaBun 1. 05. JlanHoe
3Ha4YeHMe MOCTY)XUT TOYKON OTCYeTa.

CpenHekBampaTuyeckas oummbka C MCMNONb30BaHMEM HAMBHOTO MPEACKa3aHuUA:
1.055420084238528

ITpoBepuM, CMOXKEM M MbI YIYYLIMTD Pe3yIbTaThl, €CIM MPEACKAKEM II0/Ib30-
BaTe/IbCKYIO0 OLEHKY 3aflaHHOro GpM/IbMa Ha OCHOBaHMM CPefiHell OLIEHKHM, TIPUCBO-
€HHOJ JaHHBIM I0/Ib30BaTeNeM APYTUM umbMaM.

ratings_validation_prediction = np.zeros((n_users, n_movies))
i=0
for row in ratings_train:
ratings_validation prediction[i]
[ratings_validation_prediction[i]==0] = np.mean(row[row>0])
i+=1

pred validation = ratings_validation prediction \
[ratings_validation.nonzero()].flatten()
user_average = mean_squared error (pred validation, actual validation)
print ('CpenHexBampaTuyeckas omubka C MCIONb30BAHMEM YCPEIOHEHHOH \
noJIb30BaTeNIbCKOM OUeHKMu:', user average)

IMTokasartens MSE ynyummnca go 0. 909.

CpenHekBaJpaTHyeckasa omwmBKa C MCHOJIb30OBAaHMEM YCPEIOHEHHOM!
nojb30BaTenscKom oueHkm: 0.9090717929472647

Teneps maBaiiTe NpeAcKaXKeM IIO/Ib30BATENbCKYIO OLIEHKY 3alaHHOrO Quabma
Ha OCHOBAHMM CPETHEro 3HaYeHWs PETUHIOB, IPUCBOEHHBIX JaHHOMY QUIbMY
OCTa/TbHbIMY NO/Ib30BATEIAMMU.

ratings_validation_prediction = np.zeros((n_users, n_movies)).T
i=0
for row in ratings_train.T:
ratings_validation prediction([i] \
[ratings_validation prediction[i]==0] = np.mean (row[row>0])
i+=1

ratings_validation_prediction = ratings validation prediction.T
pred validation = ratings_validation prediction \
[ratings_validation.nonzero()].flatten()
movie average = mean_squared error (pred validation, actual_
validation)
print ('CpenHexBagpaTmueckas ouuMbKa C MCMOJIb30BAHMEM YCPEOHEHHO! \
oLUeHKM (uneMa mpyrumu nones3oBaTenamu:', movie average)
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ITpu TakoM noaxopne nokasatenb MSE coctaBun 0. 914, yTo 671M3KO0 K pe3ynbTa-
Ty IPEABIAYLIErO 3KCIIEPUMEHTA.

CpenHekBagpaTyyeckas owmbKa C MUCIOJNb30BaHMEM YCPEeOHEHHOM OLEeHKM
buneMa gpyrummu nonbzoBaTenamu: 0.9136057106858655

MatpuyHaa ¢pakTopusauus

ITpesxme 4eM NPUCTYIUTD K IOCTPOEHNIO pEKOMEH/ATE/IbHOM CUCTEMbI Ha OCHO-
Be RBM, cospanum nogo6HyIo cHCTeMY, MCTIONB3YS MAMPUUHYI0 paKmopusayuo —
OfMH M3 Hambo/ee YCNEMHbIX M MOMYAAPHBIX aTOPUTMOB KO/MIabOpaTUBHOIM
bunpTpanvy Ha cerofHAWHMI AeHb. IIpu TakoM mopxone MaTpuua “NONB30Ba-
TeNb — 06bEKT” pas/IaraeTcsa Ha ABa MHOXUTENA. [/ NpeicTaBNIeHNMA I0/Ib30BaTe-
71eit ¥ 06'beKTOB IIPUMEHAIOTCS JIATEHTHBIE IPOCTPAHCTBA MEHbILEN Pa3MEPHOCTH.

ITyctb MaTpuua R npencrasnseT m nonb3oBaTeneit u n 06bekToB. B pesynsrare
bakTopu3anuy OMyYNM IBE MaTPHULIbI MeHblueit pasMepHocTy, H u W, roe H —
MaTpuija pasmMepoM “m monb3oBareneit” X “k pakTopoB”, a W — MmaTpuia pasme-
poMm “k dpakTopoB” X “n 06EKTOB”.

PeiiTMHIM BBIYMC/IAIOTCA NOCPEACTBOM ONEpalMy MATPUYHOLO YMHOXKEHWS:
R=HW.

Yucno ¢akTopos k onpefenseT eMKOCTb MOZIE/TH, KOTOpast BO3PACTAET C YBE/HU-
deHyeM k. [ToBbILIasA eMKOCTD, MBI MOXKEM YITYYIIMTH MEPCOHATN3ALMIO PEMTUHTIO-
BBIX TIPEfCKa3aHMil 1A MONb30BaTe/el, HO MPY CIMIIKOM BBICOKMX 3HAa4eHUAX k
Mopens 6yner nepeoby4aTbes.

Bce 310 BomKHO 6BITH BaM 3HaKOMO. Moyie/tb MaTpi4HOIt pakTOpU3anuyu obyda-
eTcsl IpeiCTaB/IEeHNAM NOb30BaTeNeN M 06BEKTOB B IPOCTPAHCTBE H0/ee HUBKOIA
Pa3aMepHOCTH U CTPOUT NPOTHO3BI, 6a3UPYACh Ha STUX HOBBIX NPEACTABICHUSAX.

0auH dakTop

Haunem c¢ mpocreitmest ¢popMbl MaTpu4HOM (aKTOpyM3aLyy, KOIa MMEETCs
Bcero ofyuH ¢akrop. [Ina hakTOpM3aLuu MaTpUL] MbI BOCIIONIb3YeMCSI CPEACTBAMM
6ubnuorexu Keras.

ITpesx/ie Bcero Mbl TOMKHBI ONPENENNTD Ipad, BXOROM KOTOPOTO CITYXKaT {Ba BEK-
TOpa — OfHOMEPHBIif BEKTOP MO/Tb30BATENEl ¥ OGHOMEPHBIN BEKTOP QUIBMOB, —
VICIIO/Ib3yeMble [/ CO3aHMUA COOTBETCTBYIOLIMX BIIOXKEHMIL. 3aTeM 3TH B/IOKEHUA
ynnowaiorcs. [lasee Mbl reHepupyeM BBIXOFHOE IPOM3BEEHIE BEKTOPOB, BHIYMC-
NAA CKa/lApHOe NpOM3BefieHMe BEKTOPA NO/Ib30BaTeNelt M BekTopa ¢uabMoB. s
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MUHMMM3auMKu QYHKIMM TOTepb, ONMpefeNsdeMoil Kak mean squared error
(cpemHexBagpaTHyeckas omnbka), NpMMeHUM onmumusamop Adam.

n_latent factors =1

user input = Input(shape=[1], name='user')
user_embedding = Embedding(input_dim=n_users + 1, \
output dim=n_latent factors, name='user_ embedding') (user_input)
user _vec = Flatten(name='flatten users') (user_embedding)
movie input = Input(shape=[1], name='movie')
movie embedding = Embedding(input dim=n movies + 1, \
output_dim=n_latent factors, name='movie_embedding') (movie_input)
movie_vec = Flatten(name='flatten movies') (movie_embedding)

product = dot([movie_vec, user_vec], axes=l)
model = Model (inputs=[{user input, movie input], outputs=product)
model.compile('adam', 'mean_squared error')

O6yuuM Mopenb, MOAAB Ha BXOA BEKTOPHI I0/Ib30BaTerIelt M GMIbMOB U3 TPEHN-
poBoYHOro Habopa AaHHbIX. B npouecce o6y4yenns momenu Mo 6yaeM OLeHMBATDb
ee Ha BaluAalMOHHOM Habope. [Tokasarens MSE 6yneT BEIYMCIATHCA OTHOCUTEND-
HO MMEKOIIMXCA PENTHHIOB.

MB51 06y4nM MOfieNb Ha IPOTSAKEHMM CTa SMOX M COXPAHMM MCTOPUIO Pe3y/IbTa-
TOB TPEHMPOBKM M BalTMAALNM, TOC/IE YETO MOCTPOUM rpadux.

history = model.fit (x=[X train.newUserId, X train.newMovieId], \
y=X_train.rating, epochs=100, \
validation_data=([X_validation.newUserId, \
X validation.newMovielId], X validation.rating), \
verbose=1)

pd.Series (history.history['val loss'][10:]).plot (logy=False)
plt.xlabel ("3noxa")

plt.ylabel ("Ounbxa Bamumaummn")

print ('MuammaneHas MSE:', min(history.history['val loss']))

PesynbraThl npepcTaBnenst Ha puc. 10.1.

B cmyyae maTpu4HoOIt hakTOpM3anum ¢ OfHUM HaKTOPOM MMHMMA/ILHOE 3Haye-
Hyue MSE coctaBuno 0.796. 3TOT pe3ynbrar nydile 110 CPABHEHMIO C IIO/IXO/laMM,
OCHOBAHHBIMM Ha YCPeHEH!M OLIEHOK IT0 TTO/Ib30BaTeNAM U GUIbMaM.

ITpoBepuM, ynacTca M HaM yTY4IIMTb Pe3yNbTAT, €CIM Mbl YBEINYNM KOMU-
4eCcTBO (PaKTOPOB (T.€. EMKOCTb MOJIENN).
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MuHMManbHas MSE: 0.7962130332067097
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Puc. 10.1. Ipadux MSE sanudayuonHozo Habopa c ucnonv3osamuem
mampuyHoii paxmopusauuu u 00Hozo0 paxmopa

Tpu pakTopa

Ha puc. 10.2 npencraBneHsl pe3ynbTaThl, COOTBETCTBYIOLIME UCIIONb30BAHUIO
Tpex $paKTOpOB.

MuxmManeHasg MSE: 0.7754676667318934
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Puc. 10.2. Ipagux MSE sanudayuonHozo Habopa ¢ ucnonv3osaruem
mampuunoti paxmopusayuu u mpex gaxmopos

MuunnmansHoe 3Hauenue MSE cocraBuno 0. 775, 4To nydlue, 4YeM B ClTydae Of-
Horo ¢akTopa.
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Matb pakropos

HakoHel;, HOCTpOMM MOf€/Nb MATPUYHOI HaKTOPU3ALINM, UCTIONB3YA NATH Bak-
Topos (puc. 10.3).

MyHymansHaa MSE: 0.7725457164195286
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mampuuHoti paxmopusayuu u namu Haxmopos

MunumanbHoe 3HayeHne MSE He yry4immocs, a nocie npoxoxxieHus npmumep-
HO 20 310X NMOSABM/IUCD ABHbIE IPM3HAKM NepeobydeHns: ommnbka BamMaaLMu OC-
TUTaeT MUHMMYMQ, a 3aTeM HauMHaeT pacTy. [lanbHeitniee yBeIuYeHNE EMKOCTH
MOJIE/IM He JaCT HUKAKOTO CYILeCTBEHHOTO yTy4lIeHUs.

KonnabopatusHaa ¢punbrpanua c ucnonb3osaHnem RBM

Bepnemcs x Mopenu Ha ocHoBe RBM. BcrmoMHuTe, 4TO B OTpaHMYe€HHOM MalllHe
BonbiimMana MMeeTcs ABa C/1OsA: BXOJHOM/BUAMMBIIA M CKpbIThINA. HelipoHs! KaXaoro
13 3THX C/I0€B CBA3aHbI C HE{POHaMM APYTUX C/IOEB, HO He C HelfpOHaMy COOCTBEH-
HOro c/10s. VIHBIMU C/IOBaMM, BHYTPUC/IOAHbIE CBA3M OTCYTCTBYIOT — 3TO U €CTh
ozpanuvumenvuoiti sneMentT RBM.

Jlpyroe BaxHOe cBoitcTBO RBM 3akimiogaeTcs B TOM, YTO CBA3b MEXAY CIOAMMU
OCYILeCTB/IAETCA B 060MX HalpaB/IeHNMAX, a He TONMBKO B ofHoM. Hanpumep, B aBTO-
KOAMPOBILMKAX HEPOHBI COOOLIAIOTCA CO CIEAYIOLIMM CIOEM, TepeaBas uHGop-
MaLMIO TONBKO B HaIlpaB/IeHM! NpAMOro pacnpocrpanenus. B RBM neitpons! Bu-
JMMOTO C/1051 COOOILAIOTCS CO CKPITBHIM C/I0€M, IIOCTIE YETO CKPBITHII C/I0j NepefaeT
uHOpMaLMIO B 06PaTHOM HanpaB/lIeHNM BUAUMOMY C/I0I0, ¥ 3TOT IPOLIECC IOBTO-
pAeTcsa MHorokpaTtHo. RBM ocymecTBnseTr 06MeH AaHHBIMM MEXAY BUAVMBIM U
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CKPBITHIM CTIOSIMM B IIPAMOM ¥ 06PaTHOM HanpaB/IeHUH, CTPEMACh CPOpMUpOBaTh
TaKyIo IIOPOX/AKOIIYI0 MOJIE/Ib, B KOTOPO BBIXOIHbIE PEKOHCTPYKLMM CKPBITOTO
C/I0A COBNAZIAIOT C OPUTMHAIBHBIMU BXOJAMMU.

Takum 06pa3oM, orpaHudeHHasA MalnHa BonbiMaHa nbiTaeTcA cO3AaTh IOPOXK-
AAIOLLYI0 MOJIE/Ib, KOTOPas MO3BO/AET MPEACKa3bIBaTh, IOHPABUTCA /U MO/Ib30Ba-
Tenmo ¢GuIbM, KOTOPBIiA OH ellle He BU/EN, HA OCHOBAaHMY CXOACTBA 3TOro ¢puiabMa
¢ ApyrumMu GuIbMaMy, yXKe OLleHEHHBIMY NO/Ib30BATENIEM, @ TAK)KE Ha OCHOBaHUM
TOr0, HaCKO/IbKO IPEATIOYTEHNA MONb30BATeNA 6/IM3KM K NPEATIOYTEHNAM APYTUX
II0/Ib30BATENIeN, YKe OLEHUBLIMX JAHHBIA QUIBM.

Bupumbiit cnoin 6yne'r MMeETb X HEPOHOB, Iie X — KO/MN4ecTBO GpMILMOB B Hab60-
pe maHHbIX. KaXxab1it HeitpoH 6yeT cojep)kaTh HOPMaTN30BaHHYIO OLIEHKY, 3Hae-
HUA KOTOPOJ HaXxoAsATcs B AuanasoHe oT 0 fo 1, rae 0 o3HayaeT, 4TO MONIb30OBATENb
He BuAeN AaHHbIA ¢uabM. YeMm 6mmoke HOpManM30BaHHOE 3HaYeHMe OLIEHKM K 1,
TeM BepOATHee, YTO [I0/Ib30BATE/I0 MOHPAaBUTCA (MIbM, IPEACTAB/IAEMbI JaHHBIM
HepOHOM.

HeitpoHs! BuguMoro ciosi 6yayT nepefaBaTb MHQOPMALMIO B CKPBITBIN CTIOiA,
KOTOPBIN OyAeT NbITaTbcsA 06Y4MTHCA 6a30BbIM NaTEHTHBIM IIPU3HAKAM, XapaKTe-
PUSYIOILMM NPEATIOYTEHNSA TI0/Ib30BATENEN.

OrpaHuyeHHYI0 MalMHy BonbliMaHa ellle Ha3BIBAIOT CUMMEMPUHHBIM 08Y00b-
HbIM 08YHANPABEHHBIM 2DAPOM, IOCKONBKY TaKOM rpad COlepXXUT ABa C/I0A Y3/IOB,
rfe KOXK/blit BUAMMBIIA y3€T CBA3aH C KKABIM CKPBITBIM Y3/10M ¥ 06OMeH JaHHBIMM
IIPOMCXOIUT B ABYX HallpaB/IEHUAX.

ApxuteKkTypa HeilpoHHOW ceTn Ha ocHoBe RBM

B Haieit pekoMeHAATeNbHOM cUcTeMe QUIBMOB MMEETCS MaTpylia pa3MepoM
m X n c m nonb3oBarenamu u n punbmamu. [Jnsa o6yuenus RBM Mel nepenaeM Heit-
POHHOI CETH NaKeT C AAHHBIMY O k II0/Ib30BATE/NAX M IPEAOCTABIEHHBIX UMM peli-
THHIax 1 GUIBMOB M TPEHUPYEM €€ B Te4eHMeE ONPENieICHHOrO KOMMYECTBa INOX.

Kaxpslit BXOR X, IepefaBaeMblil HEfPOHHOM CETH, NMPEACTAB/AET PENTUHIOBbIE
TNIpeANoYTEHNS OFHOTO MO/Ib30BATENA V1A BCeX 1 GUIBMOB, e n paBHO 1000 B Ha-
weM npuMepe. [103ToMy BUAMMBIIA CTIOM COREPXUT 1 Y3/I0B, 110 ORHOMY Ha KaXK/[bIi
¢unpMm.

MbI MOXXeM 3aAaTh KOTIMYECTBO Y3/I0B B CKPBITOM CTI0€, KOTOpOoe 0ObIYHO GyaeT
MeHbllle, YeM B BUAMMOM CTI0€, YTOObI 3aCTaBUTh CKPBITBIN C/I0M 06y4aThcsa Ham6o-
Jlee CYLIleCTBEHHBIM acIIeKTaM BXOAHBIX JAHHBIX HACTONBKO 3 EKTUBHO, HACKO/b-
KO 3TO BO3MOXXHO.

Kasxzipiit BXOZHOM BEKTOP ¥, YMHOXXa€eTCsl Ha COOTBETCTBYIOLMIA eMy Bec W. ITum
BecaM 00y4aloTCA COeMHEHMs, CBA3BIBAIOLIME BURMMBIN C/IOV CO CKPBITBIM C/IOEM.
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3areM NOTy4eHHOE IIPOU3BENIEHME CYMMMUPYETCA C BEKTOPOM CMELLIEHUA CKPBITOTO
cnos, h,. lo6apnenue CMeIieHNA rapaHTUPYET 3alyCK N0 KpaiiHeli Mepe YacTH Hell-
poHOB. Pesynbrat Boipaxkenus W * v, + h, nepenaercs pyHKIMy aKTMBaLMK.

Mlanee Mb1 popMupyeM BbIGOPKY BBIXOAOB, TEHEPUPYEMYIO ITyTEM CEMNAUPOBA-
Hust no Iu66cy. Jpyrumu cnoBamm, pe3yNbTaTOM aKTMBALMy CKPHITOTO C/IOS CTa-
HOBAITCA OKOHYaTe/lbHble BBIXO/bI, TeHepUpyeMbie cToxacTuyeckyu. ClTy4aifHOCTDb
CIIoco6CTByeT MOCTPOEHMIO 60/Iee IIPOM3BOAMTENBHOM M HaZIeXXHON IOPOXKAAI0-
11ie¥ MOJIeNN.

ITocne 3Toro BHIXOA IM66COBCKOTO CEMITMPOBaHMSA, h, IPOMyCKaeTcA depes
HePOHHYIO CeTb B NMPOTMBOIIO/IOXXHOM HANpaB/IeHMN B paMKax IpoOLecca, MOmy-
4MBIIETO Ha3BaHUe o6pammHoe pacnpocmparerue owubky. AKTUBALIMY, TIOTyYeH-
Hble TTyTeM pacIpOCTPaHEeHUs pe3y/IbTaTOB r’MO6COBCKOrO CEMIUIMPOBAHUA B NPA-
MOM HanpaeneHuu, IEPENAIOTCA CKPHITOMY C/I0I0 M YMHOXXAIOTCS Ha Ty XK€ MaTpuuy
BecoB W, 4TO 1 paHblue. 3aTeM Mbl NpubaBiIAeM K IIPOU3BEEHMUIO HOBBI BEKTOP
CMeLIeHUs BUAUMOTO C/IOS, V.

Pesynbrar Brpaxenus W * h + v, mpomyckaeTcs 4epe3 QyHKIMIO aKTUBALUH,
TI0C/Te Yero BBIMO/THAETCA CeMIUIMpoBaHye 1o [M66cy. BrixomoM cTaHOBUTCA Bek-
TOp V,, KOTOPbIA 3aTeM MepefjaeTcsi BUAUMOMY C/IOK0 B KayeCTBe HOBOTO BXOAa
¥ BHOBb IIPONTYCKAETCA Yepe3 HEPOHHYIO CEThb B IPSIMOM HalpaB/IeHUM.

RBM BBINONHAET CEpUIO IPOXOAOB B MPSAMOM M 0OpaTHOM Hampap/ieHuy, o6y-
4asCch ONTMMAIbHBIM BECaM, KOTOPble MOTYT MPUBECTHM K MIOCTPOEHUIO HAZIEXXHOMN
nopoxparomei mogenu. OrpaHuveHHble MalIMHbI BonblMaHa — IeEpBBIA THUII
MOPOX/AAIOIIMX MOfMENel, KOTOPbIiA MBI MCCIeAyeM. BbIMonHAA ceMmMpoBaHue
no [u66cy 1 MHOrOKpPaTHyI0O TPEHMPOBKY BECOB C IIOMOILbIO ITPOLIECCOB IPAMO-
ro u obpatHoro pacmpocrpaHeHus, RBM mbiTaeTcss 06y4nThCA pacnpedeneruro
seposmHocmeti OLleHOK BO BXOHBIX faHHBIX. B wactHOoCcTH, RBM MUHMMMU3UpYeET
paccmosnue Kynvbaxa — Jleiibnepa, KOTOpoe CTy>KUT MePOi1 PaCXOXAECHUA MEXTY
Pa3sTMYHBIMMU pacnpeneeHNAMM BepoOATHOCTel. B Hamem cmydyae RBM munumu-
3UpYeT pacXoXXAEHUE MEXJY pacrpefie/ieHueM BEpPOATHOCTEN PEKOHCTPYMPOBaH-
HBIX ¥ BXOJHBIX JaHHBIX.

VrtepaTnBHO NepeHacTpanBas Beca B HeitpoHHOI ceTit, RBM o6yqaercs anpok-
CMMMpPOBaTb OPUIMHa/IbHbIE JaHHbIE HACTONIBKO TOYHO, HACKO/IBKO 3TO BO3MOXXHO.

OrpaHudeHHble MalMHbI BonbiMaHa, 06y4eHHbIe 3TOMY HOBOMY pacIpepene-
HMIO BEPOSATHOCTEN, CIOCOOHBI TeHEpMPOBATh IPOTHO3BI B OTHOLIEHMM PaHee He
BCTpeYaBUIMXCA AaHHBIX. [IpoekTHpyeMas Hamu ceTb GyAeT NBITaTbCA MpefCKa-
3bIBaTh peiiTMHIY GUIBMOB, KOTOpbIE IIO/Ib30BATENb ellle He BUIeN, HA OCHOBAaHUM
CXOJ[CTBa JaHHOTO I10/1b30BaTE/A C OCTA/NIbHBIMM MOIb30BATE/NAMM Y OLIEHOK (U/Ib-
MOB, NOTY4EHHBIX OT APYIMX [107Ib30BaTENE.
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Co3panue knacca RBM

KoncrpykTopy kmacca RBM nepefaeTcsi HECKONbKO IAapaMeTPOB, a MMEHHO:
pasmep Bxoga RBM (input_size), pasmep Bhixopa (output size), ckopocTsb
obydennsa (learning rate), KomuuecTBO 3mo0x obydeHus (epochs) u pasmep
TNIaKeTOB, MCIIONb3YEeMBIX B Ipoliecce obyyenns (batch size).

MBI TakKe CO3[jaiMM Hy/IeBble MAaTpULbl A/I1 BECOB ¥ BEKTOPOB CMEILEHUIA
CKPBITOTO ¥ BUAMMOTO C/IOEB.

# Onpenenenme kylacca RBM
class RBM(object):

def _ init_ (self, input_size, output size, learning rate, \
epochs, batchsize):
# Ompenenenue runeprnapaMeTpoB
self. input size = input_size
self. output size = output_size
self.learning rate = learning rate
self.epochs = epochs
self.batchsize = batchsize

# MHuMuManMsauMa BECOB M CMeUEHMI HyJIEBEMM MaTpuLamm

self.w = np.zeros([input_size, output size], "float")
self.hb = np.zeros([output size], "float")
self.vb = np.zeros([input_size], "float")

Mlanee onpenenum GYHKIMM ANsA Nepefadyy AaHHBIX B IPAMOM ¥ 0OpaTHOM Ha-
IpaB/IEHNAX Y CEMIIMPOBaHNS JaHHBIX B IPOLIECCe MPOXOXKAEHMS STUX ITAIOB.

BoT kak BIrNAAMT QYHKUMA A1 epefady JaHHBIX B MPSIMOM HalpaB/leHUU
(h 0o603Ha4aeT CKPBITHIN CTIO¥, @ V — BUAVIMBII).

def prob_h given v(self, visible, w, hb):
return tf.nn.sigmoid(tf.matmul (visible, w) + hb)

AHanornyHas QyHKUMA AIA Nepefady JaHHBIX B 0OpaTHOM HarpaB/IeHMY Bbl-
I/IARUT TaK.

def prob v_given h(self, hidden, w, vb):
return tf.nn.sigmoid(tf.matmul (hidden, tf.transpose(w)) + vb)

OyHKuMA CEeMIUTMPOBAHUA MMEET CIEAYIOLINIA BUA.

def sample_prob(self, probs):
return tf.nn.relu(tf.sign(probs - \
tf.random uniform(tf.shape (probs))))
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Temepb HaMm HyXHa (yHKUMSA, peanusylolmas npouecc 06ydenus. ITockombky
MBI 1crionb3yeM 6u6mmoTexy TensorFlow, Mbl ipexkie Bcero IO/KHBI CO3AATh 3aMe-
cturenu g rpaga TensorFlow, koTopbie BiocnencTeuy 6yayT NpUMeHATbCA IIpK
nepepaye faHHbIX ceaHcy TensorFlow?.

Ham noTpe6yioTcs 3amMecTUTeNN A/l MaTPUIIbI BECOB, @ TAKXKE BEKTOPOB CMellle-
HMI CKPBITOTO ¥ BUAMMOTO c/ioeB. KpoMe Toro, Mbl JO/DKHBI MHUIMATU3UPOBATb BCE
3TU 3aMECTUTENN HY/IeBBIMY 3HaYEHMAMM, a TAKOKe CO3[aTh OMH Habop /s XpaHe-
HUA TEKYLIMX 3HAYEHUI U ellle OfYH — LA XpaHeHUA NPeAbIAYIMX 3HaYEHUIA.

def train(self, X):
_w = tf.placeholder("float", [self. input_size, \
self. output_size])
tf.placeholder("float", [self. output size])
tf.placeholder("float", [self._ input_size])

hb

vb

prv_w = np.zeros([self. input_size, self. output_size], \
"float")

prv_hb = np.zeros([self. output size], "float")

prv_vb np.zeros([self._input_size], "float")

cur_w = np.zeros([self._input_size, self. output_size], \

"float")
cur_hb = np.zeros([self. output size], "float")
cur_vb = np.zeros([self. input_size], "float")

Ewte HaM Hy>XeH 3aMeCTUTeNb A/ BUANMOTO cnos. CKpBITHI cnovt popMupyer-
Csl Ty TeM YMHOXXEHUA MaTPULIbI BUAMMOTO C/I0s Ha MATPMITY BECOB U IpubaBIeHNs
K IIOTy4eHHOMY Pe3y/IbTaTy BEKTOpa CMEILIEeHUIt CKPBITOTO C/IOA.

v0 = tf.placeholder("float", [None, self. input_size])
h0 = self.sample prob(self.prob h given v(v0, _w, _hb))

B niporiecce 06paTHOTO pacrpocTpaHeHMs OMOKM MbI 6epeM BBIXOJ| CKPBITOTO
CN10s1, YMHOXKaeM €ro Ha TPaHCIIOHMPOBAaHHYIO MaTPHMIIY BECOB, KOTOPast UCIIO/Tb30-
Ba/Iach B IIpoLjecce IPAMOro paclpoCTpaHeHus, ¥ Npubas/iseM K IIOTy4eHHOMY pe-
3y/IbTaTy BEeKTOpP CMelleHnit BuaumMoro cnosA. [logyepkHeMm, 4To B mpoueccax mps-
MOTO ¥ 06paTHOTO pacpoCTpaHeHMA UCTIONb3YETCs OffHA M Ta XK€ MaTpylia BECOB.
3aTeM MbI BHOBb IIOBTOPAEM MPOLIECC NPAMOrO pPaCHIpPOCTPaHEHMA.

vl
hl

self.sample prob(self.prob_v_given_h(h0, _w, _vb))
self.prob h given v(vl, _w, _hb)

2 3toT npumep opueHTHpoBaH Ha TensorFlow 1.x. — ITpumey. peo.
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Beca 06HOBNAIOTCA C NMpUMeHEHMEM KOHTPAaCTMBHONM AuBepreHumm®. Kpome
TOTO, MBI OnpefienieM MSE B kauecTBe Mepbl OIMOKM.

positive _grad = tf.matmul (tf.transpose(v0), h0)
negative grad = tf.matmul (tf.transpose(vl), hl)

update w = w + self.learning_rate * \
(positive grad - negative grad) / \
tf.to_float (tf.shape(v0) [0])
update_vb = vb + self.learning rate * \
tf.reduce mean(v0 - vl, 0)
update_hb = hb + self.learning rate * \
tf.reduce mean(h0 - hl, 0)

err = tf.reduce_mean(tf.square(v0 - vl))

BbINo/NHUB yKasaHHbIe [Ie/ICTBUA, MBI IIOATOTOBMINCE K TOMY, YTOOBI MHMLIMA-
nn3upoBaTh ceaHc TensorFlow ¢ MOMOLIBIO TOMBKO YTO CO3AHHBIX IIEPEMEHHBIX.

Kax Tonbko 6ymeT BBINOMHEH BbI30B SESS.run, Mbl CMOXXEM HayaTb MPOLIECC
o6y4yeHns HepOHHOM CeTH, IepefiaBas eit makeTsl faHHBIX. Ha sTane o6yyenus
MBI ieflaéM IPOXO/bI B IPAMOM M 06paTHOM HaNpaB/IeHNAX, a OTPaHMYEHHAs Ma-
mvHa BonbiiMana 06HOB/NAET Beca Ha OCHOBaHMM CPaBHEHMsI CTe€HEPUPOBaHHbIX
MAHHBIX C UCXONHBIMM BXOLHBIMY JAHHBIMU. MBI 6y/ieM BEIBOIUTD OIUMOKY PEKOH-
CTPYKLVM /I KQXK/0M SIOXM.

error_list = []
with tf.Session() as sess:
sess.run(tf.global variables_initializer())

for epoch in range(self.epochs):
for start, end in zip(range(0, len(X), \
self.batchsize), \
range (self.batchsize, len(X), \
self.batchsize)):
batch = X[start:end]
cur_w = sess.run(update w, feed dict={v0: batch, \
_W: prv_w, _hb: prv_hb, _vb: prv_vb})
cur_hb = sess.run(update_hb, feed dict={v0: \
batch, _w: prv_w, _hb: prv_hb, _vb: prv_vb})

* na mony4eHus 6onee noxpo6Hoi nHPOpMaLyu 110 3TOM TeMe obpaTuTech K craTbe On Contrastive
Divergence Learning (http://bit.ly/2RukFuX).
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cur vb = sess.run(update vb, feed dict={v0: \
batch, _w: prv_w, _hb: prv_hb, _vb: prv_vb})
prv_w = cur_w
prv_hb = cur_hb
prv_vb = cur_vb
error = sess.run(err, feed dict={v0: X, _w: cur_w, \
_vb: cur vb, hb: cur hb})
print ('3noxa: %d' % epoch, \
'oumbka pekoHcTpykumm: %f' % error)
error_list.append(error)
self.w = prv_w
self.hb = prv_hb
self.vb = prv_vb
return error_list

TpeHMpoBKa peKOMeHAaTeNbHOM CUCTEMBI C UCNONb30BaHNEM
RBM-mogenu

Nnsa o6y4enus RBM mbl cosgapum MaccuB NumPy inputX Ha ocHoBe Mar-
puubl oneHok ratings_train u mpeo6pasyeM ero sHaueHMs B BellleCTBEHHbIE
uyucna Tuna float32. Mbl onmpegenum orpannyeHHylo MalnHy bonbiMana ¢ pas-
MEPHOCTAMM BXOfla ¥ BbIXOAa, paBHbIMM 1000, 3agagum ckopocTb o6ydenus 0.3
M NIPOBEMIEM TPEHMPOBKY Ha MpoTsHkeHMM 500 310X ¢ NpUMEHEHMEM TTAKETOB pas-
mepoM 200. 3TO Bcero nuuIb IpeABapUTEIbHBIA BapMaHT BbIOOpa MapaMeTpOB.
XenatenbHo, YTOObI BBl IPOBENN COOGCTBEHHbIE SKCIIEPUMEHTSI A/IA IIOMCKa 6onee
ONTMMATbHBIX 3HAYEHNU TapaMeTpPOB.

# Hauano TpPeHMPOBOYHOIO LMKIA
# lpuBenmeHue MaccuBa inputX k Tmny float32

inputX = ratings_train
inputX = inputX.astype(np.float32)

# OnpeneneHue napaMeTpoB RBM
rbm = RBM(1000, 1000, 0.3, 500, 200)

Haunem TpeHUpOBKY.

rbm.train (inputX)
outputX, reconstructedX, hiddenX = rbm.rbm output (inputX)

Ipaduk omnbok peKOHCTPyKLMM NIpHBEAEH Ha puc. 10.4.
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Puc. 10.4. Ipagux owubok pexoncmpyxyuu RBM

C yBenM4eHMeM J/IMTENbHOCTH TPEHMPOBKY 3Ta OLIMOKA PEKOHCTPYKIMM O6bIY-
HO yMEHbBIIAETCA.

A Terepb MCTIO/Ib3yeM O6Y4EHHYIO MORENb A/IA NIPefCKa3aHNs PeHTUHTOB GUIIb-
MOB Ha OCHOBE Ba/IM/JaLiIOHHOTO Habopa (KOTOpBI/ BK/IIOYAET TeX e NM0/Tb30BaTe-
JIeiA, YTO M TPEHMPOBOYHBII Ha6OP).

# lpenckas3aHyMe PEMTMHIOB IS BaluAaUMOHHOTO Habopa
inputValidation = ratings_validation
inputValidation = inputValidation.astype (np.float32)

finalOutput validation, reconstructedOutput validation, _ =\
rbm.rbm output (inputValidation)

ITpeo6pasyem npenckasanus B MaccuB 1 Borancamm MSE oTHocUTeNnbHO MCTUH-
HbIX OLIEHOK Ba/IMAALIMOHHOro Habopa.

predictionsArray = reconstructedOutput validation
pred validation = \
predictionsArray[ratings_validation.nonzero()].flatten()
actual validation = \
ratings validation([ratings_validation.nonzero()].flatten()

rbm prediction = mean squared error(pred validation, \
actual validation)
print ('CpenHekBampaTuyeckas owmbKa C MCIOJb30BaHMEM \
npencka3auua RBM': rbm prediction)

BoiBenieM nokasatens MSE 1s BanuaanmoHHoro Habopa.

CpepHekBagpaTuyeckas oumdka C MCNOJb30BaHMEM NpenckaszaHus RBM:
9.331135003325205
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Iony4yenHoe sHayeHue MSE MoXeT CTy>XMTh B KadeCTBE OTIIPABHOM TOYKM, U
BITO/THE BEPOATHO, YTO €I0 MOXCHO Y/ITY4IINTb, IPOBENA JONOHUTENbHBIE IKCIIEPH -
MEHTBI.

Pe3iome

B 3T0if I/1aBe MBI MCCNIeAOBaMM, Kak paboTaloT orpaHMYeHHble MalIMHbl Bosb-
IIMaHa, ¥ MPUMEHUIN UX [/IA CO3LaHUA PEKOMEHJATENbHOM CUCTeMbl GpUIbMOB.
ITocTpoeHHass HAaMM CUCTeMa 06y4anach pacrpefie/IcHNI0 BePOATHOCTEN PETHH-
rOB Ha OCHOBaHMY MMEIOIVXCS OLIEHOK, MPUCBOEHHBIX JAHHBIM MO/Ib30BATENEM U
APYTMMH TIO/Ib30BATENAMY CO CXOKUMM NpeanoyTeHnamu. O6yueHHas HeitpoHHas
ceTb mpuobpena cnoco6HOCTb MpeACKa3bIBaTh PEATHHIM UIBMOB, KOTOPbIE €lle
He 6bI/IM MPOCMOTPEHBI MIOIb30BATE/LAMM.

B rnaBe 11 Mb1 6yneM co3faBars ITy60Kue ceTi AoBepus MyTeM GOPMUPOBAHUA
KacKajla OTpaHMYeHHBbIX MaluMH Bo/blIMaHa M NMPMMEHATDb MX [UIA PellleHUs ellle
60rtee CTIOXHBIX 3afia4 Ha OCHOBe 06y4eHNs 6es yumrens.
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TNABA 11

06HapyxeHne NPU3HAKOB C NOMOLLbIO
rny6okux ceteit foBepus

B rmaBe 10 MBI MccefoBany orpaHuYeHHble MauMHbI BonbMana (RBM) u mc-
TNONIb30Ba/IN UX O/IA TIOCTPOEHMUs peKOMeHOaTeNbHOM cUCTeMBI PpuabMOB. B 3TOM
I7IaBe Mbl 06beAMHIM Heckonbko RBM B Kackaj Ans co3maHmus 2ny6okoii cemu 00-
sepus (deep belief network — DBN). BriepBbie Takos Tun ceTeit ObII peaIOXKeH
Mxeddpyu XuHTOHOM U3 yHMBepcuTeTa TopoHTO B 2006 rony.

B RBM umeercst Bcero ABa C/os: BUAMMBIN M CKPBITBIA. [IpyrMMu crnoBamu,
3TO MeJ/IKass HeitpoHHaA ceTb. [/myboKue ceTu JoBepusa 006pa3yloTCs U3 MHOXECTBA
RBM: ckpbITblit c1oit ogHoit RBM cimy>kuT BUAMMBIM CTIO€M CrIefyoiei. B pesynb-
taTe DBN mpeBpauiaeTcs B ry6oKyIo HeifpOHHYIO ceTb. OTO IepBbIit TN ITy60-
KUX ceTelf 00y4eHns 6e3 yuutens, c KOTOPHIM Mbl TTO3HAKOMMMCH.

Menkue HeltpoHHbIe ceTn Hanogo6ue RBM He crioco6HbI 06y4aThcs BHYTPEH-
Hell CTPYKType TaKUX CIOXHBIX JaHHBIX, KaK M306pakeHus, 3BYK U TEKCT, B OT-
mnyue ot DBN. Imy6okme cetu noBepus NPUMEHAITCA A/NA PAcO3HABaHUA U
K/IacTepu3aumy u3obpaxkeHnit, 3axpaTa BUAEO, 3ByKa M TEKCTa, XOTA 3a IOC/IeNiHee
mecATHneTE ObIIM pa3paboTaHBI fPYTHE METOABI ITy60KOro 06y4eHNs, IpeBoCXo0-
asammne DBN 1o cBoei Mpon3BoauUTEIbHOCTH.

Yro coboit npeacTaBnaioT rybokue cetu foBepua

IMomo6Ho RBM, rny6okue cetu foBepus MOryT oby4aTbcs 6a30BON CTPYKTY-
pe BXOIHBIX JaHHBIX ¥ PEKOHCTPYMPOBATh MX Ha BEPOATHOCTHOV OCHOBe. [Ipyru-
mu cnoBamy, DBN, kak 1 RBM, — noposxaalomme mogenu. Cnou B DBN cBsa3anb
TONBbKO MEXAY co60it 1 He cofiep>kaT BHYTPEHHMX CBA3€N MEXAY y3/laMy OJHOTO
CTosL.

B DBN crou 06y4aoTcs MOO4YepenHo, HaYMHasA C CaMOro IepPBOTO CKPBITOTO
7051, KOTOPBI BMECTe C BXOJHBIM croeM o6pa3syet nepByio RBM. Kak Tonbko nep-
Basg RBM o6y4eHa, ee CKpBITBIN C/I0¥1 IpEBpALlaeTCA B BUAMMBIIA CTIO¥ CIeAYyIOLeit
RBM u ucnionesyercs ans o6y4ennus Broporo ckpoitoro cost DBN.



OnucaHHbIi MpoLEcC MPOAOKAETCS A0 TEX IMOP, IIOKa He 6ynyT ob6ydeHsb! Bce
cnou DBN. Kaxppiit cnoit DBN, 3a ucko4eHneM NIEpBOTo U MOCNIEAHETO, BHICTY-
MaeT B KauecTBe KaK CKpBITOro, TaK ¥ BuauMoro cros RBM.

DBN — 310 Mepapxus IpefCcTaB/IeHu, KOTOpas, OJO6HO BCEM HEPOHHBIM
CeTAM, IPUMEHAETCS A/1si 06y4eHns npusHakaMm. CreyeT OTMETHUTD, YTO B Imy6o-
KMX CETSAX [OBEPUs HET HUKAKMX METOK. BMecTo aToro onu obydarorcs 6a3oBoit
CTPYKTYp€ BXO/IHBIX JAHHBIX C/TO} 32 CTIOEM.

MeTku MOTYT MCIIO/Ib30BATbCA A/IA TOHKOM HACTPOMKM HECKONIBKMX IMOCTIENHMX
cnoes DBN, HO TO/IBKO TOCTIE TOTO, Kak OyfeT 3aBepllieHO Hadya/lIbHOe obyueHue 6e3
yuntens. Hanpumep, ecnu mMbl xotum npumennts DBN B kauectBe kmaccuéuxa-
TOpa, TO CHayasa AO/KHBI BBIIOMHUTB 0GydeHne 6e3 yunrens (npedsapumenvroe
06y4erue) ¥ TONbKO 3aTeM IePENTH K TOHKOM HacTpoitke DBN.

Knaccupmkauua nsobpaxennin MNIST

[IpucTynuM K MOCTpoeHuIo KaaccupukaTopa n3o6paxeHnit Ha OCHOBE Iy6o-
KOJt ceTy foBepya. [I1s1 3TOro Mbl BHOBb 06paTuMcs K Habopy aaHHbIXx MNIST.
CHavana 3arpy3suM Heo6xopyuMble 6u6mmoTeKM.

' " "OcHOBHEle OuBmmoTexu'''
import numpy as np

import pandas as pd

import os, time, re

import pickle, gzip, datetime

"' '"Busyanusaums OaHHuX'''

import matplotlib.pyplot as plt

import seaborn as sns

color = sns.color palette()

import matplotlib as mpl

from mpl toolkits.axes_gridl import Grid

$matplotlib inline

'''TlonroToBKa OAHHEX ¥ oueHkKa momeym'''

from sklearn import preprocessing as pp

from sklearn.model selection import train_test_split

from sklearn.model selection import StratifiedKFold

from sklearn.metrics import log loss, accuracy_score

from sklearn.metrics import precision_recall curve, \
average precision_score
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from sklearn.metrics import roc_curve, auc, roc_auc_score, \
mean_squared_error

'"'"Anropurme' !
import lightgbm as lgb

'''TensorFlow (l.x) u Keras'''

import tensorflow.compat.vl as tf

tf.disable v2_behavior()

import keras

from keras import backend as K

from keras.models import Sequential, Model

from keras.layers import Activation, Dense, Dropout
from keras.layers import BatchNormalization, Input, Lambda
from keras.layers import Embedding, Flatten, dot
from keras import regularizers

from keras.losses import mse, binary crossentropy

Tenepb 3arpy3nM faHHbIe ¥ COXpaHUM MX B 00bekTax DataFrame 6ubmmorekn
Pandas. MsI Takoke npeo6pasyem MeTKM B BEKTOPBI C IIOMOLIBIO IIPAMOTO KOUPO-
BaHMA. ITO aHAJIOTUYHO TOMY, YTO MBI I€/Ia/li, KOT/ja BIlepBble Ha4yamy paboTaTs ¢
HabopoM manHbIXx MNIST B npegbigy1mx rnasax.

# 3arpyska HaBoOpPOB MAaHHHX

current path = os.getcwd()

file = os.path.sep.join(['', 'datasets', 'mnist data', \

'mnist.pkl.gz'])

f = gzip.open(current path+file, 'rb')

train_set, validation set, test_set = pickle.load(f, \
encoding='latinl')

f.close()

X train, y train = train_set([0], train set[l]
X validation, y validation = validation_set[0], validation_set[1]
X test, y test = test_set([0], test_set[1]

# Cospanme o6BexToB DataFrame Oubmmorexkm Pandas M3 HaBOPOB HOaHHBEIX
train_index = range(0, len(X train))
validation_index = range(len(X_train), len(X_train) + \
len(X validation))
test_index = range(len(X_train) + len(X_validation), \
len(X train) + len(X_validation) + len(X test))
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X_train
y_train

pd.DataFrame (data=X train, index=train_index)
pd.Series(data=y_train, index=train_index)

X validation = pd.DataFrame(data=X_validation, \
index=validation_index)

pd.Series(data=y_validation, index=validation_index)

y_validation

X test
y_test

pd.DataFrame (data=X_test, index=test_index)
pd.Series(data=y test, index=test index)

def view_digit(X, y, example):
label = y.loc[example]
image = X.loc[example, :].values.reshape([28, 28])
plt.title('llpumep: %d Merka: %d' % (example, label))
plt.imshow(image, cmap=plt.get cmap('gray'))
plt.show()

def one hot(series):
label binarizer = pp.LabelBinarizer()
label_binarizer.fit(range(max(series) + 1))
return label binarizer.transform(series)

# CosmaHMe BEKTOPOB MPAMOTO KOAMPOBAHUA IJI1 METOK
y_train_oneHot = one_hot(y_train)
y_validation_oneHot = one_hot(y_validation)
y_test_oneHot = one_hot (y_test)

OrpaHnueHHble MawnHbI bonblyMaHa

[anee MbI co3gagum Knacc RBM, KOTOPBIi ITO3BO/IMT OPraHM30BaThb GBICTpOE Mo-
cnegoBaTenbHOE 00ydyeHMe HecKoNnbKux RBM (ABNAOMMXCA CTPOUTENBHBIMY 6710-
xamu DBN).

BcriomHuTe, YTO B OrpaHM4YEHHON MalyHe BonbliMaHa ecTb BXofgHOM (BuUAM-
MBIif) C/IOV M €AMHCTBEHHBIN CKPBITHIA C/I0M, a COEIMHEHUSA MEXAY HeMpOHaMu
OrpaHMYeHBl TaK, YTO HEVPOHBI OHOTO C/IOSi MOTYT CBA3BIBATbCA TONMBKO C HEM-
POHAaMM PYTUX CTIOEB, HO He MeXAyY co6oit. KpoMe Toro, Bcriomuure, 4ro o6meH
[aHHBIMM MEXJY CIOSMM IIPOUCXORUT B 060MX HaNpaBlIeHMAX, @ HE TONBKO B Ha-
MIpaB/IEHNY IIPAMOTO PacIIpOCTPaHEHM, KaK B C/Ty4ae aBTOKOAMPOBILMKOB.

B RBM HeitpoHbl BUAMMOTO CNIOS B3aMMOJENMCTBYIOT CO CKPBITBIM C/IO€EM,
CKPBITBIII C/IOV TEHEPUPYET AAHHbIE U3 BEPOATHOCTHOTO NPEACTABIEHUA MOJIENH,
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KoTopoMy o6y4eHa RBM, nocrie 4ero cKpbITHIit C/I0i4 NIEpefaeT CreHepupOBaHHYIO
MHpopMaLmio 06paTHO BUAMMOMY C/I010. BUAKMMBIIT 10V ITO/Ty4aeT CreHepipOBaH-
Hble JaHHbIE OT CKPBITOTO C/I0sA, CEMIUIMPYET MX M CPaBHMBAET C MCXOXHBIMMU [aH-
HBIMM, TIOC/IE 4€ro, OCHOBBIBAsCh Ha OlIMOKe PEKOHCTPYKLIMM MEXAY BbIOOPKOI M3
CreHepMpOBaHHBIX IAHHBIX Y OPUTMHAIbHBIMU JaHHBIMHY, IIEpefiaeT HOBYI0 MHGOP-
MalMI0 CKPHITOMY C/I0I0, ¥ BeChb IIPOLIeCC IOBTOPSETCA CHOBA.

OmnucaHHBI ABYHANIpaB/IeHHbIT 0OMEH JaHHBIMM TTO3BOMIAET CO3/]aTh HA OCHOBE
RBM nopoxpaoliyo Mojienb, B KOTOPOJ peKOHCTPYMPOBaHHbIE MPECTaBIeHUA
Ha BBIXOJIe CKPBITOTO C/I051 BOCIIPOM3BOMAT OPUTMHA/IbHBIE BXOTHBIE JaHHBIE.

Co3panue knacca RBM

ITpoitpeMca 1O pa3MYHBIM KOMIIOHEHTAaM K/Iacca RBM OB06HO TOMY, KaK MBI
3TO fienanu B riase 10.

ITpexxpe Bcero Mbl MHMLMANMM3NPYEM PSJA IapaMeTPOB AaHHOTO K/Iacca, a MMeH-
Ho: BXo#HO¥ pasmep RBM (_input_size), BoixogHoit pasmep (_output _size),
ckopocTb 06yyenus (learning rate), komuyecTso anox o6ydenns (epochs) n
pa3Mep NaKeTOB, MCIONb3YEeMbIX B npowuecce o6ydenns (batchsize). MsI TaKoke
CO3[jafiM Hy/IeBble MaTPUIIbI /11 BECOB ¥ BEKTOPOB CMELLEHUII CKPBITOTO ¥ BUAK-
MOTO C/IO€B.

# Onpernenenue knacca RBM
class RBM(object):

def _ init__ (self, input size, output_size, learning rate, \
epochs, batchsize):
# Onpernenexue runepnapaMeTpoB
self. input_size = input_size
self. output_size = output_size
self.learning_rate = learning rate
self.epochs = epochs
self.batchsize = batchsize

# MHMUManmMaauus BeCOB M CMelleHMIt HYJIeBHMM MaTpuLaMu

self.w = np.zeros([input_size, output_size], "float")
self.hb = np.zeros([output_size], "float")
self.vb = np.zeros([input_size], "float")

Hanee onpenenuM GyHKUMY [/Is Tepefady JAHHBIX B IIPSMOM ¥ 06paTHOM Ha-
IIpaBJIEHNAX M CEMITUPOBAHMA JaAHHBIX B IIPOLIECCe IPOXOX/AEHUA ITUX TAIOB.
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BoT Kak BBHITIAAUT QYHKUMA A/IA Mepefady AaHHBIX B IIPSMOM HallpaBleHUM
(h 0603HavaeT CKpBITHII CMOA, @ V — BUAVMBII1).

def prob h given v(self, visible, w, hb):
return tf.nn.sigmoid(tf.matmul (visible, w) + hb)

AHanornyHas QyHKUMA ANA Nepefaum JAHHBIX B 06PaTHOM HalpaB/IEeHNM Bbl-
[JIARMT TaK.

def prob v _given h(self, hidden, w, vb):
return tf.nn.sigmoid(tf.matmul (hidden, tf.transpose(w)) + vb)

QOyHKIYUA CEeMIINTMPOBAHUA VIMEET CNeRYIOLIMIA BUJ.

def sample prob(self, probs):
return tf.nn.relu(tf.sign(probs - \
tf.random uniform(tf.shape (probs))))

Hawm Taioke HyxHa QyHKIMA, peanusyiomas npouecc obydenus. [Iockonpky Mol
ncnonbayeM 6nbnmnorexy TensorFlow, Mbl pexxae Bcero fO/KHbI CO3/aTh 3aMeCTH-
Tenu ana rpada TensorFlow, mocpeacTBoM KoTopbix 6yfeM nepeaaBaTh AaHHbIE Ce-
aHcy TensorFlow'.

Ham norpe6yioTcs 3aMecTUTeNN A/IA MaTPULBI BECOB, a TAKXE BEKTOPOB CMe-
IeHMI CKPBITOTO M BUAVMOTO C/IoeB. Bce Tpu 3aMecTTeNA JO/DKHDI ObITH MHULIMA-
nu3KpoBaHbl HyAAMU. KpoMe TOro, HaM HY>XHO CO3AaTh OAMH Ha6OP A/ XpaHEHUA
TEKYIIMX 3HAYEHUI U ellje OfMH — I XPaAHEHUs MIPEAbIAYIMX 3HAYEHWIA.

def train(self, X):
_w = tf.placeholder ("float", [self. input size, \
self. output size])
tf.placeholder ("float", [self. output_size])
tf.placeholder("float", [self. input size])

hb

vb

prv_w = np.zeros([self. input size, self. output size], \
"float")

prv_hb = np.zeros([self. output size], "float")

prv_vb = np.zeros([self. input size], "float")

cur_w = np.zeros([self. input size, self. output size], \
"float")

cur_hb = np.zeros([self. output_size], "float")

cur_vb = np.zeros([self. input_size], "float")

! StoT mpumep opuenTrpoaH Ha TensorFlow 1.x. — IIpume. peo.
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Eite HaM HY>XeH 3aMeCTUTeNb ANA BURMMOTO criost. CKpBITHIN cnoit Gpopmupyert-
Cs1 Iy TeM YMHO)X€HUA MAaTPUL{BI BUAMMOTO C/I0S Ha MATPUITY BECOB M mpyubapieHns
K ITOTy4eHHOMY Pe3y/NIbTaTy BEKTOPa CMEIeHMIt CKPBITOTO C/IOA.

v0
ho0

tf.placeholder("float", [None, self. input_size])
self.sample prob(self.prob_h given v(v0, _w, _hb))

B npoiecce 06paTHOrO pacmpocTpaHeHMs OWIMOKM MBI 6epeM BBIXOJ CKpPbI-
TOTO C/IOS, YMHOXKaeM €ro Ha TPaHCIIOHMPOBAHHYIO MaTPMIly BeCOB, KOTOpas
MCIIONb30Banach B MpoLiecce MPsAMOro PacnpoOCTpaHeHMusA, U NpubapIAeM K Io-
JIy4eHHOMY pe3yNbTaTy BeKTOp cMellleHuit BuauMoro cnod. IloguepkHeM, 4To B
Ipoleccax NpAMOro ¥ 06paTHOro pacCIpoCTpaHEeHUA UCTIONb3YeTCA OfHA U Ta Xe
MaTpHILa BECOB.

3aTeM MBI BHOBb IIOBTOpsIEM ITPOLIECC MIPAMOT0 PacpOCTPaHEHMA.

vl
hl

self.sample prob(self.prob v_given h(h0, _w, _vb))
self.prob h given v(vl, _w, _hb)

Beca 06HOBNAIOTCA C NMpMMeHEHMEM KOHTPACTMBHOM AMBEPreHLMM, KOTOpas
o6cyxpanace B rnaBe 10. Kpome Toro, Msr onpenensieM MSE B kauecTBe dyHKIMM
noTepb.

tf.matmul (tf.transpose(v0), hO0)
tf.matmul (tf.transpose(vl), hl)

positive_grad
negative grad

update_w = _w + self.learning_rate * \
(positive grad - negative_grad) /
tf.to_float (tf.shape(v0) [0])

update_vb = _vb + self.learning rate * \
tf.reduce mean(v0 - vl, 0)
update_hb = _hb + self.learning rate * \

tf.reduce mean(h0 - hl, 0)

err = tf.reduce_mean(tf.square(v0 - vl))

BbIONIHMB yKa3aHHbIE [EVCTBYSA, MBI IOATOTOBMIMCEH K TOMY, YTO6BI MHMIIMA-
nmu3upoBaThb ceaHc TensorFlow ¢ mMoMoIIbIO TONBKO YTO CO3AAHHBIX IEPEMEHHBIX.

Kak Tonbko 6yaeT BHIIONHEH BbI30B SESS . run, Mbl CMOXEM HayaTb IpoLiece
00y4eHMs: HEIPOHHOI CeTH, NepefaBas et makeTsl faHHBIX. Ha aTame ob6y4enus
MBI ie/IaeM TIPOXOJBI B IPSIMOM M O6pPaTHOM HaNpaB/IeHMAX, a OTPaHMYEHHAsA Ma-
uvHa BornpiMaHa 06HOB/sET Beca Ha OCHOBAaHMM CPaBHEHMA CTeHEPMPOBAHHBIX
JIAHHBIX C MUCXOHBIMM BXOSHBIMM JaHHBIMU. Mbl 6y/1eM BbIBOIUTD OLIMOKY PEKOH-
CTPYKLMM i1 KOKAOM IOXM.
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error_list = []
with tf.Session() as sess:
sess.run(tf.global variables_initializer())

for epoch in range(self.epochs):
for start, end in zip(range(0, len(X), \
self.batchsize), \
range (self.batchsize, len(X), \
self.batchsize)):

batch X[start:end]
cur_w = sess.run(update w, \
feed dict={v0: batch, _w: prv_w, \
_hb: prv_hb, vb: prv vb})
cur_hb = sess.run(update_hb, \
feed dict={v0: batch, _w: prv w, \
_hb: prv_hb, vb: prv vb})
cur_vb = sess.run(update_vb, \
feed_dict={v0: batch, _w: prv_ w, \
_hb: prv_hb, vb: prv vb})
PIV_w = cur_w
prv_hb = cur_hb
prv_vb = cur_vb
error = sess.run(err, feed dict={v0: X, w: cur w, \
_vb: cur_vb, _hb: cur_hb})
print ('dmoxa: %d' % epoch, \
'owmbka pekoHCTpykumm: %f' % error)
error_list.append(error)
self.w = prv_ w
self.hb = prv_hb
self.vb = prv_vb
return error_ list

[eHepupoBaHue usobpaxenuii c ucnonb3osaHuem RBM-mopenn

Ompenenum QyHKIMIO, TEHEPUPYIOIYI0 HOBBIE M306paXkeHUs Ha OCHOBE IIO-
PO>XXAalolLelt MOfeH, KOTopoit o6yunnace RBM.

def rbm output (self, X):
input_X = tf.constant (X)
_w = tf.constant (self.w)

_hb = tf.constant(self.hb)
_vb = tf.constant (self.vb)
out = tf.nn.sigmoid(tf.matmul (input X, w) + _hb)
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hiddenGen = self.sample_prob(self.prob h given_v(input_X, \
_w, _hb))
visibleGen = self.sample prob(self.prob v _given_h(hiddenGen, \
_W, _vb))
with tf.Session() as sess:
sess.run(tf.global variables_initializer())
return sess.run(out), sess.run(visibleGen), \
sess.run (hiddenGen)

3roit QyHKUMM IEpefaeTCs OpUTMHATbHAS MaTpyLa u306pakennit, X. Mbl co3-
maem 3amectuteny TensorFlow fis Hee M MaTpuUIIbl BECOB, a TAKXKe /11 BEKTOPOB
CMelLleHMI CKPBITOrO ¥ BUAMMOTO C/I0€B. 3aT€M Mbl MCIIO/Ib3yEM BXOTHYIO MaTpuIy
JVLs TIONy4eHUsl BBIXOAHBIX AaHHBIX Ha 3Tale IMpsAMOTo pacmpocTpaHeHus (out),
JUIS cO3MaHmsA BbI6GOPKM ckpbiToro cost (hiddenGen) 1 BHIGOPKYM PEKOHCTPYMPO-
BaHHBIX M300paXKeHU N, CTeHepMpPOBAHHBIX Mofenbio (visibleGen).

HPOCMOTP CoAepXUMoro NpoOMeXyToYHbIX A€TEKTOPOB
npu3Hakos

Hakonen, onpenenum ¢yHKUMIO [/ BHIBOAA COMIEP>XMMOrO JETEKTOPOB MpPH-
3HaKOB CKPBITOTO CTIOA.

def show_features(self, shape, suptitle, count=-1):
maxw = np.amax(self.w.T)
minw = np.amin(self.w.T)
count = self. output_size if count == -1 or count > \
self. output_size else count

ncols = count if count < 14 else 14
nrows = count // ncols
nrows = nrows if nrows > 2 else 3

fig = plt.figure(figsize=(ncols, nrows), dpi=100)
grid = Grid(fig, rect=111, nrows_ncols=(nrows, ncols), \
axes _pad=0.01)

for i, ax in enumerate(grid):
x = self.w.T[i] if 1 < self. input_size else \
np.zeros (shape)
X = (x.reshape(l, -1) - minw) / maxw
ax.imshow (x.reshape (*shape), cmap=mpl.cm.Greys)
ax.set_axis_off()

fig.text (0.5, 1, suptitle, font size=20, \
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horizontalalignment="'center')
fig.tight_layout()
plt.show()
return

Ota u octanbHble QYHKLMM 6YAYT NCIIONB30BAHBI AN paboTh! ¢ HA6OPOM AaH-
Hbix MNIST.

06yuenue Tpex RBM, o6pa3yiowux rny6okyio ceTb
AoBepus

Nlanee Mb1 GymeM mnocnegoBaTenbHO o6y4yaTh Tpu RBM Ha Habope pgaHHBIX
MNIST TakuMm 06pa3oM, YTO6BI CKPBITHII C101 0fHO RBM cTaHOBM/ICA BUAMMBIM
cnoem crnenyiouteit RBM. 3tu Tpu RBM o06pasyioT rmy6okyio ceTb foBepusi, KOTO-
PYI0 MBI CTPOMM /1A KNaccuMKaLmm u306paskeHmit.

IIpexxie BCero COXpaHMM TPEHMPOBOYHBbIE aHHble B MaccuBe NumPy. 3atem
MBI CO3/JaiMM CMIUCOK rbm list, mpegHasHaYeHHBIA I XpaHeHMA 06ydaeMbIx
RBM, u onpenenum runeprnapameTps! Aisa Bcex Tpex RBM, a MMeHHO: BXOTHOI!
pasmep (_input_size), BoixogHoi pasmep (_output size), ckopocTb 06yye-
Hua (learning rate), konmmyecTBo 30X obydenus (epochs) u pasmep make-
TOB, UCIIO/Ib3YEMBIX B Iporecce obyyenus (batchsize).

Bce atu onepanyuy BHINOMHAIOTCS € IOMOIIBIO CO3[JAaHHOTO HaMM K/1acca RBM.

ITepBas RBM 6yneT nony4aTs OpMruHanbHbIN 784-MepHbI BXOAHOI Habop u
co3fjaBaTh BBIXOAHYIO MaTpuuy pasmepHocTbio 700. Cnenyromas RBM 6yner mc-
nonb3oBath 700-MepHYIO BLIXOAHYI0 MaTpully nepsoit RBM u co3naBaTh Ha BbIXO-
e 600-mepHy1o MaTpuny. Hakoner, nocnegssas us RBM 6yaer nomydars 600-Mep-
HYI0 MaTpMIy ¥ CO3[1aBaTh Ha Bbixofie 500-MepHYyI0 MaTpuILy.

Bce Tpu RBM 6ynyT TpeHMpOBaTbCs CO CKOPOCTbIO 06ydyeHus 1.0 B TedeHue
100 snox npyu pa3mepe nakera, paBHoM 200.

# 3amaHMe BXOMOHHX TPEHMPOBOYHHX INAaHHHX
inputX = np.array(X_train)

# CospaHMe cnmucka O/ XpaHEHMs OTPaHMYEHHHX MalMH BoJsibuMaHa
rbm_list = []

# OnpeneneHye napamMeTpoB oBydaemux RBM

rbm_list.append(RBM(784, 700, 1.0, 100, 200))
rbm_list.append (RBM(700, 600, 1.0, 100, 200))
rbm_list.append(RBM(600, 500, 1.0, 100, 200))
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Teneps MoXxeM IPUCTYIUTDb K 06ydeHuio RBM. Mbl 6yieM XpaHUTb 06yYeHHbIE
RBM B ciiucke outputList.

Obparute BHMMaHMeE Ha TO, YTO JIIA MOTY4YEHNS BBIXOJHO! MaTPUILIbI CKPHITOTO
c71os1, KOTOpas 6yaeT UCNONb30BAThCA B Ka4eCTBE BXOJHOTO/BULMMOTO C/I05 CTIERy-
fowiest RBM, Mbl 1cnionbayeM cospaHHylo paHee GyHKumio rbm _output.

outputList (]

error list (]

# IOnsa xaxmoi RBM M3 Hawero cnucka

for i in range(0, len(rbm list)):
print ('RBM', i+1)
# OByuenue HOBOM RBM
rbm = rbm list[i)
err rbm.train (inputX)
error_list.append(err)
# Bo3BpaT BHXOOHOTO CJIOS
outputX, reconstructedX, hiddenX = rbm.rbm output (inputX)
outputList.append (outputX)
inputX = hiddenX

Yem ponbuie TpeHupyiorcss RBM, TeM MeHbllle OIMOKM PEKOHCTPYKLMM
(puc. 11.1-11.3). OT™MeTHM, YTO OlNOKa PeKOHCTPYKLMM OTPAXKAET CTENEHDb CXOf-
CTBa ME&XAY PEKOHCTPYMPOBaHHBIMM JaHHBIMU KOHKpeTHOM RBM 1 faHHbIMY, 110-
CTYNAOIIMM Ha BXOJ 3Toi ke RBM.

RBM 1
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Puc. 11.1. Owubku pexoncmpyxyuu nepsoti RBM
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RBM 2
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Puc. 11.2. Owubxu pexoncmpyxyuu emopoti RBM

RBM 3
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Puc. 11.3. Owubku pexoncmpyxyuu mpemveii RBM

NpoBepka AeTeKTOpoB NPNU3HaKOB

[TocMoTpyM, Kak BBIILARAT obyueHHble NpM3HaKM Kaxpou RBM, mcrnonsays
co3maHHylo paHee GyHKuMIo show_features.

rbm shapes = [(28, 28), (25, 24), (25, 20)]
for i in range(0, len(rbm list)):
rbm = rbm_list[i]
print (rbm.show features(rbm shapes[i], \
"llpu3Haku mu3 MNIST, koropuM ob6yumnace RBM", 56))
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CooTBeTcTBYIOIME PE3yNbTAThI ANA KaXAoit RBM npencraBnens! Ha puc. 11.4.

RBM 0

Puc. 11.4. IIpusnaxu, komopwim 06yuunace kanoas RBM

Kaxk Buaure, kaxnas RBM o6yyaetcs Bce 6ormee abCcTpaKTHBIM IIPU3HAKaM [aH-
Hbix MNIST. Ecnu B npusHakax nepsoit RBM emie MoXXHO 3aMeTHTDb KaKO€-TO C/a-
60e cxoncTBO ¢ MpamMu, To IPU3HAKA BTOPOTO M TPETHETO CTI0EB OTIMYAIOTCS BCE
6onbieit abcTpakiyelt ¥ MeHbLUel PasnUIMMOCTBIO. Takas cuTyauys JOBOIBHO
TunrdHa B cepe 06paboTky M306parkeHMIT: YeM IIydKe PACIIONIOKEH CTION Heil-
POHHOI! ceTH, TeM 6omee abCTpaKTHBIE IPU3HAKY OPUTMHATBHBIX U300paXKeHNIT OH
pacrnosHaer.
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MpocmoTp creHepupoBaHHbIX N306paxkeHni

Tpexxme yeM MPUCTYIUTD K MIOCTPOEHMIO ITyOOKOM CeTH JOBEPHS, IOCMOTPUM,
KaK BBIIJIAAAT M306paXKeHUs, CTeHepUPOBAHHBIE OfHON 13 TONBKO YTO 06yYeHHBIX
RBM.

YT0o6BI He YCTOXKHATD IIPMMEP, MBI IIEPEfARUM OPUTMHAIbHYIO TPEHUPOBOYHYIO
matpuuy MNIST nepsoit RBM, koTopas BHIIIOTHUT MIPOXOABI B IIPAMOM 1 o6par-
HOM HanpaB/IeHMAX, a 3aTeM CO3JaCT HyXXHble HaM CTeHepUpOBaHHbIE M306pake-
HMs. Mbl CpaBHUM ItepBble AeCATb U306paxeHnit u3 Habopa gaHHbIX MNIST ¢ HO-
BBIMM U300pa)KEHUAMM.
inputX = np.array(X train)
rbmOne rbm_list[OT

print ('RBM 1')

outputX rbmOne, reconstructedX rbmOne, hiddenX rbmOne = \
rbmOne.rbm output (inputX)

reconstructedX rbmOne = pd.DataFrame (data=reconstructedX rbmOne, \
index=X_ train.index)

for j in range(0, 10):
example = j
view_digit(reconstructedX, y_train, example)
view digit(X train, y train, example)

Jlnst cpaBHeHus Ha puc. 11.5 nmokasaHo nepBoe u3obpaxenne, cosganHoe RBM,
¥ nepBoe M306paxkeHNe U3 OPUTHMHAILHOTO Habopa.

Kak BuauTe, creHepuMpoBaHHOE M300paxKeHNMe OTAAIEHHO HAalIOMMHAET OpPUTH-
HaJl: B 060X C/Ty4asix MOXKHO pasnuunTh 1uopy 5.

CpaBHMM MeXx[y coboit elle HeckonmbKo u3obpaxenmit (puc. 11.6-11.9).

TIpuBeneHHbIe U306 pajkeHNs COOTBETCTBYIOT Liudpam 0, 4, 1 n 9, npudem creHe-
pMpOBaHHbIE N306paXKeHUs BIIOTHE Y3HABAEMBI.

MonHouexHas DBN

Cospgaaum Teneps Knacc DBN, koTopblit 6yaeT nomyyars Tpyu o6ydennsie RBM u
Ro6aBnsATh YeTBepTyIo RBM, BBINOMHAIOLLYIO TPOXOABI B IPAMOM ¥ 06paTHOM Ha-
[IpaB/IEHNAX C LIENIbI0 YTOYHEHUA ob1ueit nopoxxpaaroleit Mofeny Ha ocHoBe DBN.

Ilpexxme Bcero ompenenyM rumnepnapamMeTpsl Kaacca. B ux yucmo Bxopsar pas-
Mep OpMIMHANbHOrO BXOJHoro Habopa (_original input_size), pasmep
BXofa TpeTbeif 3 o6ydeHHbIXx RBM (_input size), KOHeYHBII pa3Mep BBIXO-
ma DBN, KOTOpBIif MBI XOTMM NONY4MTh (_output size), ckopocTh obydeHns
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N3obpaxeHue, cresepupoBaHHoe RBM U3aoBpaxeHue, creHepupoBaHHoe RBM

Npumep 0 Motra 5 Npwmep: 1 Merka: 0

w

10

15

¢ s 1w B’ @ % ¢ s 1 15 20 %
OpuIvHaneHoe naobpraxeHune OpuruHanbHOe U3oOpaxeHue

Npumep 0 Mevxa 5 Mpumep: 1 Metka: 0

19

15

20 20
23 %
6 s w1 @ 3 6 s 1 15 0 B
Puc. 11.5. ITepsoe usobpascerue, Puc. 11.6. Bmopoe usobpaxenue,
czeHepuposarHoe nepsoit RBM czeHepuposanHoe nepsoti RBM

(learning rate), KomuyecTBo 310X 06ydenns (epochs), pasmep MakeTos, Uc-
T0/Ib3yeMBIX B TIpoLiecce obydernus (batch_size), u Tpu RBM, koTopsie MbI 06-
yunmu. Kak u nipexxae, HaM oTpeOYIOTCA Hy/eBble MaTPUIIbI /1A MHNLMATN3ALNM
BECOB, 2 TAK)Ke BEKTOPOB CMeLIEHMI1 CKPBITOTO ¥ BUAMMOTO CJIOEB.

class DBN(object):
def init_(self, original_input_size, input_size,

output_size, learning rate, epochs, batchsize,
rbmOne, rbmTwo, rbmThree):

# OnpeneneHue runeprnapaMeTpoB

self. original input _size = original input_size

self. input_size = input_size

self. output size = output_size

self.learning_rate = learning_rate

self.epochs = epochs

self.batchsize = batchsize
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U3o0paxeHsue, creHepupcBaHHoe RBM U3oOpaxenue, creHepupoBaHHOe RBM

Npumep z Metka 4 Npumep: 3 MeTka 1

19

15

2 2
P 2

o s 10w 1m0 w  0% ¢ 5 16 1 0 %
Opur'MHaanoe M305p5leﬂ”e OpUTMHATIBHOE %306?&!6!"”6

Npumep 2 Metxa 4 NpumMep: > Metka 1

20 20
e 25
¢ s 10 15 0 o s 1 15 2
Puc. 11.7. Tpemve usobpascerue, Puc. 11.8. Yemaepmoe usobpanerue,
ceeHepuposarHoe nepsoii RBM czeHepuposarHoe nepsoti RBM

self.rbmOne = rbmOne
self.rbmTwo rbmTwo
self.rbmThree = rbmThree

self.w = np.zeros([input_size, output_size], "float")
self.hb = np.zeros([output size], "float")
self.vb = np.zeros([input_size], "float")

Hanee onpenenuM GyHKUMY, TpefHA3HAYEHHDIE /IS BbINOTHEHNUSA IPOXO/IOB B
NpsAMOM ¥ 0OPaTHOM HaINpaBNeHMUAX, a TaKKe GOPMUPOBAHUA COOTBETCTBYIOIIMX
BBIOOPOK.

def prob h given v(self, visible, w, hb):
return tf.nn.sigmoid(tf.matmul (visible, w) + hb)

def prob v given h(self, hidden, w, vb):
return tf.nn.sigmoid(tf.matmul (hidden, tf.transpose(w)) + vb)
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U3oBpaxeHiue, creHepupoBaHHoe RBM

Npumep: 4 Metka: 9

e 5 10 15 2
Opur’MHaanoe Kaocpa*eﬂue

Npumep: 4 Merka: 9

10

15

¢ 5 10 15 m %

Puc. 11.9. I1amoe usobpaxcenue,
czeHepuposanHoe nepsoti RBM

def sample_prob(self, probs):
return tf.nn.relu(tf.sign(probs - \
tf.random _uniform(tf.shape(probs))))

YT065!1 HayaTh poliecc 06yyeHMs, HaM MOTPe6YIOTCA 3aMECTUTENM /IS BECOB, 4
TaK>ke BEKTOPOB CMeLlleHUit CKPBITOTO U BUAMMOTO clioeB. KpoMe TOro, HaM HY>KHO
CO37aTh OAMH HabOp ANA XpaHEHUA TEKYIMX 3HAYEHMIA U ellle OfiMH — I XpaHe-
HUA IPEAbIAYLINX 3HaYEHNA.

def train(self, X):
_w = tf.placeholder("float", [self. input size, \
self. output size])
tf.placeholder("float", [self. output size])
tf.placeholder ("float", [self. input size])

_hb
Vb

prv_w = np.zeros([self. input_size, self. output_size], \
"float")
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prv_hb
prv_vb

np.zeros ([self. output size], "float")
np.zeros([self. input _size], "float")

cur w = np.zeros([self. input size, self. output_size], \
"float")

np.zeros ([self. output_size], "float")

np.zeros ([self. input size], "float")

cur_hb
cur_vb

Hlanee ompepmenuM 3aMecTUTENb [Jisi BUAMMOTO cnos. Mel 6epeM HavanbHble
BXOAHble JaHHbIe — BUMMBII CTIOM — M MpoIycKaeM ux depes Tpu RBM, koto-
pble mepen aTuM 6b1mn 06yueHsl. [TonmydeHHass B pesy/nbTaTe BBIXOAHAS MaTpULia
forward mepepaercs detBeproit RBM, KoTOpylo Mbl 06y4aeM B paMKax Kiac-

ca DBN.

v0 = tf.placeholder("float", [None, \
self. original_input size])

forwardOne = tf.nn.relu(tf.sign(tf.nn.sigmoid (tf.matmul (v0, \
self.rbmOne.w) + self.rbmOne.hb) - tf.random uniform( \
tf.shape(tf.nn.sigmoid (tf.matmul (v0, self.rbmOne.w) + \
self.rbmOne.hb)))))

forwardTwo = tf.nn.relu(tf.sign(tf.nn.sigmoid (tf.matmul ( \
forwardOne, self.rbmTwo.w) + self.rbmTwo.hb) - \
tf.random uniform(tf.shape(tf.nn.sigmoid (tf.matmul( \
forwardOne, self.rbmTwo.w) + self.rbmTwo.hb)))))

forward = tf.nn.relu(tf.sign(tf.nn.sigmoid(tf.matmul( \
forwardTwo, self.rbmThree.w) + self.rbmThree.hb) - \
tf.random_uniform(tf.shape(tf.nn.sigmoid (tf.matmul ( \
forwardTwo, self.rbmThree.w) + self.rbmThree.hb)))))

h0 = self.sample prob(self.prob h given v(forward, _w, _hb))
vl = self.sample_prob(self.prob v _given_h(h0, _w, _vb))
hl = self.prob h given v(vl, _w, _hb)

BHOBB, Kak ¥ paHbllle, IPUMEHUM KOHTPACTUBHYIO AMBEPTEHINIO.

positive_grad
negative_grad

tf.matmul (tf.transpose (forward), hO)
tf.matmul (tf.transpose(vl), hl)

update w = _w + self.learning_rate * (positive_grad - \
negative grad) / tf.to float(tf.shape (forward) [0])
update_vb = _vb + self.learning rate * \

tf.reduce_mean(forward - v1, 0)
update_hb = hb + self.learning rate * \
tf.reduce mean(h0 - hl, 0)
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CoBepIuKB MOMHBIA NPOXOZA B NPAMOM HamnpaeieHuyu depe3 Hamy DBN (xoTo-
pas BKIOYaeT Tpu paHee ob6y4eHHble RBM, I/moc caMyio OC/IEHION, YETBEPTYIO
RBM), MBI JO/DKHBI TIepefaTh BLIXOA CKPHITOTO crost yeTBepToit RBM B 06paTHOM
HaIpaB/IeHNM 110 Bcelt ceTy. [/ 3TOro HaM NoTpe6yeTcs BBIIOMHUTD IIpoliecc 06-
PaTHOro pacHpoCTpaHeHMA oMOKY, IpuUYeM Kak depe3 yerBepTyio RBM, Tak u
Jepes nepBble TpK. B kavecTBe GyHKIMM MOTEph onATh ucnonbsyercas MSE. 3to
HeMaeTcs cIeRyommuM obpasom.

backwardOne = tf.nn.relu(tf.sign(tf.nn.sigmoid (tf.matmul (vl, \
self.rbmThree.w.T) + self.rbmThree.vb) - \
tf.random uniform(tf.shape (tf.nn.sigmoid (tf.matmul (vl, \
self.rbmThree.w.T) + self.rbmThree.vb)))))

backwardTwo = tf.nn.relu(tf.sign(tf.nn.sigmoid (tf.matmul( \
backwardOne, self.rbmTwo.w.T) + self.rbmTwo.vb) - \
tf.random_uniform(tf.shape(tf.nn.sigmoid (tf.matmul( \
backwardOne, self.rbmTwo.w.T) + self.rbmTwo.vb)))))

backward = tf.nn.relu(tf.sign(tf.nn.sigmoid (tf.matmul ( \
backwardTwo, self.rbmOne.w.T) + self.rbmOne.vb) - \
tf.random_uniform(tf.shape (tf.nn.sigmoid (tf.matmul( \
backwardTwo, self.rbmOne.w.T) + self.rbmOne.vb)))))

err = tf.reduce mean(tf.square(v0 - backward))

Hwxe npuBeneH kof Knacca DBN, KOTOpBI OTBEYaeT 32 d)axmqecxoe o6yt1exme
mopmemu. OH HaTTOMMHAET aHa/IOTUYHBIN KOJ K/1acca RBM.

error_list = []
with tf.Session() as sess:
sess.run(tf.global variables_initializer())

for epoch in range (self.epochs):
for start, end in zip(range(0, len(X), \
self.batchsize), \
range (self.batchsize, len(X), \
self.batchsize)):
batch X[start:end]
cur_w = sess.run(update_w, feed dict={v0: \
batch, _w: prv_w, _hb: prv_hb, _vb: prv_vb})
cur_hb = sess.run(update_hb, feed dict={v0: \
batch, _w: prv_w, _hb: prv_hb, _vb: prv_vb})
cur vb = sess.run(update vb, feed dict={v0: \
batch, _w: prv_w, _hb: prv_hb, _Vvb: prv_vb})
PrV_w = cur_w
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prv_hb = cur hb
prv_vb = cur_vb
error = sess.run(err, feed dict={v0: X, _w: cur_w, \
_vb: cur vb, hb: cur_hb})
print ('3noxa: %d' % epoch, \
'omnbka pexoHcTpyxumm: %f' % error)
error_list.append(error)
self.w = prv_w
self.hb = prv hb
self.vb = prv_vb
return error_list

Ompepenum QYHKUMM, NpefHa3HaYeHHBblE [/IA CO3[AaHMA CreHepUPOBAHHBIX
nsobpaxxennit Ha Boixoie DBN 1 oTo6paxkeHus NpU3HaKOB. OTH OIlepaluy aHa-
JIOTMYHBI TeM, KOTOpPbIe BBINOMHANMUCH pUMeHnTeNbHO K RBM, Tonbko Mbl mpo-
IIyCKaeM JaHHbIE Yepe3 BCe YeThIpe OrPaHMYEHHbIE MallMHbI bonbiMaHa, ucnons-
3yeMmble B Knacce DBN, a He yepe3 OfHY.

def dbn_output(self, X):

input X = tf.constant (X)

forwardOne = tf.nn.sigmoid(tf.matmul (input_X, \
self.rbmOne.w) + self.rbmOne.hb)

forwardTwo = tf.nn.sigmoid (tf.matmul (forwardOne, \
self.rbmTwo.w) + self.rbmTwo.hb)

forward = tf.nn.sigmoid(tf.matmul (forwardTwo, \

self.rbmThree.w) + self.rbmThree.hb)

_w = tf.constant (self.w)
_hb = tf.constant (self.hb)
tf.constant (self.vb)

vb

out = tf.nn.sigmoid(tf.matmul (forward, _w) + _hb)
hiddenGen = self.sample prob(self.prob_h given v(forward, \
_w, _hb))
visibleGen = self.sample prob(self.prob v _given h(hiddenGen, \
w, Vb))

backwardTwo = tf.nn.sigmoid (tf.matmul (visibleGen, \
self.rbmThree.w.T) + self.rbmThree.vb)

backwardOne = tf.nn.sigmoid(tf.matmul (backwardTwo, \
self.rbmTwo.w.T) + self.rbmTwo.vb)

backward = tf.nn.sigmoid (tf.matmul (backwardOne, \
self.rbmOne.w.T) + self.rbmOne.vb)
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with tf.Session() as sess:
sess.run(tf.global variables_initializer())
return sess.run(out), sess.run(backward)

def show_features(self, shape, suptitle, count=-1):
maxw = np.amax(self.w.T)

np.amin(self.w.T)

count = self. output size if count == -1 or count > \
self. output size else count

ncols = count if count < 14 else 14

nrows = count//ncols

nrows = nrows if nrows > 2 else 3

fig = plt.figure(figsize=(ncols, nrows), dpi=100)

grid = Grid(fig, rect=111, nrows ncols=(nrows, ncols), \

axes_pad=0.01)

minw

for i, ax in enumerate(grid):
X = self.w.T[1] if 1 <\
self. input_size else np.zeros(shape)
X = (X.reshape(l, -1) - minw) / maxw
ax.imshow (x.reshape (*shape), cmap=mpl.cm.Greys)
ax.set_axis_off()

fig.text (0.5, 1, suptitle, fontsize=20, \
horizontalalignment="'center')

fig.tight_layout()

plt.show()

return

Kak npoucxoaut 06yuexune DBN

Kaxpas us Tpex RBM, kotopsie Mbl 06y4nin, nMeeT COOCTBEHHYIO MaTpULY
BECOB, a TAK)Ke BEKTOPHI CMEILleHMsI CKPBITOTO ¥ BUAMMOTO cros. B mporecce 06y-
yeHMs 4eTBepTOit RBM MBI He BHINOMTHAEM NIOACTPOIIKY nepBbix Tpex RBM. Bmecto
3TOrO Mbl MCIIONIb3YeM MX KaK puKcupoBaHHble KoMnoHeHThl DBN, npenHasHavyeH-
Hbl€ IMILUb /151 TPOXOAOB B IIPAMOM ¥ 06PaTHOM HanpaB/eHusAX (1 GopMUPOBaHUA
BBIOOPOK 13 TeHEPUPYEMBIX MMM JAHHBIX).

B pongecce TpeHnpoBkyu yeTBepToit RBM MbI 6ynieM mofcTpanBath IM1Ib €€ Beca
¥ cMeleHns. JIpyruMu cnosamuy, 4etBepTast RBM nonyyaer BbIXOAHBIE JAaHHBIE OT
nepsbix Tpex RBM U BHINONHSET IPOXOABI B IPAMOM ¥ 06paTHOM HaIpaB/IeHUAX
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Ans o6ydeHNs NopoXKAaloleil MO, MUHUMU3UPYIOILe olMOKy PeKOHCTPYK-
LIMM MEXAY CreHepUPOBAHHBIMY ¥ OPMTMHATBbHBIMU U306 pa>KeHUAMMU.

B kayecTBe albTEpPHaTMBBI MOXHO OblI0 6B 06y4aTh M NMOACTPaMBaTbL Beca
Bcex yeTbipex RBM B nporecce npsAMoro # 06paTHOro pacnpocTpaHeHns Omn6Ku
yepe3 Bcio ceTb. Ho Takoit cnoco6 o6yyenns DBN oka3sbiBaeTcs CIMIIKOM TPY-
JKOEMKMM C BBIYMCIUTENBHOM TOYKYM 3peHMA. BO3IMOXHO, 111 COBpPEMEHHBIX KOM-
[IIOTEPOB 3TO He CTO/b KPUTUYHO, OHAKO 10 MepkaM 2006 ropa, korga riry6oxue
CeTU JOBepMs TONBKO IOABUINCH, TIOAOGHBIE BHIYMCIEHNA 00XOAMINCh Yepecuyp
Aoporo.

Ecnu 651 MBI BCe JKe 3aXOTe/Ty BBIIIONIHUTD 607Iee TIIaTe/TbHOE NIPe/IBapUTENbHOE
o6yueHme, TO MO/ 6bI pa3pelINThb IOCTPOIKY BecoB oTAeNbHbIX RBM (1o opHoit
RBM 3a pas) B npoliecce Iepefa4yy MakeToB B IPAMOM M 06paTHOM HaIlpaB/IeHUAX
1o cetu. Mbl He 6yfieM 3aXOAUTh TaK /Ja/IeKO, HO s PeKOMEHAIYI0 BaM IIPOBECTH Ca-
MOCTOATENIbHbIE 3KCTIEPUMEHTBI.

06yuenue DBN

Tenepp Mo>xeM nmpUCTYnuUTh K 06ydenuto DBN. Mbl ycTaHOBMM [ opurn-
Ha/IbHBIX M306pa>keHnit 1 Bbixofa TpeTheit RBM pasmepHoctu 784 u 500 coot-
BETCTBEHHO, a B KauecTBe TpebyeMoit paamepHocTi DBN — 500. MBI crionb3yem
ckopocTb obyduenus 1. 0, 6yneM TpeHMpPOBATb CETh B TedeHMe 50 310X U UCTIONDb-
30BaTh nMakeThl pasmepoM 200. Hakonewn, Mbl 6yeM BBI3bIBAaTh NepBbIe TPy 00Y-
yeHHble RBM.

# CospmaHme sx3emnnspa kjnacca DBN
dbn = DBN(784, 500, 500, 1.0, 50, 200, rbm list([0], rbm list[1l], \
rbm_list(2])

O6y4yuM Mopenb.
inputX = np.array(X train)

error_list = []
error list = dbn.train(inputX)

Ipadux owmnbok pexoHCTpyKumyu B mpouecce obydenuss DBN npusenen Ha
puc. 11.10.

Ha puc. 11.11 noka3aHsl o6y4eHHble IPU3HAKM, B3ATbIE U3 IIOCTIEAHETO C/IOS
DBN, T.e. ckpbITOro cnos yerseproit RBM.

Bce 3To HanmOMMHaeT pe3ynbTaThl, IONy4YeHHbIe A4 OTAeNbHBIX RBM.
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Puc. 11.10. Owubxu pexoncmpyxyuu DBN

anBHaKM n3 MNIST, koTopbim 0byunnace DBN

Puc. 11.11. O6yuennsie npusnaxu yvemsepmoti RBM, exoosuseii 6 cocmas DBN

Kak 06yueHue 6e3 yuutena MoXeT CoAeicTBOBaTH
obyuenuio ¢ yuutenem

Mo cux mop Bce, 4To MblI ienanu B npouecce Tperuporku RBM n DBN, Bxiioya-
10 oby4enne 6e3 yuutens. Hukakue MeTku M306pakeHust Boobiie He MCTIONb30Ba-
nuch. BMecTo 3TOro Mbl CTpOM/IM IIOPOXKAAIOILYIE MOENM, 06y4as UX Pe/IeBAHTHBIM
JIaTeHTHBIM NIPU3HAKaM, M3B/IEKa€MBIM U3 OPUTMHAIbHBIX M306paxennit MNIST B
cocTaBe TPEHMPOBOYHOrO Habopa, KoTopsIi BKMovaeT 50 000 mpumepos. ITi Mo-
Jie/TN TeHepUPYIOT M306paXkeHNs, KOTOPbIE AOCTATOYHO G/IM3KM K OPUTUHATLHBIM
(MMHMMM3UPYIOT OIINOKY PEeKOHCTPYKIIMM).

YT06BI NOHATH, B Y€M IO/Ib32 OT IIOPOX/AIOLIEN MO/IENIM, BEPHEMCSA Ha LIar Ha-
3af1. BcnoMHMTe, YTO 60MbIIAs YaCTh CYLIECTBYIOUMX B MMpe JaHHBIX HE MapKu-
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poBaHa HMKakuMyu MeTkamu. CreoBaTe/IbHO, HECMOTPA Ha BCIO 3 deKTUBHOCTD
06y4eHNA C y4MUTeNEM, MBI HY>XXlaeMcs B 00y4eHuM 6e3 yduTens A1 paboThl ¢ He-
pa3MeveHHBIMM JaHHBIMM. OHOro O6yYeHMA C ydMTeNleM OKa3bIBAETCA HEJOCTA-
TOYHO.

IIpencrasbre, 4To 6B1IO0 GBI, €crit 661 BMecTO 50 000 MapKMpOBaHHBIX M306pa-
xxeHnit MNIST u3 TperupoBoyHOro Habopa Mbl pacrnonaranu TUIIb HEKOTOPOI X
4acTbio, BKIIOYalolelf, ckaxkeM, 5000 n3obpaxennit. Knmaccudukarop nsobpaxe-
HMIt Ha OCHOBe OOy4eHMA C y4MTeNeM, MMEIOLIMI AOCTyN uub K 5000 moMeyeH-
HBIX 13006 pakeHMI, 6bIT 6B Aaeko He TaK 3G PEKTUBEH IO CPABHEHMIO C K/IACCH-
¢ukaropom, koTopomy focTynHo 50 000 n3o6paxennit. Yem 6onblle NOMeYEHHbBIX
[aHHBIX €CTb B HallleM Paclops KeHMM, TeM nydiue 6ymeT paboTaTh cucTeMa Ma-
IIMHHOTO 06yYeHNs.

KakuM >xe 06pa3oM obydeHne 6e3 yuuTensa MoxxeT IIPUHECTH O/Ib3Y B MOA06-
Hoit cutyaumu? ORHUM U3 CTOCO60B MOXKET CTaTh FeHepMpOBaHMe HOBBIX pa3Me-
YeHHBIX IIPMMEPOB, JOIOTHAIOIIMX MCXORHbII pa3sMedeHHbIiT Habop M306pakeHNIt.
B pesynbrare 06y4eHue ¢ yuuTeneM MO>KHO GyAeT MPOBOAUTL Ha Tropasfo 6onee
IIMPOKOM Habope JaHHBIX, YTO NPUBEAET K YTY4IlIeHNI0 061LIero pemeHns.

[eHepupoBaHu1e n306paxeHuii ANA C034aHNA YNYULLEHHOTO
Knaccupukaropa

YTo6BI IPOKEMOHCTPUPOBATD NPENMYIECTBA O0ydeHNs 6e3 yduTeNns, yMeHb-
IIMM Hall TpeHupoBoyHblit Habop MNIST o Bcero mumb 5000 pa3MedeHHBIX IPH-
MEpOB ¥ COXpPAaHMM 3Ty NpUMepHI Bo ¢peiiMe inputXReduced.

3areM, oTTanKuBaACh OT 3TUX 5000 pasMeyeHHBIX U306paXKkeHM, MbI CTeHe-
PMpYeM HOBbIe M306paXkeHNUS C IIOMOIIBIO Hallleit MOPOXKAAloLIeil MOl Ha OC-
HoBe DBN. IIpuyem Mb1 noBTopum npouenypy 20 pas. [I[pyrumu CoBamMu, Mbl
creHepupyem 5000 HOBbIX M306pakenuit 20 pa3 AnA co3gaHusa Habopa JaHHBIX,
copepxamtero 100 000 M3o6pakeHnit, Kaxkaoe U3 KOTOPHIX OyfeT IOMeYEHHBIM.
C TexHMYECKOM TOYKM 3PEHMA MBI COXPaHAEM HE CaMyu PEKOHCTPYMPOBaHHbIE
n306paxKkeHMA, a MUIIb BHIXOABI MOCTIEAHETO CKPBITOTO Clos. BrpoueM, pekoH-
CTPyMpOBaHHbIE M306pakeHUA MBI TOXK€ COXPAHMM, YTOOBI MO3XKE MX MOXKHO
6BI/IO OLIEHUTD.

Coxpanum 100 000 pesynsraToB B MaccuBe NumPy generatedImages.

# TeHepupoBaHME M COXpPaHeHue M300paxeHut
inputXReduced = X train.loc[:4999]
for i in range(0, 20):

print ("MOporox", 1)
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finalOutput_DBN, reconstructedOutput DBN = \
dbn.dbn_output (inputXReduced)

if i==0:
generatedImages = finalOutput DBN
else:
generatedImages = np.append (generatedImages, \

finalOutput_DBN, axis=0)

3areM 3amycTiM LuKA u3 20 utepaumii, o6pabarsiBaromuit nepsbie 5000 MeTOK
13 TpeHMPOBOYHOTO Habopa (y_train) mms momydeHns Maccusa MeTok labels.

# TonyuyeHMe BeKTOpa METOK AJIA CIeHEePMPOBAHHHX M300paxeHum
for i in range(0, 20):
if i==0:
labels
else:
labels

y_train.loc([:4999]

np.append(labels, y train.loc([:4999])

HakoHell, creHepupyeM pe3ynbTaThl IO Ba/IMAALMOHHOMY Habopy, YTo6b! BIIO-
CIEACTBUM MOXKHO OBbIZIO OLEHMTh KMacCUPUKATOp M30O6pakKeHMit, KOTOPBIA MBI
BCKOpeE CO3/1aiuM.

# TeHeprpoBaHMe M300paxXeHM Ha OCHOBE BalMOALMOHHOTO Habopa

inputValidation = np.array(X validation)

finalOutput DBN validation, reconstructedOutput DBN_validation = \
dbn.dbn_output (inputValidation)

I[Ipexxpe 4eM UCIIONIb30BATh TONLKO YTO CTeHEPYPOBaHHbIE IAHHBIE, IOCMOTPUM,
KaK BBIIVIANAT HEKOTOPBIE U3 PEKOHCTPYMPOBAHHBIX M306paXKeHMIt.

# IpocMOTp Cr'eHEepMPOBAaHHHX M300paxeHuit
for i in range(0, 10):
example = i
reconstructedX = pd.DataFrame (data=reconstructedOutput DBN, \
index=X_train[0:5000].index)
view digit(reconstructedX, y train, example)
view digit(X_train, y train, example)

Kax MoxHO yBUAeTb Ha puc. 11.12, creHepupoBaHHOE M306paXKeHNe OYEHD Ha-
IIOMMHAeT OPUTMHANT — B 060MX CTy4asx MOXKHO y3HaTb uuépy 5. B ornyme ot
u306paxxeHMIt, TeHEPUPYEMbIX OTPaHMYEHHOI MallMHOK bonbliMaHa, KOTOpble MbI
IPOCMaTpUBaNM paHee, B JAHHOM C/IyYae CXOACTBO C OPUTMHANbHBIMMU U306paXxe-
Husamu MNIST 6onee cunbHoe. Ilepenanbl axe MOMyTOHA.

Iins cpaBHeHUs IPOCMOTPUM elle HeCKO/IbKO u3o6paxenmit (puc. 11.13-11.16).
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o s 10 18 D 25 o s 1w 15 2 %
Puc. 11.12. ITepsoe usobpaxcenue, Puc. 11.13. Bmopoe u3zobpascenue,
czenepuposanroe DBN czenepuposarrnoe DBN

Crout ormMeTntb, 4T0 DBN (Kak 1 RBM) OTHOCHTCS K KaTeropuyu MOPOXKAaI0-
IMX MOJieTIeit, a MoToMy M306paxkeHns GpopMupyoTcs croxactudecku. [Tockonbky
TpoliecC He leTepMUHMPOBAH, M306paKeHMA OFHOTO M TOTO >Ke IpUMepa MOTYT
MEHATHCA OT MPOTOHa K IPOTOHY.

YT06BI CIMUTHPOBATH 3TO, BO3bMeM IepBoe n3obpaxenue MNIST u ncnonn3y-
eM DBN n14 reHepupoBaHus HOBbIX u3o6pakennit 10 pas.

# TenepupoBaTh nepBryt npmmep 10 pas
inputXReduced = X train.loc[:0]
for i in range(0, 10):
example = 0
print ("Mporon", 1)
finalOutput DBN fives, reconstructedOutput DBN fives = \
dbn.dbn_output (inputXReduced)
reconstructedX fives = \
pd.DataFrame (data=reconstructedOutput DBN fives, index=[0])
print ("CrexnepupoBaHo")
view_digit (reconstructedX fives, y train.loc[:0], example)
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Puc. 11.14. Tpemve usobpacerue, Puc. 11.15. Yemeepmoe u3zobpa-
ceeHepuposarHoe DBN seHue, czenepuposanroe DBN

Kak MoxxHO yBMAeTb Ha puc. 11.17-11.21, Bce creHepupoBaHHbIE U300paXKeHNA
HaIIOMMHAIOT IMGPY 5 1 B TO )ke BpeMs He3HAYMTETbHO OT/IMYAIOTCA APYT OT ApPYTa,
HEeCMOTPs Ha TO YTO BCE OHM ObI/M IOTy4eHBbl HA OCHOBE OfHOTO M TOTO >Ke MCXOf-
Horo uso6paxenusa MNIST.

Co3aaHue Knaccudukartopa n3obpaxeHuit
cncnonb3oBaHuem anroputma LightGBM

IMocTpoum KmaccupuKaTop, UCIONb3Ys BBEAEHHBI paHee arOPUTM IPafIeHT-
Horo 6yctunra LightGBM.

TonbKo 06yuenne ¢ yuntenem

Hau nepsblit kmaccudukarop nsobpaxkeHuit 6yfeT onupaThCs ML Ha IepBbie
5000 momeyeHHBIX U306 pakernit MNIST. To mOAMHOXKECTBO OPUTMHAIBHOTO TPe-
HupoBoYHOro Habopa MNIST, cogepxxaero 50 000 mOMeYeHHBIX U300OPa>KEHMIL.
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fipumep 4 Metka 9

Npunep 4 Metka 9

3 s w15 20 5

Puc. 11.16. IIamoe usobpascerue,
ceenepuposarroe DBN

MBbI nocTymnaem Tax, 4TOObI CLIMUTHPOBATDh CUTYALIMIO, 6/IM3KYIO K Pea/bHOM, Befb
Ha MPaKTHKe 06BIYHO JOCTYITHO NMLIb CPABHUTENBHO HEGONbIIOE KOMMYECTBO pas-
MeYeHHBIX TpuMepoB. [10cKONbKY rpafueHTHbI 6ycTUHT 1 anroput™ LightGBM
HaMy y>ke 06Cy)XIanuch, Mbl OYCTUM TIOAPOOHOCTH.

3afaiuM napaMeTphl aITOPUTMA.

predictionColumns = ['0', '1', '2', '3', '4', '5', '6', '7', '8', '9']

params_lightGB = {
'task': 'train’',
'application': 'binary',
'num_class': 10,
'boosting': 'gbdt',
'objective': 'multiclass',
'metric': 'multi logloss',
'metric_freq': 50,
'is training metric': False,
'max_depth': 4,
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Mpumep O Merxa. S
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fporod 1
CreHepUpoBaKY

NpuMep: 0 Metxa S

&

G 5 10 1 20 pa)

Puc. 11.17. Ilepsoe u smopoe
czeHepuposariHvie U306paceHus

uugpoL 5

'num_leaves': 31,
'learning_rate': 0.1,
'feature_fraction': 1.0,
'bagging_fraction': 1.0,
'bagging freq': 0,
'bagging_seed': 2018,
'verbose': 0,
'num_threads': 16

[IporoH 2
CreHepUpOBaHO

Npumep: 0 MeTka. 5

Tporox 3
CreHepupoOBaHO

Npumep: 0 MeTka: 5

10

18

6 5 10 15 2 2%

Puc. 11.18. Tpemve u yemeepmoe
C2eHepupoBaHHbie U306paANEHUS

uugpor 5

[lanee ucro/b3yeM COKpallleHHbIf TPEHMPOBOYHBI Habop, comepkamuit 5000
noMeveHHbIx u3o6paxennit MNIST, u BanupauymoHHbII Habop, copepaluit
10 000 Takux u3obpaxeHmi1.
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Puc. 11.19. I[Tamoe u wecmoe Puc. 11.20. Cedvomoe u 8ocvmoe
czeHepuposartvie U300pareHus czeHepuposantvie u3o6panceHus

uugpor 5 uugpor 5

trainingScore = []
validationScore = []
predictionsLightGBM = pd.DataFrame (data=(], \

index=y validation.index, columns=predictionColumns)

lgb_train = lgb.Dataset (X_train.loc(:4999], y_train.loc[:4999])
lgb _eval = lgb.Dataset (X validation, y validation, \
reference=lgb train)
gbm = lgb.train(params_lightGB, lgb_train, num_boost_round=2000, \
valid sets=1gb_eval, early stopping_rounds=200)

loglossTraining = log loss(y_train.loc[:4999], \
gbm.predict (X_train.loc[:4999], num_iteration=gbm.best
iteration))
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Npumep. 0 Merka: 5
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Puc. 11.21. lesamoe u decamoe
c2eHepupo8anHole U300pareHus

yudpot 5
trainingScore.append(loglossTraining)

predictionsLightGBM.loc[X validation.index, predictionColumns] = \
gbm.predict (X_validation, num iteration=gbm.best iteration)

loglossValidation = log loss(y validation,
predictionsLightGBM.loc[X validation.index, predictionColumns])

validationScore.append(loglossValidation)

print ('Jlorapupmmueckue norepu obyuenmsa:', loglossTraining)
print ('Jlorapupmmueckme norepyu Banmumaumu:', loglossValidation)

loglossLightGBM = log loss(y_validation, predictionsLightGBM)
print ('Jlorapupmmueckme norepu rpamueHTHoro GycrtmHra LightGBM:',
loglossLightGBM)
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Hinxe nokasaHsl norapudMmudeckme moTepy B Npoliecce TPEHUPOBKY ¥ BaTupa-
LMY /1A PELIEHNs, B KOTOPOM MCIIONb3YeTCA /IMIIb 06ydeHMe C yIUTeENeM.

Jlorapuommueckmne norepu obyuenms: 0.0018646953029132292
JlorapupmMmueckue norepu Bammpmaumm: 0.19124276982588717

Cnenyrowmit pparMeHT KOfia BHIBOAUT OOILYI0 TOYHOCTb JAHHOTO K/IaccumKa-
TOpA.

predictionsLightGBM firm = np.argmax(np.array(predictionsLightGBM), \
axis=1)
accuracyValidation 1ightGBM = accuracy_score (np.array(y validation), \
predictionsLightGBM firm)
print ("TouHocTe oByueHus c yumreneM:", accuracyValidation lightGBM)

ToyHOCTh OOyueHus c yuurenem: 0.9439

CoBmecTHoe 06yueHue ¢ yuntenem u 6e3 yuutens

Ha sroT pa3 BmecTo o6y4enns Ha Habope, cocTosmeM u3 5000 moMeueHHbIX
nso6paxenuit MNIST, Mer ucnonbayem 100 000 u3o6pa‘kennit, creHepMpOBaHHbIX
ITy60KOJf CEThIO OBEPUA.

# NomroroBka o6bekToB DataFrame mns rpamueHTHOro OycTuHra LightGBM

generatedImagesDF = pd.DataFrame (data=generatedImages, \
index=range (0, 100000))

labelsDF = pd.DataFrame (data=labels, index=range (0, 100000))

X train 1gb = pd.DataFrame (data=generatedImagesDF, \
index=generatedImagesDF.index)
X_validation_lgb = pd.DataFrame (data=finalOutput DBN validation, \
index=X validation.index)

# TpenupoBka LightGBM

trainingScore = []

validationScore = []

predictionsDBN = pd.DataFrame(data=[], index=y validation.index, \
columns=predictionColumns)

lgb_train = lgb.Dataset (X_train lgb, labels)
lgb_eval = lgb.Dataset(X_validation_lgb, y validation, \
reference=1gb_train)
gbm = lgb.train(params_lightGB, lgb_train, num boost round=2000, \
valid sets=lgb eval, early stopping_rounds=200)
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loglossTraining = log_loss(labelsDF, gbm.predict(X_train_lgb, \
num_iteration=gbm.best iteration))
trainingScore.append (loglossTraining)

predictionsDBN.loc[X_validation.index, predictionColumns] = \
gbm.predict (X_validation lgb, num iteration=gbm.best_iteration)
loglossValidation = log_loss(y_validation, \
predictionsDBN.loc[X validation.index, predictionColumns])
validationScore.append(loglossValidation)

print ('JlorapupMmuueckne norepy obyuenmsa:', loglossTraining)
print ('Jlorapupmmuueckue norepu Bammmaumm:', loglossValidation)

loglossDBN = log_loss(y validation, predictionsDBN)
print ('JlorapupMmyeckue noTepy IpamMeHTHOro OycTmHra LightGBM:', \
loglossDBN)

Huxe nokasaHsl norapudMuyeckie noTepu B Mpouecce TPEHMPOBKM U Banmu-
[aLMK /1A peLIeHus, YIYYLUIEHHOTO 3a CYeT MOAK/IIoueHNs 06ydeHus 6e3 yaurens.

Jlorapnpmmnueckue norepu obyuenma: 0.004145635328203315
Jlorapupmmueckme notepm Bammpaumm: 0.16377638170016542

A BOT KaKoOJt IOTyYM/Iach 06111as TOYHOCTh JAHHOTO KMaccuukaropa:

TOYHOCTL peweHus Ha ocHoBe DBN: 0.9525

Kak BuanTe, TOYHOCTH MOBBICU/IACH IOYTU Ha OAMH TIPOLIEHT, YTO ABIAETCA KO-
BOJ/IBHO CYLIECTBEHHBIM YITYYIICHUEM.

Pe3iome

B rnaBe 10 Mbl TO3HAKOMU/IMCH C NPOCTEMAIUNM TUIIOM NIOPOXKAAIOLIMX MOAE/EN:
orpaHMYeHHBIMU MalyHamyu Bonbrivana (RBM). B 3Toit rmaBe Mbl peanusoBanu
6onee ClOXXHbIE TOPOXKAAIOLME MOENN, U3BECTHBIE KaK I'y6oKue ceTu A0oBepus
(DBN), xoTOpbIe COCTOAT 3 HeckonbKux RBM, o6pasyromux Kackap.

Mb1 IpogeMOHCTPUPOBaNH, KaK paboTaloT Iy6oKue CeTH OBEPUA: UCIIONb3YA
MCKTIOYNTENBbHO 06yueHne 6e3 yunrens, DBN obydaercs BHyTpeHHel CTPYKType
[AHHBIX Y VICTIONB3YET NMOMyYeHHblE 3HAHNA, YTOOBI TreHepMPOBaTh HOBbIE CUHTE-
TUYeCKue NaHHbIE. B 3aBMCHMMOCTHM OT TOTO, HACKO/MBKO XOPOIIO CMHTETHYECKME
JaHHBIE COTNACYIOTCA ¢ opuruHanbHbIMU, DBN nocrenenHo ynydiuaer cBOM NO-
poXxpanime croco6HOCTH, fOOMBAsACH KaK MOXHO 6onbliero npaBRonoxo6MA
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reHepupyeMbIX faHHbIX. Takoke GBIIO MOKa3aHO, KAKMM 0O6pa3oM CHHTETHHECKHE
JaHHbIE, CTeHEPMPOBAaHHBIE ITTyOOKOI CETBIO JOBEPUSA, MOTYT AOMONMHATD CYILec-
TBYIOIYe HA6OpbI TOMEYEHHBIX JAHHBIX, YIY4Ilas XapaKTePUCTUKM MOJieNeit 06y-
YeHMA C YYUTENEM 3a CYET YBe/IM4eHNA 061lero pasmepa TPeHMPOBOYHOrO Habopa.

Pa3paboTaHHOe HaMy IpUIIOXKEHME C YACTUYHBIM IIPUB/IEYEHNEM YIUTEIA, B KO-
TOpoM MbI ucnionb3oBanu DBN (o6yyennue 6e3 yuntens) u rpaiMueHTHbIN GYCTHHT
(oby4eHue ¢ yunTenem), MpofEMOHCTPUPOBATIO MyYLIYI0 IPOU3BOAUTENBHOCTD IO
CPaBHEHMIO C pellleHNeM, OCHOBAHHBIM MCK/TIOYMTETBHO Ha 06y4eHMM C yUuTeneM,
B 3afiaye Kinaccuukanym usobpaxennit MNIST.

B rnaBe 12 Bbl y3HaeTe 06 O{HOI 113 HOBBIX TEXHO/IOTHIA B 06/1acTy o6yyeHus Ges
YUUTENA: 2eHEPAMUBHO-COCMAIAMENBHBIX CEMAX.
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TMABA 12
rEHepaTVIBHO-COCTFIBaTEﬂbeIe et

MB!I y>xe M3y4MIu ABa TMIAa IOpOXAaOIMX Mofieneit: RBM (orpannyeHHas Ma-
mmHa Bonbumana) u DBN (rny6okas ceTh foBepus). B maHHOI I1aBe Mbl MCCie-
[iyeM TeHepaTMBHO-COCTA3aTeNIbHbIE CET — ORHO M3 Hambonee NepCrneKTUBHbIX
HaIpaB/ieHuit B 06/1acTit o6yyeHns 6e3 yunrens.

ba3oBas KoHUenyus

KoHuenuus zeHepamueHo-cocmssamenvroti cemu (generative adversarial net-
work — GAN) 6b11a npennoxena SIHom Iyndennoy ¢ xomneramu no Moxpeans-
ckoMy yHuBepcuteTy B 2014 roxy. B cnmydae GAN Mbl MMeeM NBe HEMPOHHbIE CETH.
OnHa U3 HUX, 2eHepamop, BhIjaeT AaHHbIE HA OCHOBAHMM MOJE/NN, KoTopas 6bina
CO3/IaHa C MCIIONb30BaHMEM BBIGOPOK PeasIbHBIX JAHHBIX, IIOCTYTIAIOLINX Ha BXOA,
Jlpyras ceTb, OUCKPUMUHAMOP, ILITAETCA OTIMIUTD NOMieNIbHBIE IAHHbIE, CO3/IaH-
Hbl€ C TOMOIIBIO F€HEPATOPa, OT OPUTUHATBHBIX JAHHBIX.

TeHepaTOp MOXHO YIIOA06MTH pamTbIIMBOMOHETYMKY, a AMCKPUMUHATOD — KpH-
MMHA/INCTY, MIBITAIOEMYCS BBIABUTD IOAAENKY. MeXy STUMM IBYMA CETAMMU BO3-
HMKaeT TaK HashIBaeMas aHMAzOHUCMU4ecKas uzpa, NI uzpa ¢ Hynesot cymmot
(zero-sum game). IeHepaTop mbiTaeTcst 06MaHyTh AMCKPUMMHATOP, 3aCTAB/AA €r0
CYUTaTh, OYATO CUHTETUYeCKMe faHHBIE B3ATHI M3 MCXOHOTO Habopa, a AUCKPUMHM-
HATOP IBITaeTCA PACIO3HaTh 3TH AaHHbIE KaK IOeNIbHEIE.

TeHepaTUBHO-COCTA3ATeNbHBIE CETH OTHOCATCA K KaTETOPUM alirOPUTMOB 06yye-
HUA 6e3 y4uTens, OCKONbKY TeHepaTop CrocobeH o6ydaTbcsa 6a30Boi CTPYKType
VICTMHHOTO paclipefieNieHNs faxke B OTCYTCTBME METOK, MCTIONb3Ysl PAJ MapaMeTpOB,
KO/IMYEeCTBO KOTOPBIX 3HAYMTE/TbHO MEHbIIIe KOMIECTBA TPEHUPOBOYHDIX JAHHBIX.
370 K/MI04eBOJ aCTIEKT 00ydeHMs 6e3 yUMUTeNA, O 4eM MbI He Pa3 FOBOPM/IN B IIPENbI-
Aywmx raaBax. Hammume Takoro orpaHuueHms BbIHY>XX/Ja€T FeHEPaTOp 3aXBaThIBAaTh
nuib Hanboree CyIeCTBEHHbIE aCIIEKTh MCTMHHOTO PaclpefieNieHus JaHHBIX. JTO
HaTlloOMMHaeT o6y4eHue NMpu3HaKaM Ipy ITy6okoM o6yuenmu. Kakabii CKpBITHIA
CTIOJ1 HEV{POHHOM CETY reHepaTopa 3aXBaThIBaeT NPEACTaB/IeHME BXONHbIX JAHHBIX,
Ha4yMHas C POCTENILET0, ¥ KaXABIit OCTERYIOLIMIA Coit 06HapyXuBaeT Bce 6omee
C/IOXKHbIe IPU3HAKY, AOCTPauBas MX Ha OCHOBE 6071ee IIPOCTHIX MPEAbITYIIMUX C/IOEB.



Brarogapsi HamM4YMIO MHOXKECTBA CIIOEB reHepaTop oby4aeTcs 6a30BOJ CTPyK-
Type AaHHBIX M MIBITAETCA CO3[]aBaTh CMHTETHYECKME JAHHbIE, TIOYTU MAECHTUYHbIE
uctuHHbIM. Ecnu renepatopy ymacTca ymoBUTb CyTh, TO CMHTETUYECKME AaHHbIE
6yayT Ka3aTbCs HACTOALIMMY.

B03MOXHOCTN reHepaTUBHO-COCTA3ATeNbHbIX ceTei

B rnaBe 11 MBI McCefoBamy BO3MOXHOCTb MCIIONb30BAaHMA CUHTETMYECKUX
AaHHBIX, CTeHEPUPOBAHHBIX MOJleNbI0 06yueHus 6e3 yuurensa (Hampumep, rmy6o-
KOJ CEThIO OBEPMUA), ANA YIYUILEHUS XapaKTepPUCTUK MOReNM 00ydeHNMs C yunre-
neM. ITono6Ho DBN, reHepaTMBHO-COCTA3aTeNbHBIE CETH XOPOLIO CIPABIAIOTCA C
reHepupOBaHMEM CMHTETUYECKMX JAHHBIX.

Ecnu tpebyercsa creHepupoBaTh 60/bIIOE KOMMYECTBO 0OyYaIOIVX IIPUMEPOB
A/ TONONHEHNs CYILEeCTBYIOIIMX TPEHMPOBOYHBIX AAaHHBIX (Hampumep, 4TOOBI
MOBBICUTb TOYHOCTD PAacIO3HaBaHMA U300paskeHMIt), TO MOXHO MCIIONb30BATD Te-
HepaTop ANA CO3[aHNA CUHTETMYECKMX JAHHBIX, JOOABUTb 3TM HOBbIE JaHHBIE B
CYLIeCTBYIOIMII Habop, a 3aTeM 3aIyCTUTb MOJie/Ib OOy4eHMsA C yIUTENEM YKe Ha
paciuupeHHOM Habope.

[eHepaTMBHO-COCTA3aTeNbHbIE CETH TAK)Xe OTIMYHO CIIPABIAIOTCA ¢ 06Hapy-
KeHyeM aHoManuit. Ecmu Mbl 3auHTepecoBaHbBI MMEHHO B 3TOM (HampuMep, Ans
BBIAB/IEHN TIONBITOK MOLIIEHHIYECTBA, B3/IOMa M/IM APYTUX NOJO3PUTENbHBIX A€l -
CTBMI1), TO MOXXEM MCIIO/NIb30BaTh AMCKPUMMHATOP JUIA OLIEHKM KaXjoro obpasia
NOCTYTAOLMX JAHHbIX. [[pyMepBI, KOTOpbIe AUCKPUMUHATOP PacllO3HAET KaK “Be-
POATHO CHMHTETHYECKME', CaMble aHOMA/IbHbIE ¥ BEPOATHEE BCErO NPEACTAB/IAIOT
c06011 06pas1bl MOLIEHHUYECKOTO ITOBEAECHMA.

[ny6okue cBepTOUHbIE FeHepaTUBHO-COCTA3aTENbHbIE
cetn (DCGAN)

B 3r0it rmaBe MBI BHOBb 06paTuMca k Hab6opy MNIST, ¢ kotopsiM paboranu B
NpeRbIAYIINX I/1aBax, ¥ npuMeHUM GAN /14 reHepMpPOBaHUA CHHTETUYECKMX AaH-
HBIX, 4TOOBI JONONMHUTS CylecTBYIommit Habop MNIST. 3aTteM MbI IpMMeHNM MoO-
Jie/ib, OCHOBaHHYIO Ha OOy4eHMN C yIuTeNeM, Ans KnaccuduKaumum u306pakeHni.
3To0 ellle OAMH BapMaHT O6YYEHMA C YACTUYHBIM IIPUBJIEYEHMEM YUNTENA.

ITonararo, BB y>ke XOpPOILO IPEACTAB/IAETe, HACKONMBKO 3P PEKTUBHO 06-
yueHMe C YaCTUYHBIM IpuB/edeHneM yuntens. [lockonbky 60mpums-
CTBO [IOCTYTIHBIX HaM [JaHHBIX He pa3MeyeHo, oOydeHue C yuuTenem
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OKa3bIBaeT Cephe3HyIo NOMOILb B Pa3MeTKe [aHHbIX, 61arofaps yemy
TNPUMEHAETCA BO BCEX YCIEIIHbIX KOMMEPYECKMX IPUIOXKEHUAX, OCHO-
BaHHBIX Ha 06y4eHuy C yunTenem.

B 10 e BpeMs 06y4eHme 6e3 y4nTens LEHHO 1 caMo Io cebe, Tak Kak
n03BonseT 06y4aTbcs Ha HepasMeYeHHBIX JAHHBIX. ITO OfHA U3 Tex 06-
/1acTelf MalIMHHOTO O6y4eHMs, KOTOpble MMEIOT HaMOOMbILMI TIOTEH-
uMan A mepexopna ot cnaboro K cunpHoMy VI

Peanunsyemas HaMu pasHoBuEHOCTb GAN HasbiBaeTcs 21y60Kas c8epmo4Has
zerepamusHo-cocmasamenvras cemv (deep convolutional generative adversarial
network — DCGAN). Takoro poaa cetu 6bimu BrepBble onucaHbl Anekom Papi-
dopnom, JTiokom MeTuiom u Cymutom YnHTanoii B koHue 2015 ropa’.

DCGAN — 3T0 pa3HOBUAHOCTb C8EPMOUHbBIX HEUPOHHBIX Cemeti (convolutional
neural network — CNN), xoTopble IIMPOKO NPUMMEHAKTCA — MpPUYEM BecbMa
YCIeIHO — B CUCTEMaX KOMIIBIOTEPHOTO 3peHMs U K/IaccuyKaImm u306pakeHmit.
[Tpexxne ueM nepexoauts k DCGAN, Heo6x0a1MMO CHavasIa UCCTIEAOBATh CBEPTOY-
HbI€ CETM U MOHATD, KAK MX MCIO/Nb30BATh J/Is KIaccudukauuy 1u3o6paxkeHuin B
paMKkax Mopeny 06ydeHMs C YINTENEM.

(BepTo4Hble HelipOHHbIe CeTH

O6paboTrka u3obpaxkennit 1 Buaeo — HaMHoro 6oree TpynoeMKas 3ajaya Il0
CPaBHEHMIO C YMCIOBBIMM M TEKCTOBBIMM AaHHbIMM. Hanpumep, usobpaxennue
cranpapra 4K Ultra HD umeer pasmeprocTb 4096 X 2160 X 3 (26 542 080 nmxce-
neit). [I/1s1 TPEHUPOBKY HEMPOHHOM CETH Ha M306parKeHNAX C TAKUM paspellieHueM
noTpe60Banoch 651 UCIIONIL3OBATH JECATKM MU/TIMOHOB HEPOHOB, YTO CU/IbHO 3a-
MeRnuno 6bl CKOpoCcTb 06ydeHns.

BmecTo Toro 4To6b! 06y4aTh HEPOHHYIO CETh HETIOCPEACTBEHHO HAa MCXOAHBIX
M306paXkeHMsX, Mbl BOCIIO/Ib3yeMCs TeM (PaKTOM, YTO TECHO PACIONIOXKEHHBIE MUK~
CeNu AEMOHCTPUPYIOT CU/IbHYIO KOPPEALMIO, YEro HeMb3s CKa3aTh O 1a/IeKO OTCTO-
AIYX TUKCEAX,

Ceepmxa (TepMUH, OT KOTOPOTO CBEPTOYHBIE CETM U NOTYy4YM/IM CBOE Ha3Ba-
HMe) — 3TO mpowecc PpuabTpauuy n306paxkeHN ¢ LeNbI0 YMEHbIIEHUS €0 pasMe-
pa 6es noTepu cBsA3elt MeXAy 6MM3NEXALMMI ITUKCELAMMUZ.

! OpurunanbHas cratba ¢ omucaHueM DCGAN pgoctymHa mo appecy https://arxiv.org/
abs/1511.06434.

? lonmonuutenbHasa MHGOPMALIMA O CBEPTOYHBIX CMOAX COREPXUTCA B cTaThe An Introduction to
Different Types of Convolutions in Deep Learning (http://bit.ly/2GeMQfu).
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Ionyuns opurmHambHOE M300pakeHMe, MBI NpPUMEHsAEM K HEMY HECKONIBKO
GUIBTPOB OIpefeIeHHOro pasMepa (pasmep A0pa), NepeMelnas UX ¢ HeOOMBILIMM
wazom Punvmpa (stride) Ans monydeHus HOBOTO, PeAYLIMPOBAHHOTO MMUKCENbHO-
ro npencTasnenn. ITocne BbINMONMHEHUA CBEPTKYM MBI HOIIOTHUTENBHO YMEHbIIAEM
pasMep NpENCTaBIeHNs, TTOOYEPEHO BbHIOMpPAsA MMUKCENM MAKCMMA/IbHOM MHTEH-
CMBHOCTM B He6OMbIIMX OO/MACTAX PENyUMPOBAHHOIO MMUKCENBHOIO CIOS. JTOT
TIPOLIECC MOMYYN/T Ha3BAHUE NYNUHZ N0 MAKCUMATLHOMY 3HAYEHUIO, WX NYNUHZ C
Pynxyueit maxcumyma (max pooling).

CaepTKa M ITy/IMHT BBITOTHAIOTCA HECKOIBKO Pa3 A/IA YMEHbIIEHNs CIIOXKHOCTH
n3o6paxxernit. [Tocye 3Toro Mbl ynoiaeM u306paxkeHns u NpuMeHsieM 0ObIYHBII
IIO/THOCBA3HBII CTI0¥ I/1A KNaccuduKamu u306pakeHuit.

WUrak, pasaitre cosgagum CNN 1 npuMenuM ee ans knaccuukaumm nsobpaxe-
Huit, BxopAumx B Habop MNIST. IIpexae Bcero 3arpysum HeobxopuMslie 616mM0-
TEKMU.

'''OcHoBHHE Oubnuorexnu'''
import numpy as np

import pandas as pd

import os, time, re

import pickle, gzip, datetime

'''Busyanmmszauysa OaHHEX'''

import matplotlib.pyplot as plt

import seaborn as sns

color = sns.color_palette()

import matplotlib as mpl

from mpl toolkits.axes gridl import Grid

$matplotlib inline

'"'TloAroTOBKa HAHHEX M oueHka mopemn'''

from sklearn import preprocessing as pp

from sklearn.model selection import train_test split

from sklearn.model selection import StratifiedKFold

from sklearn.metrics import log loss, accuracy_score

from sklearn.metrics import precision recall curve, \
average_precision_score

from sklearn.metrics import roc_curve, auc, roc_auc_score, \
mean_squared_error

from keras.utils import to_categorical
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" 'AJ'II‘OpMTMI:I' "
import lightgbm as 1lgb

''"'TensorFlow u Keras'''

import tensorflow as tf

import keras

from keras import backend as K

from keras.models import Sequential, Model

from keras.layers import Activation, Dense, Dropout, Flatten, \
Conv2D, MaxPool2D

from keras.layers import LeakyReLU, Reshape, UpSampling2D, \
Conv2DTranspose

from keras.layers import BatchNormalization, Input, Lambda

from keras.layers import Embedding, Flatten, dot

from keras import regularizers

from keras.losses import mse, binary crossentropy

from IPython.display import SVG

from keras.utils.vis_utils import model to_dot

from keras.optimizers import Adam, RMSprop

Hanee sarpysum Habopst MNIST u coxpaHuM AaHHble M306pakeHMit B Bufe
4D-TeH30pOB, NOCKONbKY 61bmmoTeka Keras TpebyeT Mcronb3oBaHMa MMEHHO TO-
ro ¢popmara. MbI TakKe CO3gaAuM M3 BXOSHBIX NPM3HAKOB BEKTOPBI IIPAMOTO KO-
[MpOBaHMA ¢ MOMOIIBI0 QYHKIMM to_categorical 6ubmmorexu Keras.

KpoMe Toro, Ml cO3AafuM Ha OCHOBE JaHHBIX 06bekThl DataFrame 6ubmmo-
Texu Pandas, koTopble Ham oHaRo6sATCA Aanee. [l MpocMoTpa u306paXkeHNit Mbl
MIOBTOPHO BOCIIO/Ib3yeMCs roToBoit dyHkimeit view digit.

# 3arpyska HaBOPOB HOaHHHX
current path = os.getcwd()
file = os.path.sep.join(['', 'datasets', 'mnist data', \
'mnist.pkl.gz'])
f = gzip.open(current path+file, 'rb')
train set, validation set, test_set =\
pickle.load(f, encoding='latinl')
f.close()

X train, y_train = train_set[0], train_set[1]
X validation, y validation = validation_set[0], validation_set[1]

X test, y test = test_set[0], test_set[1]

X train keras = X_train.reshape (50000, 28, 28, 1)
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X_validation_keras = X validation.reshape (10000, 28, 28, 1)
X _test keras = X test.reshape(10000, 28, 28, 1)

y _train keras = to categorical(y train)
y_validation_keras = to_categorical (y_validation)
y_test keras = to_categorical (y_test)

# Cozsmanme obwbekToB DataFrame mM3 HaGOPOB HaHHHX
train_index = range(0, len(X train))
validation_index = range(len(X_train), \
len(X_train) + len(X_validation))
test_index = range(len(X train) + len(X validation), len(X train) + \
len(X validation) + len(X test))

X train
y_train

pd.DataFrame (data=X_train, index=train index)
pd.Series(data=y train, index=train_index)

X validation = pd.DataFrame(data=X validation, \
index=validation_index)

pd.Series(data=y validation, index=validation_ index)

y_validation

X test
y test

pd.DataFrame (data=X_ test, index=test index)
pd.Series(data=y_test, index=test_index)

def view digit (X, y, example):
label = y.loc[example]
image = X.loc[example, :].values.reshape([28, 28])
plt.title('Ilpumep: %d Merxka: %d' % (example, label))
plt.imshow(image, cmap=plt.get cmap('gray'))
plt.show()

Teneps nepeiipeM k cosgannio camoit CNN.

YTo6blI Ha4YaTh MOCTPOEHME MOJENM, MBI BbI30BeM pyHKuMI0 Sequential us
6ubmmorexn Keras. 3areM MbI 06aBMM [1Ba CBEPTOYHBIX C/IOA C QYHKLMEN aKTH-
Bauueit ReLU, kaXXablit 13 KOTOPBIX cofepXXuT 32 puabTpa ¢ pa3MepoMm aapa 5 x 5
¥ 1IaroM 1, 3aflaHHbIM 10 yMom4aHui. [Toc/e 3TOoro BHIMOMHUM IY/IMHT 110 MaKCH-
Ma/IbHOMY 3HaY€HMIO C pa3MepoM OKHa 2 X 2 u maroM 1. Kpome Toro, npumenum
perymapusaumio B GpopMe ApomayTa, YTo6bl CHUSUTb BEPOATHOCTD HepeobydeHms
HEeMpOHHOI ceTH. B yacTHOCTH, MBI MCK/TIOYMM 25% BXOIHBIX 3/1IEMEHTOB.

Ha cnepyromem srane Mbl f06aBMM ellje 1Ba CBEPTOYHBIX C/I0SA, Ha 3TOT pa3 ¢ 64
¢unpTpamMu 1 pa3MepoM AApa 3 X 3, OC/e YEro BHIMOMTHUM MY/IMHT 110 MAaKCUMaTlb-
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HOMY 3HaYeHMIO C PasMEPOM OKHa 2 X 2 ¥ 11aroM 2. JTam 3aBepuraeTcs fo6asneHn-
€M C/10s ITY/IMHTa, B KOTOPOM MCK/TIOYAITCA 25% BXOQHBIX 3/IEMEHTOB.

Hakonew, ymnomum nsobpaxennus, fo6aBuM o6bIYHYI0 HEPOHHYIO CETh C 256
CKPBITBIMY 3/1EMEHTaMHU, IpuMeHNUM 50%-Hblif [POMayT 1 BBITONMHUM KIaccuduka-
uumio uso6paxenuit o 10 knaccam, ucnonb3ys GpyHKImio akTBauum Softmax.

model = Sequential ()

model.add (Conv2D(filters = 32, kernel size = (5, 5), \
padding = 'Same’', activation ='relu', \
input shape = (28, 28, 1)))

model.add (Conv2D(filters = 32, kernel size = (5, 5), \
padding = 'Same', activation ='relu'))

model.add (MaxPooling2D (pool size=(2, 2)))

model.add (Dropout (0.25))

model.add (Conv2D (filters

64, kernel size = (3, 3), \

padding = 'Same', activation ='relu'))
model.add (Conv2D(filters = 64, kernel size = (3, 3), \
padding = 'Same', activation ='relu'))

model.add (MaxPooling2D (pool size=(2, 2), strides=(2, 2)))
model.add (Dropout (0.25))

model.add (Flatten())

model.add (Dense (256, activation = "relu"))
model.add (Dropout (0.5))
model.add (Dense (10, activation = "softmax"))

J17151 TPEeHNPOBKY 3TO CBEPTOYHOI CeTH MbI 6yZieM MCIIO/Ib30BATh ONITUMMU3ATOD
Adam ¥ MMHMMU3MPOBATH Kpocc-3HTponuio. KpoMme TOro, Mbl COXpaHMM TOYHOCTD
Knaccuduxanuy u3oO6paxeHnit B Ka4eCTBE OLIEHOYHOM METPUKH.

Teneps 06y4uM Mofiennb Ha npoTsDKkeHuy 100 310X M OLIEHUM Pe3yNbTaThI, OTY-
yaeMble Ha BallMfallMOHHOM Habope.

# ObByuenmue CNN

model.compile (optimizer='adam', \
loss='categorical crossentropy', \
metrics=['accuracy'])

model.fit (X_train_keras, y train keras, \
validation_data=(X_validation_keras, y validation_keras), \
epochs=100)
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Ipaduk M3MeHeHUs TOYHOCTH Ha MpoTsDKeHuy 100 amox npuBefeH Ha puc. 12.1.

OKoH4YaTeslbHAasA TOYHOCTb CNN: 0.9952999949455261

099 /
098

/W.___WWW

5 20 P 0 80 100
3noxa

Puc. 12.1. Pesynvmamut 06yueHus ceepmouHoil cemu

Kak BuauTe, OKOHYaTe/IbHAS TOYHOCTD /1 06y4eHHOI CBEPTOYHOI CETH COCTa-
Buna 99,53%, YTO NpeBLIIIaeT TOYHOCTD MI060r0 M3 pacCCMOTPEHHBIX paHee pelile-
HMIA, TPefHa3HaYeHHBIX /1A Knaccuukaum uzobpaxennit MNIST.

Bo3spawaemca k DCGAN

Wtak, BepHeMcsa k DCGAN 1 nocTponMm nopoxaolyio MOe/nb /IS CO3MaHMUA
CMHTETUYECKMX M306pakeHMif, HAIIOMMHAIOWIMX OPUTMHANbHBIE U300paKeHUs
MNIST.

YTo6p HayaTh MONYYaTh PeaNTUCTUYHBIE CUHTETHYECKME U300paKeHUs, Mb
JO/DKHBI 06YYNTh TeHepaTop, CO3AAOIMIT HOBbIE U306paXKEHNS Ha OCHOBE OPUTHU-
Ha/IbHBIX U306 paxkennit u3 Habopa MNIST, 1 AUCKPMMUHATOP, KOTOPBIN IIBITAETCA
OT/IMYUTh CMHTETHYeCKME N306paXKEeHUA OT OPUTUHATIBHBIX.

3ajia1y MOXXHO pacCMOTpeTb IOA APYTMM yrinoM. OpuruHanbHbI HabOp JaHHBIX
MNIST npencraBnser ucXonHOe pacipenienieHye faHHbIX. [eHepaTop oby4aeTcs Ha
9TOM pacrpefieIEeHMM M HAYMHAET CO3/1aBaTh HOBbIe M306paXKeHUs Ha OCHOBE MPH-
06peTeHHBIX 3HAHMIA, TOIIa KaK AMCKPUMMUHATOP IIBITAETCS ONPEAEIUTD, MOXKHO /K
OT/IMYUTD CreHEPUPOBAHHbIE M306paXKEHMA OT OPUTMHANIBHOTO PacIIpefeeHN.

YTo Kacaercsa reneparopa, TO Mbl BO3bMEM 3a 00pa3el] apXUTEKTYPY, OMMCaH-
HYIO B BBILIEYTIOMAHYTO cTaTbe Pandopaa, Metua u UYnnrans: (puc. 12.2).

[eneparop monyyaeT HadanbHbIA 3auymneHHbit sexmop (z) pasamepom 100 x 1,
noce yero nepepopmMaTupyeT ero B TeH30p pasMepoM 1024 X 4 x 4. Irta onepanus
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MPOELMPOBAHMA ¥ U3MEHEHUA POPMBI BEKTOPa TPOTUBOMNO/IOXHA CBEPTKE M Ha3bl-
BaeTcs 06pamHan ceepmia (0eKOHBOMOYUSR).

256

512

1002z

18|

Mpoeuvposaxue u

Cseprka 1
vnameHeHue Gopmsl

Ceeprka 2 - b
Caeptka 3 64

Ceeprka 4
G(2)

Puc. 12.2. Ienepamop DCGAN

BbINO/MHUB Haya/lbHYX0 [€KOHBOMIOLMIO, TEHEPATOP NPUMEHSAET YEeThIpE JOMON-
HUTE/IbHBIX CBEPTOYHBIX C/10A, TPAHCIUPYA MOMYYEHHBI TEH30p B KOHEYHBII TEH-
30p pa3MepHOCTbIO 64 X 3 x 3.

BoT Kak BHITIAAAT pasnuyHble CTA/IMM 3TOTO Npoliecca:

100x1>1024%x4x4->512x8x8>256x16x16>128x32x32>64x64x%3

MBI IpMMEHNM ITOXO0XKYI0 apXUTEKTYPY, CIIPOEKTMPOBAB reHepaTUBHO-COCTA3a-
TE/IbHYI0 CeTb WA Knaccudukauuy nsobpaxennit MNIST.

leHepatop DCGAN

OrnpaBHoit ToukoM Ans Haweit Mogemn DCGAN mocnyxut pabora Poysma
Atbenca’. Mbl co3gaguM kmacc DCGAN, KoTopbii 6yfieM MCIONb30BaTh MY I10-
CTPOEHMM TeHepaTopa, AMCKPMMMHATOPA, a TakKe AMCKPUMMHATUBON U COCTA3a-
Te/IbHON MoJene.

HauneM c reneparopa. IIpexye Bcero 3afagum runepnapaMerpbl, B TOM 4MC-
Jle TIpoLieHT ApomnayTa (mo yMomyanuio 30%), rmy6uHy TeHsopa (10 yMOTYaHUIO
256) ¥ KONMMYECTBO APYTUX M3MepeHmit (o ymomyanuio 7 X 7). Ml Taxxke mpume-
HMM IaKeTHYI0 HOPMa/IM3aLMIO CO 3HAYEHMEM UMIY/IbCA, 110 YMOMYaHMIO PaBHBIM
0. 8. PasmepHocTb BXofia paBHa 100, a pa3MepHOCTb OKOHYATEIbHOTO BBIXOfa —
28 x 28 x 1.

BcroMHMTe, YTO APOMAyT M NaKeTHasA HOPMANMU3aLUUsA — 3TO PEry/ApU3aTOpbI,
TI03BO/IAOLME M36eXKaTh nepeobydeHNs HeIPOHHOM CETH.

? OpuruHa/IbHbI NPOEKT NpefcTaB/eH Ha caifTe GitHub (http://bit.1ly/2DLp4Gl).
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Jins co3pmaHus reHepaTopa Mbl Bbi3oBeM QyHKumMI0 Sequential () 6mbmmo-
teku Keras, noce yero f06aBuM C/1oit IJIOTHOM MOTHOCBA3HOM HEVIPOHHOM CETH,
BBI3BaB QYHKIMIO Dense () . DTOT c/1oit 6yaeT MMeTh BXOAHYIO pa3MepHOCTb 100 u
BBIXOJHYIO Pa3MepHOCTb 7 X 7 X 256. MbI IpMMEHMM MIAKETHYI0O HOPMaNM3aLMIo,
Takoke QpyHKuMIo akTuBauuu ReLU u gpomayT.

def generator(self, depth=256, dim=7, dropout=0.3, momentum=0.8, \
window=5, input dim=100, output depth=1):
if self.G:
return self.G

self.G = Sequential()
self.G.add (Dense (dim*dim*depth, input_dim=input_dim))
self.G.add (BatchNormalization (momentum=momentum))
self.G.add(Activation('relu'))
self.G.add (Reshape((dim, dim, depth)))
self.G.add (Dropout (dropout))

3aTeM MBI IBX/BI BBIIOTHUM NO8bluaOusy10 ouckpemusayuto (upsampling) u
TpUXAbl — 06paTHYyI0 cBepTKY. IIpyu 3TOM 6ymeM KaX/blil pa3 BJBO€ YMEHbIIATD
IMy61MHY BBIXOTHOTO NPOCTPAHCTBa (256 - 128 > 64 > 32), OfHOBPEMEHHO YBeNIN-
4yBaA YMCIO JPYTUX M3MepeHuit. Mbl 6yneM noamepXuBaTh OKHO CBEPTKM pas-
MepoM 5 X 5 u mar ¢puabTpa, N0 yMoM4aHMIO paBHbIi 1. B npouecce BrInonHeHus
KaXJI0if CBePTKYM MblI 6y/ieM IPMMEHATD NaKETHYI0 HOPMa/IM3alyIo ¥ GYyHKIMIO aK-
TuBanuy ReLU.

9TOoT npolecc MOXXHO OIMCATh CIEAYOWMM 06pa3om:

100>7x7x%x256>14x14x128 >28 x28 x64>28 x28x32>28x28x1

self.G.add (UpSampling2D())

self.G.add (Conv2DTranspose (int (depth/2), window, padding='same'))
self.G.add (BatchNormalization (momentum=momentum) )

self.G.add (Activation('relu'))

self.G.add (UpSampling2D())

G
self.G.add (Conv2DTranspose (int (depth/4), window, padding='same'))
self.G.add (BatchNormalization (momentum=momentum) )

self.G.add (Activation('relu'))

self.G.add (Conv2DTranspose (int (depth/8), window, padding='same'))
self.G.add (BatchNormalization (momentum=momentum) )

self.G.add (Activation('relu'))
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HakoHeli, Ha BBIXOie FeHepaToOpa Mbl IOMY4YMM M306paxkeHNe C TEMMU e pasMe-
pamu 28 x 28, 4TO M OpurMHanpHOe n3o6paxenne MNIST.

self.G.add(Conv2DTranspose (output depth, window, padding='same'))
self.G.add (Activation('sigmoid'))

self.G.summary ()

return self.G

Aunckpumunarop DCGAN

IIpucTynaa K cO3faHMIO ANCKPMMMHATOPA, YCTAHOBMM 3Ha4Y€HMA IO yMO/Ya-
Hu10: AponayT — 30%, rmy6uHa — 64, runepnapameTp alpha ana QyHKUNM aKTH-
Baumyu LeakyReLU — 0. 3%,

ITpexpe Bcero 3arpysum n3obpaxkeHue pa3MepHOCTBIO 28 X 28 X 1 U BHINONHUM
CBEPTKY, UCTIONb3Ys 64 KaHaa, GUALTP 5 X 5 ¥ 1ar 2, a Taioke GYHKUMIO aKTUBa-
uum LeakyReLU u aponayT. IIpouecc moBTOpAeTCA TPHXK/BI, ¥ KKABIA pas Iy-
6MHa BBIXOHOTO NMPOCTPAHCTBa YABAaUBAETCA C O{HOBPEMEHHBIM YMEHbILIEHUEM
KO/IMYeCTBa APYTUX u3MepeHnit. Ha kaxnoM 1mare ucrnonbayercsa QyHKUNA aKTU-
Bauuyu LeakyReLU u fpomayT.

HakoHe, yniomym 1306 pakeHns ¥ IpMMEHUM CUTMOMAY /IS BbIBOJIA BEPOAT-
HOCTH. OTa BEPOATHOCTb OTPaXKaeT CTENEHb YBEPEHHOCTH JUCKPUMMHATOPA B TOM,
4TO BXOJHOE M306paxkeHNe AB/IAeTCA NOAAENbHBIM (3HauYeHN1o 0 . 0 COOTBETCTBYET
TIOffieNIKa, a 3Ha4eHmIo 1. 0 — MCTUMHHOE M306paxeHue).

TOT Mpolfecc MOXKHO ONMCATD CTIEAYIOMM 06pasoM:

28x28x1>14x14x64>7x7%x128>4x4x256>4x4x512>1

def discriminator(self, depth=64, dropout=0.3, alpha=0.3):
if self.D:
return self.D
self.D = Sequential()
input_shape = (self.img rows, self.img_cols, self.channel)
self.D.add (Conv2D (depth*1, 5, strides=2, \
input_shape=input_shape, padding='same'))
self.D.add (LeakyRelLU (alpha=alpha))
self.D.add (Dropout (dropout))

*LeakyReLU — 3T0 ycoBepleHCTBOBaHHAA GYHKUMA aKTUBALMM, KOTOPaA aHANOrMYHa OOBIMHOM
aktusauyuu ReLU, Ho RomycKaeT Hamuyue HeGOMBIIOTO IPaAMEHTa B TeX CTyqasX, KOI/ja /IEMEHT He
aktuBeH (https://keras.io/layers/advanced-activations/). laHHas pyHKuua Bce
yallle IPUMEHAETCA /1A PellleHUA 3afa4 MALIMHHOIO o6y4eHus, CBA3aHHBIX ¢ 06paboTKoit n306-
paxXeHU.
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self.
self.
self.

self.
self.
self.

self.
self.
self.

self.

self

self.
self.

retu

o

rn

.add (Conv2D (depth*2, 5, strides=2, padding='same'))
.add (LeakyReLU (alpha=alpha))
.add (Dropout (dropout) )

.add (Conv2D (depth*4, 5, strides=2, padding='same'))
.add (LeakyReLU (alpha=alpha))
.add (Dropout (dropout) )

.add (Conv2D (depth*8, 5, strides=1, padding='same'))
.add (LeakyReLU (alpha=alpha))
.add (Dropout (dropout) )

D.add(Flatten())
.D.
D
D

add (Dense (1))

.add (Activation('sigmoid'))
.summary ()

self.D

ﬂMCKpMMMHaTMBHaﬂ K COCTA3aTe/IbHaA MOAENH

Jlanee MBI OompenenuM MofeNb AUCKPMMMHATOpA (aHa/IOr KPUMMHAINCTA, 06-
Hapy>XMBAIOILErO TMOANE/NKM) ¥ COCTA3ATENbHYI0 MOJeNb (aHamor ¢anbUIMBOMO-
HeT4MKa, 06y4alolerocs Ha pelleHnAX KpuMuHamucra). Jina obeux mopeneit Mbl
ucnonbayeM ontumusatrop RMSprop, onpenennm ¢yHkumio noteps B popme 61-
HapHOM KPOCC-9HTPOIINM U 3a[JaiM TOYHOCTD B Ka4eCTBE OLIEHOYHO! METPUKHM.

[l MOCTpOEHMUsA COCTA3aTeNbHOM MOMENMM MBI MCIIONIb3yeM CO3laHHbIE paHee
CeTM TeHepaTopa M RMCKpMMMHATOpa. B clydae AMCKpMMMHATMBHOM MOJENM MC-

TI0/Tb3yETCA TONBKO CETh AUCKPMMMHATOPA.

def discriminator _model (self):

if self.DM:
return self.DM
optimizer = RMSprop(lr=0.0002, decay=6e-8)
self.DM = Sequential ()
self.DM.add (self.discriminator())
self.DM.compile (loss='binary crossentropy', \

optimizer=optimizer, metrics=['accuracy'])
y

return self.DM

def adversarial_model (self):
if self.AM:
return self.AM
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optimizer = RMSprop(lr=0.0001, decay=3e-8)

self.AM = Sequential()

self.AM.add (self.generator())

self.AM.add (self.discriminator())

self.AM.compile (loss='binary crossentropy', \
optimizer=optimizer, metrics=['accuracy'])

return self.AM

DCGAN pns Habopa AaHHbIX MNIST

Tenepp CO3hagMM TeHEPATMBHO-COCTA3ATENBbHYIO CETb A/IA Habopa AaHHBIX
MNIST. IIpexxae Bcero MHMUManu3upyeM knacc MNIST DCGAN pis M306pakeHni
MNIST c pasmepHOCTBIO 28 X 28 X 1 M IOAK/IIOYMM I€HEPATOP, a TAKKE ONpeJe/IeH-
Hble paHee AMCKPUMUHATUBHYIO M COCTA3ATE/IbHYIO0 MOZIENN.

class MNIST DCGAN (object):
def _init__ (self, x train):
self.img_rows = 28
self.img _cols = 28
self.channel =1

self.x train = x_train

self .DCGAN = DCGAN ()

self.discriminator = self.DCGAN.discriminator model ()
self.adversarial = self.DCGAN.adversarial model ()
self.generator = self.DCGAN.generator ()

®yHkuma train no yMomyaHuio TpeHMpyer ceThb B TedeHne 2000 31ox, UCIob-
3ys pasMep nakeTa 256, B aToit GpyHKIMY MBI IepeiaeM ITaKeThI U306 paxkeHnit ceTn
DCGAN, KoTopyI0 TO/IbKO 4TO onpefemun. [enepatop GyseT BhAaBaTh U306pa-
XEHUs, a JUCKPUMMHATOp — PacHO3HaBaTh M300paXKeHMs KaK IOANMHHbIE MU
nopgenbHble. IIo Mepe TOro Kak reHepaTop M IUCKPUMMUHATOP COPEBHYIOTCA MEXAY
c060J1 B paMKaX COCTA3aTeNbHON MOJENN, CMHTETUYECKIE M306paKeHNs CTaHO-
BATCA Bce 607ee IIOX0XKMMM Ha OpUTHMHa/IbHbIE M300paxeHns u3 Habopa MNIST.

def train(self, train_steps=2000, batch_size=256, \
save_interval=0):
noise_input = None
if save_interval > 0:
noise_input = np.random.uniform(-1.0, 1.0, \
size=[16, 100])
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for i in range(train_steps):
images _train = self.x_train[np.random.randint (0, \
self.x_train.shape[0], size=batch_size), :, :, :]
noise = np.random.uniform(-1.0, 1.0, \
size=[batch_size, 100])
images_fake = self.generator.predict (noise)
X = np.concatenate((images train, images_fake))
y np.ones ([2*batch_size, 1])
ylbatch_size:, :] =0

d_loss = self.discriminator.train_on_batch(x, y)

y = np.ones([batch _size, 1])

noise = np.random.uniform(-1.0, 1.0, \
size=[batch_size, 100])

a_loss = self.adversarial.train_on batch(noise, y)

log mesg = "%d: [Morepm muckpummHaropa: %f, \
rouHocTs: %f]" % (i, d_loss([0], d_loss[1])
log_mesg = "$%s [llorepu cocrasarencHoit Momemn: %f, \

ToyHocTs: %f]" % (log mesg, a_loss[0], a loss[1])

print (log_mesg)
if save_interval > 0:
if (i + 1) % save_interval ==
self.plot images(save2file=True, \
samples=noise_input.shape([0], \
noise=noise_input, step=(i+l))

Taxoke onpenenuM QyHKUMIO, KOTOpas B rpaduueckoM BUMIE BBIBOAUT U306pa-
XKeHN, CTeHepUpOBaHHBIE CETHIO.

def plot images(self, save2file=False, fake=True, samples=16, \

noise=None, step=0):
filename = 'mnist.png'
if fake:
if noise is None:
noise = np.random.uniform(-1.0, 1.0, \
size=[samples, 100])
else:
filename = "mnist_%d.png" % step
images = self.generator.predict (noise)
else:
i = np.random.randint (0, self.x train.shape(0], samples)
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images = self.x train(i, :, :, :]

plt.figure(figsize=(10, 10))

for i in range(images.shape[0]):
plt.subplot (4, 4, i+l)
image = images([i, :, :, :]
image = np.reshape(image, [self.img rows, self.img cols])
plt.imshow(image, cmap='gray')
plt.axis('off')

plt.tight_layout ()

if save2file:
plt.savefig(filename)
plt.close('all')

else:
plt.show()

[puMeHeHe reHepaTUBHO-COCTA3ATENbHOIM CETH
K Habopy aaHHbIX MNIST

Urtak, xnacc MNIST DCGAN roToB. Bbi3oBeM ero u HauHeM npoliecc 06yqeHusL.
Mb1 6ymeM TpeHMpOBaTh Mofienb Ha MpoTsokeHuu 10 000 amnox, ucnonb3ys pasmep
IaKkeToB 256.

# VMunumammsaums u oOyuenme cetu MNIST DCGAN

mnist_dcgan = MNIST DCGAN(X_ train_keras)

timer = ElapsedTimer ()

mnist dcgan.train(train steps=10000, batch_size=256, \
save_interval=500)

Hpmnenennax HIMKe CBOJIKAa OTpakKaeT IOTepyU ¥ TOYHOCTD [/l AUCKPUMMUHATO-
pamn COCTA3aTebHOM MO eNH.

0: [Morepu muckpummHaropa: 0.692640, acc: 0.527344]
[MoTepu cocraszarensHoit momesmu: 1.297974, Townocrs: 0.000000]
1: [MorTepu muckpummHaropa: 0.651119, rouxocte: 0.500000]
[Morepu cocrsa3aTensHoit momemu: 0.920461, mousocTe: 0.000000]
2: [Morepu muckpummHaropa: 0.735192, Tounocts: 0.500000]
[MoTepu cocTazaTenbHoi Momemu: 1.289153, rounocTe: 0.000000]
3: [Morepu muckpummHaTopa: 0.556142, TouHocTh: 0.947266]
[Mlorepu cocTaszarensHoOM Momemu: 1.218020, Townocrs: 0.000000]
4: [Morepu muckpuMmHarTopa: 0.492492, mouHocTe: 0.994141]
[MoTepu cocTasarTenbHou Mmomeym: 1.306247, rounocts: 0.000000]
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5: [MoTepu
(MloTepn

6: [lloTepn
[MoTepn

7: [HoTepnu
[loTepn

8: [IloTepu
[lToTepn

9: [IloTepnu
[ToTepn
10: [Horepnu
(MoTepu
11: [MoTepnu
[ToTepu

12: [NloTepu
[ToTepn

13: [Mlorepu
[ToTepn

14: [Morepu
[Torepn

15: [MNoTepmu
[ToTepn

HavanbHas TOYHOCTh AMCKpUMMHATOPA KonmebmeTcs B WIMPOKMX IMpefenax, Ho
B 1I€/IOM OCTaeTCA CyleCTBEHHO Bbille oTMeTkM 0.50. [Ipyrumu crmoBamu, auc-
KPMMMHATOP IIOHAYa/ Ty OYeHb XOPOLIO CIIPAaB/IAETCA C BhIABIEHUEM NOAJENOK, He-
YAa4HO CKOHCTPYMPOBaHHbIX reHeparopoM. Ho 3atem, no Mepe Toro Kak reHepa-
TOpP COBEPLIEHCTBYET CBOE YMEHME MOJENbIBaTh M306paXkeHUs, NUCKPUMMHATOP
HaYMHaeT UCTBITBIBAaTh TPYAHOCTH, M €T0 TOYHOCTh MaflaeT O YPOBHA, 6Mu3Koro

k 0.50.
9985:

[oTepu
9986:

[lloTepn
9987:

[ToTepn
9988:

[ToTepn
9989:

[[ToTepn
9990:

ouckpummHaTopa: 0.491894, rounoctb: 0.916016)
cocrazarensHo Momesmm: 1.722399, TounocTe: 0.000000)
mnckpummuaropa: 0.607124, rounocth: 0.527344)
cocTazarensHoM Momemu: 1.698651, TounocTe: 0.000000]
ouckpummHaropa: 0.578594, rounocth: 0.921875]
cocrasarencHon Momenu: 1.042844, Tounocts: 0.000000]
ouckpummHaropa: 0.509973, Tounocrh: 0.587891]
cocrasarencHon Momesnm: 1.957741, TouHocTe: 0.000000]
ouckpumyHaTopa: 0.538314, rounocTb: 0.896484]
cocrazarensHoy Momeny: 1.133667, TounocTe: 0.000000)
ouckpummHaropa: 0.510218, TounocTe: 0.572266]
cocrsaszaTenvHoit Momemm: 1.855000, mounocTts: 0.000000]
ouckpuMuHaropa: 0.501239, rouHocTe: 0.923828])
cocrazarensHo Momenu: 1.098140, TounocTs: 0.000000)
ouckpmummHaTopa: 0.509211, rounocrts: 0.519531]
cocTaszaTenbHoM Momenu: 1.911793, TounocTb: 0.000000]
ouckpummHaropa: 0.482305, TounocTs: 0.923828]
cocTas3arenbHo Momenu: 1.187290, TounocTw: 0.000000]
ouckpuMmHaropa: 0.395886, TouHocTe: 0.900391)
cocrasaTensHon Momenu: 1.465053, mounocTs: 0.000000]
ouckpummHaropa: 0.346876, TouHocTb: 0.992188]
cocTsasarenbHon Mmomenmu: 1.443823, rmouHocTws: 0.000000])

[lorepn mucxkpmMmHarTopa: 0.696480, mouHocTh: 0.521484]
cocraszarensHoit Momenmm: 0,955954, rounocre: 0.125000]
[(Morepn auckpumuuarTopa: 0.716583, rouHocTe: 0.472656]
cocrasarenpHon Momemu: 0.761385, rounocte: 0.363281]
[Morepn muckpmMmHaTopa: 0.710941, TouHocTh: 0.533203]
cocraszarensHoit mMomemu: 0.981265, mouHocTe: 0.074219]
[llorepn muckpummHaTopa: 0.703731, TouHocTe: 0.515625]
cocrsazarensHo Momenu: 0.679451, TounocTh: 0.558594]
[Morepu muckpummHarTopa: 0.722460, TouHocTh: 0.492188]
cocraszarenpHo mMomemu: 0.899768, rounocrte: 0.125000]
[Morepn muckpummuaropa: 0.691914, TouHocTh: 0.539062]
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[MoTepn cocrazarensHoi Momenu: 0.726867, TouHocTb: 0.464844]
9991: ([Morepu muckpummHaropa: 0.716197, TousnocTe: 0.500000]
[lorepu cocraszarenspHoi Momesm: 0.932500, TounocTh: 0.144531]
9992: [Morepu mmMckpuMmHaropa: 0.689704, TouHocTh: 0.548828]
[MoTepu cocraszarenpHoit momenm: 0.734389, rouHocTb: 0.414062]
9993: [Morepu muckpuMmHaropa: 0.714405, TounocTh: 0.517578]
(MoTepn cocTAzarensHoi Momenu: 0.850408, TounocThb: 0.218750]
9994: ([IMorepu muckpuMmHaropa: 0.690414, TouHocTb: 0.550781]
[MoTepu cocrazarensHoit momenu: 0.766320, TounocTb: 0.355469]
9995: [MoTepu muckpummuaropa: 0.709792, rounocTb: 0.511719]
[MoTepu cocraAzarensHoi Momenm: 0.960070, mounocTb: 0.105469]
9996: [MoTepu muckpummuHaropa: 0.695851, rouHocTs: 0.500000]
[loTepn cocraszarenbHoit Momemu: 0.774395, TounocTh: 0.324219]
9997: [Morepn muckpummHarTopa: 0.712254, rounocTb: 0.521484]
[Morepu cocrasarensHoi Momemu: 0.853828, TounocTh: 0.183594]
9998: [loTepu muckpummuHaropa: 0.702689, TouHocTe: 0.529297]
(Morepu cocrazsarensHoit Momenm: 0.802785, TounocTh: 0.308594]
9999: [Nlorepn auckpummHaropa: 0.698032, TounocTe: 0.517578]
[MloTepn cocraszarTenbHoit momenmu: 0.810278, TounocTs: 0.304688]

[eHepupoBaHHe CUHTETUYECKUX U300paXKeHUI

Teneps, Koraa reHepaTUBHO-COCTA3ATE/IbHAA CETh NpoIL/Ia 06ydeHMe, UCTIONb3Y-
€M ee /11 TeHEPUPOBAHMS HECKO/IbKMX CMHTETHYeCKMX M3obpaxkeHmit (puc. 12.3).

Henb3s cka3aTb, 4TO 3TH CMHTETHYECKME U300parkeHU HEOTTMYMMBI OT UCTUH-
HBIX M306pakeHnit u3 Habopa MNIST, Ho TeM He MeHee OHM JOCTaTOYHO MOXOXM
Ha HacToswue uudpsl. Yem gonbiue 6yfeT TPeHNPOBATHCA FeHEPATUBHO-COCTA3A-
Te/IbHas CeTb, TEM BbILlEe GyAeT CXOXKECTb CMHTETUYECKMX U300paXKEHNIt C UCTHH-
HbIMK. OTO no3BonUT ucnonb3oBaTh DCGAN ans pacumpenns Habopa AaHHBIX
MNIST.

HecmoTps Ha TO 4TO Hallle pellleHMe 0Ka3a/noCh JOBOTILHO HENJIOXMM, Cyllec-
TBYeT MHOXXeCTBO AOIOTHUTENbHBIX CIOCO60B yIy4IuTh ero. B crarbe “Improved
Techniques for Training GANs” (https://arxiv.org/pdf/1606.03498.
pdf) meTanbHO PaccMOTpeHbl NPOABMHYTHIE METOAbI YNy4LIEHUs MPOU3BOAMU-
TETbHOCTA T'eHEPaTUBHO-COCTA3ATeNbHbIX ceTelfl. COOTBETCTBYIOIME MPOrpaMM-
Hble pellleHMs AOCTYMHBI Ha caitte GitHub (https://github.com/openai/
improved-gan).
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Puc. 12.3. Cunmemuyeckue u306paxceHus, C2EHEPUPOBarHvie
2EHEPAMUBHO-COCMAZAMENbHOU CEMbIO

Pesiome

B aToit r1aBe Mbl MCCTIEROBaMM Iy6OKMe CBEPTOYHbIE T€HEPAaTMBHO-COCTA3a-
TeNbHbIE ceT — pa3HOBUAHOCTb GAN, xopoio npucnoco6neHHas ans paborsi ¢
U306 paxKeHUAMU U CUCTEMAMU KOMIBIOTEPHOTO 3pEHMUA.

GAN — 3T0 nopoxxjamoas Mofie/lb ¢ IByMs HEPOHHBIMU CETAMM, B3aUMO-
[e/CTBYIOIIMMI B PaMKaX UIPhI C Hy/leBoi cymmoit. OfiHa 13 ceTeit — reHeparop
(aHanmor ¢anpIIMBOMOHETYNKA) — TeHEPUPYET CMHTETUYECKME NaHHbIE HAa OCHO-
Be peaNbHBIX, TOTAA KaK ApyTasd CeTb — JUCKPMMMHATOP (aHa/mor KpMMMHAIUC-
Ta) — TbITaeTC OTIMYUTD NMOAAENKM OT IMOMIMHHBIX AAHHBIX’. 3Ta aHTaroOHM-
CTUYecKas UTpa, B KOTOPOJ TreHepaTop YYMTCA Ha JEMCTBUAX AMCKPUMMHATOPA,
TM03BO/IET IOTYYUTb MOIENb, CIIOCOOHYIO TeHEpMPOBATh JOBO/ILHO PeaMCTUYHbIe

5 PekoMeHflyeM NpPOYUTATh CTaThio B 6nore OpenAl, MOCBAIIEHHYI0 MOPOXAAIUINM MOJENAM
(https://openai.com/blog/generative-models/).
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CHMHTETUYECKME JaHHbIE U K TOMY )Ke YIy4IIaThCA CO BpeMeHeM (T.e. IIo Mepe yBe-
MMYEeHUA YMCTIa TPEHUPOBOYHBIX I10X).

[eHepaTMBHO-COCTA3ATENbHbIE CETH — OTHOCUTENBHO HOBaA TexHonmorua. OHu
6b11M BriepBble npeanoxensl SHom [yadennoy ¢ konneramn B 2014 romy®. B Ha-
crosilee BpeMs OCHOBHbIe cdepbl npuMeHennss GAN — ob6HapyxeHne aHoManui
Y TeHepMpOBaHME CUHTETUYECKMX JAHHBIX, HO B OMmipKaitimeM 6yAylieM y reHepa-
TMBHO-COCTS3aTe/IbHBIX CeTeif MOXKET OABUTHCA MHOXKECTBO IPYTUX IPUMEHEHUIA.
WccnepoBarteny TONbKO HaYMHAIOT OTKPBIBATD 1A ce6A MX BO3MOXXHOCTH, U €CTIU
BbI pelInTe IPUMEHATD MX B CBOMX NPOEKTaX MAIIMHHOIO 06y4yeHns, 6yabre roro-
BBl aKTMBHO 9KCIIEPUMEHTHPOBATD’.

B rnaBe 13 MBI McCTIeAyeM KIacTEPU3ALMIO BPEMEHHbIX PAAOB, KOTOpas TOXe
npeAcTaB/seT co60i1 pa3HOBUAHOCTb 06ydeHus 6e3 yuurens.

¢ OpurnMHanbHasA CTaTbA AOCTYIIHA MO afipecy https://arxiv.org/abs/1406.2661.
7 CoBeTbl ¥ pEKOMEHALIMMU 110 06y 4eHMIO TeHepaTUBHO-COCTA3ATENbHBIX CeTelt JOCTYTIHDI 10 afApeCy
https://github.com/soumith/ganhacks mhttp://bit.ly/2G2FJHq.
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IMABA 13
Knactepusauma BpeMeHHbIX pAaoB

Ilo cux mop Mbl paboTanu I1aBHBIM 06pasoM C nepexpecmHbimu OaHHbIMU, CO6-
PaHHBIMM IIyTeM Ha6/ModeHNs 32 MHOTMMM 06'bEKTaMM Ha NPOTSXXEHNUU OfHOTO U
TOro e nepuopa BpeMenu. K atoit kaTeropum OTHOCUTCA Hab6Op HaHHBIX O ABYX-
JHEBHBIX TPAaH3AKLMAX C GAHKOBCKMMM KapTaMu 1 Ha6op u3o6paxkeHnit pykonuc-
Hbix udp MNIST. Mbl npuMensinu K 3TMM HabopaM obydenue 6e3 yumrens mns
usy4eHus 6a30BON CTPYKTYpBI AAHHDIX ¥ TPYNIIIMPOBAHMA CXONHBIX TPAH3aKLIMIA U
n3o6paxxeHnit 6e3 UCTIONTb30BaHUA KaKMUX-TNOO METOK.

Opnnaxo o6yyeHue 6e3 yunrens Takke XOpPoIIO MOAXOAUT U /LA PabOTBI C 8pe-
MenHbIMU pdamy (time series), KOrAa faHHbIE HAKATIMBAIOTCA ITyTeM Hab/MOAEHNA
3a OHMM M TeM Xe 00BEKTOM B pa3/IMuHbIe Mepuofsl BpeMenu. Ham mpemcrout
paspaboTarb npuIOXKeHHe, ciocobHoe 06yyaThcA 6a30BOJ CTPYKTYpE AaHHBIX Ha
OCHOBaHMM TaKuX HabmiogeHuit. Ecivt HaM 310 ylacTcs, MbI CMOXXeM BbIAB/IATD 1la-
6/10HBI BpeMEHHbIX 3aKOHOMEPHOCTEN! ¥ TPYTIIIMPOBATh CXOXME PAADL.

OnucaHHBbIt TOAXOA HAXOAUT NMpPMMEHEH)Ee B TaKMX 00/MacTAX, KaK QUHAHCHI,
MeaMIMHa, POOOTOTEXHMKA, aCTPOHOMMA, 61MONIOrNA, METEOPONOTHA U T.IL, MO-
CKOJIbKY CTIELIMa/MCThl, paboTalolye B 3TUX cepax, TPaTAT MHOTO BPEMEHM Ha
aHaNu3 JaHHBIX C LeNbI0 KnaccMPUKALMM TeKYIIMX COOBITHI Ha OCHOBAaHMM X
CXOJCTBa € COOBITUAMY, MMEBIUMMM MeCTO B ImpouwioM. [Tytem rpynnupoBanmus te-
KYIMX COGBITHIA CO CXOXKMMM COOBITUAMM TIPOILTIOro MPodecCMOHaBI MOTYT IpH-
HMMaTb 060CHOBaHHBIE PellleHNs O TOM, KaKue AeiCTBMUA CiefyeT NPEANPUHATD.

B manHoit r1aBe Mbl GyfieM BBINOMHATD K/IACTEPU3ALMIO BPEMEHHHIX PAAOB Ha
OCHOBE CXOCTBA IIA6/IOHOB NOBeAeHNMs. DTO MOAXOM, OCHOBAHHBIN MCK/IIOYNTENb-
HO Ha 06ydyeHnu 6e3 yuuresns, KOTOPhIf He TpebyeT aHHOTUPOBAHUSA JAHHBIX U1
TPEHUPOBKM MOJe/H, XOTs1 aHHOTHPOBaHHbIE JaHHBIE HY)KHbI UL BalUaLUH pe-
3Y/IbTAaTOB, KaK ¥ B CTy4ae MI06BIX IPYTUX IKCIIEPMMEHTOB B 06macTyn o6ydenns 6es
y4uTens.

CylecTByeT TpeTbs KaTeropus AaHHBIX, B KOTOPOJ IepeKpecTHbIe
[laHHbIE COYETAIOTCA C BpEMEHHuIMM pAflaMu. Takue HaHHble HasblBa-
I0TCSL NAHENLHLIMU VITY NPOOONIbHBIMU.




NlanHbie KM

YT068I 3ama4ya KnaccudpuKaLyyu BpeMeHHbIX PAROB cTasa 6o/ee IOHATHOM, pac-
CMOTPUM KOHKpeTHbIi1 npuMep. [IpencraBbTe, 4TO Bbl paboTaere B MEAMIIMHCKOM
YYPeXNIeHMM M 3aHMMAeTechb MHTepIpeTalyeil JaHHBIX 3/1EKTPOKAPAMOTPAMMbI
(9KT). InexTpokapanorpadsl perucCTpUPYIOT AaHHbIE 00 INMEKTPUYECKON aKTUB-
HOCTH CcepALa Yepe3 3aKpeIIeHHbIe Ha Tene 3neKTpoabl. IKI 3anmuceiBaerca B Teve-
HMe npuMepHoO 10 ceKyHJ, ¥ MOTy4YeHHbIe IOKa3aHMA IOMOTAI0T AMATHOCTMPOBATh
po6/1eMBI C CEpALIEM.

BonbummucTBO nokasanuit IKI' cooTBeTcTByeT HOpManbHOM CepedHOI fes-
TE/IbHOCTH, HO CTIELIMA/TUCTHI O/DKHBI 3aMeYaTh /Mo6ble OTK/IOHEHMA, YTOOBI CBO-
€BpPeMEHHO BbIAB/IATH HapylleHusa B pabote cepaua. OKI mpeacrasnser coboii
rpadyK ¢ MHOXeCTBOM 3y6110B, IO3TOMY 3afjaya KraccuuKaIyy oKasaHui cBo-
RUTCA K 3afjade pacro3HaBaHyusa 06pa3oB, XOPOLIO pellraeMoi CpeCTBaMy MallliH-
HOT'O 06y4yeHus.

Ha npakTuke nmokaszauusa OKI' 4acTo oka3bIBalOTCA HEAOCTATOYHO YETKUMM, YTO
3aTpyAHSAET KAaccu(puKaumio n306paxkeHnit ¥ MOXXET IIPUBOIUTD K olMbKaM fua-
rHocTuky. Hanpumep, xonebanuns amnaumyos: (pPacCTOAHNA OT LIEHTPANbHO JIN-
HMU 10 BepIUMHBI 3y611a), nepuoda (paccToAHN MeXAY 3ybuiamn), Pasosozo cosuza
(cMelLieHMsI 110 TOPU3OHTA/IN) U COBU2A NO BEPMUKANYU CO3AAIOT ITPOOIEMBI 1A JTI0-
60i1 KOMITBIOTEPHO AMAarHOCTUYIECKOI CHUCTEMBI.

0cob6eHHOCTH Knacrepusauuuv spemMeHHb/X paaos

1106071 NOAXOA K K/IacTepU3aL MM BpeMEHHbIX PAAIOB NOTpebyeT oT Hac 06paboT-
KM BBIILEYIIOMAHYTHIX MCKaXKeHM. Kak M3BeCTHO, K/IacTepu3alysa OCHOBBIBAETCA
Ha MeTPMKaX PacCTOSHMA, ONpPEAENAIONX IPOCTPAHCTBEHHYIO 6/IM30CTh MEXAY
Pa3NMYHBIMM TOYKAMM AAHHBIX, YTO 06ecreynBaeT BOSMOXHOCTb MX IPYIIIMpPOBa-
HMUSA B OTYET/IMBO PasIM4IMMble OTHOPORHbIE K/IACTEPHI.

Knacrepusaums BpeMeHHbIX pAAOB paboTaeT aHaOrMYHBIM 06pa3oM, HO HaM
Heo6X0AMMO MMETb TaKyIo Mepy PacCTOAHMA, KoTopas 6b11a 661 MacuTabupyemoit
¥ MHBapMaHTHOI K (a30BBIM CABUIaM, 4TOObI CXORHbIE JAHHbIE BPEMEHHbIX PAMIOB
TPYIINMPOBANMCH HE3ABICUMO OT TPUBMA/IbHBIX Pa3NuyMil B aMIUIMTYJie, IepHofie
Yl CBUTE.
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Anroputm k-Shape

OpuMH M3 HOBEMLIMX TOAXOAOB K K/IacTepU3aLuy BpPeMEHHbIX PAMNOB, OTBEYa-
IOIIMX YKa3aHHOMY Bblllle KpUTEpPMIO, OCHOBAH Ha anroputMe k-Shape, xoTopbiit
BIepBbIe GBI npeacTaBned Ha KoHpepeHuun SIGMOD (Special Interest Group on
Management of Data) B 2015 rogy [IxoHoM ITanappusocom u Jlyncom IpaBano'.

Mepa paccrosnus, ucnonssyemas B anropurme k-Shape, mHBapmaHTHa K Mac-
IITa6MpPOBAaHMIO M CABUTY ¥ TO3BONAET COXPAHATb GOPMBI BPEMEHHbIX TOC/IENO-
BaTeNbHOCTeI!, YTO 06/eryaeT ux cpaBHeHue. B yacTHocTH, B anropurMe k-Shape
VIS BBIYMCTIEHUA LIEHTPOU/IOB K/IACTEPOB IPMMEHAETCA HOPMaIM30BaHHAs BEPCUA
B3aMMHOI1 KOPPE/ALMY, @ pacripefieNieHN e BpeMeHHbIX PAOB 10 K/1acTepaM 06HOB-
TIAA€TCA Ha KOKO0M UTepaLum.

Kpowme Toro, anroputm k-Shape He 3aBucut ot npegMeTHOM 06macTH, 4TO Tpe-
6yeT MMHMMa/IbHOM HaCTPOMKYM runeprnapamMeTpos. Ero npouenypa urepatuBHoro
YTOYHEHUA TMHENHO MaclITabUpyeTCs C M3MEHEHNEM KONIMYEeCTBa NMOC/Iei0BaTe/Tb-
HOCTel. DT XapaKTePUCTUKM [ENalOT er0 OHUM M3 CaMbIX 3G PeXTUBHBIX anro-
PMTMOB K/IacTepU3alMy BpEMEHHbIX PAMOB, AOCTYIIHbIX Ha CETONHAIIHMA IeHbD.

Yutatensam yxe AO/DKHO ObITb 04€BMAHO, YTO anroput™ k-Shape Hamommuaer
aZIropuT™ k-CpegHMX: B 060MX C/Ty4asX NPUMEHAETCA UTEPATUBHBIN OAXOA K pac-
TNIpefie/IeHMIO TaHHBIX 110 TPYIIIIaM Ha OCHOBAHMM PAaCCTOSAHMI MEeXNY AaHHBIMM U
LeHTpouaoM 6mykaitiueit rpynnel. KimoyeBoe oTImume 3aKmo4YaeTcss B TOM, Kak
B anropurMe k-Shape BbramcisioTcs paccrosanua. A 3Toro 3afeicTByeTcs Mepa
PaccTOsAHMA, OCHOBaHHaA Ha B3aMMHOM KOPPeALIMH.

Knactepu3auua BpemeHHbIX pAA0B no metoay k-Shape
npumeHuTenbHo K Habopy ECGFiveDays

[IpucTynuM K cO3RaHUIO MOMleNM K/TaCTepU3aluM BPEMEHHbIX PANOB C UCIONb-
3oBaHueM anroput™a k-Shape.

B aroit rmaBe Mbl 6yaem paborats ¢ konnekuueit BpeMeHHbiX pagoB UCR Time
Series 2015. B cBsA3¥ ¢ TeM 4YTO pa3Mep apxuBa mnpesbiuaeT 100 M6aiit, ero Henb-
34 pacnpocTpaHaTh depe3 GitHub. IToceture caitr UCR Time Series mo apmpecy
http://bit.ly/2CXPcfqu caMocToATeNbHO 3arpysuTe apxuB Bepcuu 2015.

910 camas 6onbiuas cBO6GOAHO AOCTYIHAA KOIEKIMA pa3MeYEeHHBIX BPEMEH-
HbIX PAOB, HACYMUThHIBaKOLIas 85 HabOPOB M3 MHOXKECTBA NpeAMETHBIX obnmacTei,

! CooTBeTCTByIOIAA CTaThbA NOCTYNMHa MO afpecy http://www.cs.columbia.edu/~jopa/
kshape.html.
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YTO MO3BOJISAET TECTUPOBATh, HACKONIBKO XOPOIIO Hallle pellleHue MOAXOMUT A/
pellleHNs caMbIX pa3HbIX 3afja4. Kaxpblit BpeMeHHOM ANl MPUHAIEXUT K OHO-
MY K/Iaccy, TO3TOMY Y Hac 3a0fHO €CTb MEeTKM K/IaCCOB JI/Is1 IPOBEPKY Pe3y/IbTaToB
K/IacTepu3alum.

MoproToBKa AaHHbIX

HauHeM c 3arpy3ku Heo6X0AMMBbIX 6M6IMOTEK.

' ' 'OcHoBHHE Oubnmorexu'''

import numpy as np

import pandas as pd

import os, time, re

import pickle, gzip, datetime
from os import listdir, walk
from os.path import isfile, join

"' 'Bysyanmuzaums OaHHEX'''

import matplotlib.pyplot as plt

import seaborn as sns

color = sns.color palette()

import matplotlib as mpl

from mpl toolkits.axes gridl import Grid

$matplotlib inline

''"'"MlooroToBka HOaHHHX M OUeHka Mogmemm'''

from sklearn import preprocessing as pp

from sklearn.model selection import train_test split

from sklearn.model selection import StratifiedKFold

from sklearn.metrics import log loss, accuracy_score

from sklearn.metrics import precision_recall curve, \
average_precision_score

from sklearn.metrics import roc_curve, auc, roc_auc_score, \
mean_squared_error

from keras.utils import to_categorical

from sklearn.metrics import adjusted _rand score

import random

'"'"AnropuTmMer' '

from kshape.core import kshape, zscore

import tslearn

from tslearn.utils import to_time_series dataset
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from tslearn.clustering import KShape, \
TimeSeriesScalerMeanVariance

from tslearn.clustering import TimeSeriesKMeans

import hdbscan

''"'TensorFlow u Keras'''

import tensorflow as tf

import keras

from keras import backend as K

from keras.models import Sequential, Model

from keras.layers import Activation, Dense, Dropout, Flatten, \
Conv2D, MaxPool2D

from keras.layers import LeakyRelLU, Reshape, UpSampling2D, \
Conv2DTranspose

from keras.layers import BatchNormalization, Input, Lambda

from keras.layers import Embedding, Flatten, dot

from keras import regularizers

from keras.losses import mse, binary crossentropy

from IPython.display import SVG

from keras.utils.vis_utils import model to_dot

from keras.optimizers import Adam, RMSprop

IMaxet tslearn copepxut peanmnsauuio anroputma k-Shape Ha Python. On pea-
MN30BaH Ha ocHoBe 6ubmmoTexu Scikit-learn, Ho opuenTHpoBaH Ha paboTy ¢ Bpe-
MEHHbIMM PAAMMU.

Jlanee 3arpysuM TpeHMpOBOYHBIE M TeCTOBbIe faHHbIe U3 Habopa ECGFiveDays,
BKmodeHHoro B apxuB UCR Time Series. IlepBblit cTon6er; MaTpuIlbl COIEPXXUT
MeTKJ K/IacCOB, TOI/}a KaK OCTa/IbHbIe CTONOLbI — 3TO 3HaYEeHUA BPEMEHHOTO PAAA.
Mbl coxpaHuM laHHBIE B IepeMeHHbIX X_train,y train,X _testumy_test.

# 3arpyska HaBOpOB HaHHHX
current path = os.getcwd()
file = os.path.sep.join(['', 'datasets', 'ucr time series data', ''])
data_train = np.loadtxt (current_path + file + \
"ECGFiveDays/ECGFiveDays TRAIN", \
delimiter=",")
X train = to_time_series_dataset(data_train([:, 1:])
y_train = data_train(:, 0].astype(np.int)
data_test = np.loadtxt(current path + file + \
"ECGFiveDays/ECGFiveDays TEST", \
delimiter=",")
to_time_series _dataset(data_test[:, 1:])
data_test[:, 0].astype(np.int)

X test
y_test
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C)IeJIYIOIIIMﬁ q)parmen'r KoZia BBIBOAUT KO/IUNYECTBO BPEMEHHbOLIX PANOB, KOINU-

YeCTBO YHMKA/IbHBIX K/TACCOB U ITIMHY KaXXJOr0 BpEMEHHOTO psfia.

# CyMMapHas CTaTMUCTHMKA

print ("KommuecTBO BpeMeHHHX psamoB:", len(data_train))

print ("KonmnuecTBO yHMKANBHHX KJaccoB:", \
len(np.unique(data_train(:,0])))

print ("InuHa BpemenHoro papa:", len(data_train(0,1:]))

KonnuecTBO BPEMEHHHX DPAROB: 23
KOonMuecTBO yHMKAJBHEIX KJIacCCOB: 2
InuHa BpeMeHHOTO psna: 136

Bcero mmeeTca 23 BpeMeHHbIX pAfa M 2 YHMKA/IbHBIX KIacca, MIpUYEM [IMHA
KaXJoro psAfa paBHa 136. Heckonbko mpuMepoB KaXXOro K/1acca MpeACTaB/IeHO B
rpacdudeckoM Bufe Ha puc. 13.1-13.4. VimenHo Tak Beirnanar ganusie KL

Tpaduk 0 Kiacc 1.0

NI

o 2 & 120 140

8
8
g

I'paguk 1 Knacc 1.0
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-2 1

T T v v Al T

0 0 4 6 80 100 120 140

Puc. 13.1. Ha6op ECGFiveDays, knacc 1 — nepevie 06a npumepa
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Ipapuk 4 Knacc 1.0
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T'padux 7 Knacc 1.0
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0 2 4 & & 100 120 40
Puc. 13.2. Ha6op ECGFiveDays, knacc 1 — smopoie 06a npumepa

# IpuMepn knacca 1
for 1 in range(0, 10):
if data_train(i, 0] == 1.0:
print ("Tpagux", i, " Knacc", data_train(i, 0])
plt.plot(data train(i])
plt.show()

Cnenyroliuit Koi BHIBORUT rpaduKy /A Kmacca 2.

# NpumMepu kyacca 2
for i in range(0, 10):
if data train[i, 0] == 2.0:
print ("T'papux", i, " Knacc", data_train(i, 0])
plt.plot(data_train(i])
plt.show()
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Puc. 13.3. Ha6op ECGFiveDays, knacc 2 — nepévie d6a npumepa

HemoaroToBneHHOMY IO/Ib30BATENIO TPYAHO MOHATH, Y€M OT/IMYAITCS [IPUMe-
PbI /151 KMaccoB 1 U 2, MO3TOMY BCe Hab/MOAEHNs aHHOTUPOBaHBI CIIELMATUCTAMK
B laHHOJ peMeTHON obmacTy. IIpuBeaeHHbIe rpadmKM 3aIIyM/IEHBI MCKAKEHMUA-
Mu. VIMEITCA TakxkKe pasiIn4uA B aMIUIUTYAE, TTepuofe, Ga30BOM U BEPTUKATTLHOM
C/ABMTE, KOTOPbIE 3aTPYAHAIOT KIaccupuKaLmio.

IToproToBuMm fanHbIe AN 06paboTky ¢ moMolbio anropuT™a k-Shape. Mbi Hop-
Ma/u3yeM JaHHbIE TaKuM 06pa3oM, 4ToObI cpefHee 3HaUYeHMe 6bIIO PaBHO HYIO, a
CTaHAAPTHOE OTK/IOHEHNE — eNVHMULIE.

# MomroToBKa NaHHHIX - MacmTabupoBaHMe

X _train = TimeSeriesScalerMeanVariance (mu=0., \
std=1.).fit transform(X train)

X _test = TimeSeriesScalerMeanVariance (mu=0., \
std=1.).fit_transform(X_test)
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Puc. 13.4. Ha6op ECGFiveDays, knacc 2 — smopbvie 06a npumepa

TpeHupoBKa 1 oueHKa moaenu

Manee Mbl 3anycTUM anroputm k-Shape, 3af1aB Konu4ecTBO KacTeEPOB PaBHBIM
2, MaKCMMaJIbHOE KONM4ecTBO urepauyi — 100 1 KOMMYeCTBO UMK/IOB TPEHMPOB-
Kn — 100%

# TpeHupoBKa C MCHOJb30BaHMeM anropmrTMma k-Shape
ks = KShape (n_clusters=2, max_iter=100, n_init=100, verbose=0)
ks.fit (X _train)

Jlns oLieHKY KayecTBa K/IacTepU3aliy BpeMEHHbIX PANIOB MBI UCTIONb3yeM CKOp-
pexmuposannviti undexc Rand (adjusted Rand score — ARS) — Mepy cxoficTBa fByX

2 Bonee noapo6Hy10 MHPOPMALMIO OTHOCUTENIBHO HACTPOVIKYM TMIEPIIAPAMETPOB MOXXHO HAWTH B
oduumanbHOI fOKYMEHTALMM K Kitaccy KShape (http://bit.1y/2Gfg0L9).
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BapMaHTOB K/1aCTEPU3ALIMY AHHBIX, CKODPEKTMPOBAHHYIO C Y4€TOM BEPOSATHOCTHU
TPYTINIMPOBaHMUSA 3MeMeHTOB. C MaTeMaTU4eCKOi TOYKM 3PEHMA 3TO aHA/IOT TOY-
HOCTM K/Iaccuukaumm’,

MHupexc Rand mpencraBnser coboit KONIMYECTBEHHYIO OL€HKY COOTBETCTBMM
MeXJy NPpeAcKasaHHON M MCTUHHOM KnacTepusanmeir. Ecnm 3HayeHue ckoppek-
TUpPOBaHHOTO MHAekca Rand 6musko K Hymo, TO pasbueHMe JAHHBIX HA K/IacTepsl
AB/IAETCS YUCTO CMydalHeM. Ecnu ke ero sHauyeHue 61M3Ko K eAMHMIIE, TO IIPel-
CKa3aHHasA K/acTepu3aLysA B TOYHOCTY COBIAfIaeT C MCTMHHOIL.

Hns BBIYMCIIEHNA CKOPPEKTMPOBAHHOTO MHAekca Rand Mbl ucnonb3yem ¢yHk-
umo adjusted_rand_score us 6ubmmorexn Scikit-learn.

CreHepupyeM NpefcKasaHusA [/ KNacTepU3alMy Y BBIYUCIMM CKOPPEKTHPO-
BaHHBI nHAekc Rand.

# CospaHme mpefckKasaHuit LA TPEHMPOBOYHOTO Habopa
# M BHUMCIIEHME CKOPPEKTMPOBAHHOI'O MHAeKca Rand
preds = ks.predict (X train)

ars = adjusted_rand_score(data_train[:, 0], preds)
print ("CxoppeKTVpOBaHHEM MHOekC Rand:", ars)

Ilo pesynbraTam 3TOro 3amycka CKOppeKTUpoBaHHBI MHAekc Rand oka3ancs pa-
BeH 0. 668. BbINoNHUB TPEHUPOBKY HECKOILKO Ppas3, BBl YBUAMTE, YTO MHAEKC Rand
Komneb/1eTcs B ONpe/eleHHBIX NPeReax, HO IPU 3TOM 3Ha4YMTeNbHO 6onbie 0 . 0.

CxoppekTHpoBaHHEDT uHOexc Rand: 0.668041237113402

CrenepupyeM Npe/iCKa3aHMA ¥ BbIYMCINM CKOPPEKTMPOBaHHBIA uHAeKc Rand
VLA TeCTOBOTO Habopa.

# CospaHme mpencKasaHuit Ans TECTOBOro Habopa

# 1 BEUMCIEHME CKOPPEKTMPOBAHHOTO MHOekca Rand

preds_test = ks.predict(X_test)

ars = adjusted_rand_score(data_test[:, 0], preds_test)

print ("CxoppexTupoBaHHEI! MHOEKC Rand Ha TecroBoM Habope:", ars)

CxoppektupoBaHHblit MHAEKC Rand pns TectoBoro Habopa okasancs 3Haum-
TeNbHO 607Iee HU3KMM, efiBa MIpeBHILIasA Hy/leBoe 3HadeHue. [Ipeckasanms Kmacre-
pU3aLMyU COOTBETCTBYIOT MOYTH CTY4aifHbIM PacIpe/ieleHUAM — MOIBITKA CIPYTI-
NMpPOBaTh BpEMEHHbiE PAMbI HA OCHOBaHUY KPUTEPHMEB CXO/ICTBA He yAanach.

CKOppeKTMpOBaHHEDT MHAeKC Rand Ha TecToBOM Habope:
0.0006332050676187496

* Mononuutensuylo uHbopMauuio o6 uHgekce Rand MoxHo Haittu B Buxunemmu (https://
en.wikipedia.org/wiki/Rand_index).
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Ecu 651 y Hac 611 HAMHOTO GO/BIIMIT TPEHMPOBOYHBIN HabOp 1 06ydeHUs
MOJIe/N K/1acTepU3aLiui BpeMeHHbIX pAAOB 110 MeToAy k-Shape, To MoxHO 65110 651
O>XMAATH Ty4IUMX PE3Y/IbTATOB Ha TECTOBOM Habope.

Knacrepusauus BpemeHHb/X pagoB no metoay k-Shape
npumeHuTenbHo K Habopy ECG5000

Bmecro Ha6opa ECGFiveDays, HacuMTBIBaloLIero Bcero 23 Habmoienus B Tpe-
HUPOBOYHOM Habope 1 861 HabmoeHe — B TECTOBOM, MCIIO/Ib3yeM ropasfo 60/b-
wnit Habop ECG5000, Taxoke BkmoyeHHbI B apxuB UCR Time Series. CymmapHo
OH COAep>XXUT NATD ThicAY 3amucest KT (T.e. BpeMeHHbIX PAMIOB) B TPEHMPOBOYHOM
¥ TECTOBOM Habopax.

MoaroToBKa AaHHbIX

ITocre 3arpysky AaHHBIX MBI CAMOCTOATENBHO Pa306beM IX Ha TPEHUPOBOYHLII U
TeCTOBBII1 HAGOPBI, BK/TIOYMB B IIEPBBIif 13 HUX 80% OpUIMHAIbHBIX HabMOIEHNIA, 3 BO
BTOpOi1 — ocraBlmecsa 20%. Brarogaps Mconp3oBaHMIO ropasfio 60/bIero TpeHn-
POBOYHOTO Habopa Mbl pacCYUTHIBAEM Ha TO, YTO pa3pabarbiBaeMas MOJIENb K/IacTe-
pu3aLyuy BpeMEHHbIX PAMIOB IPOAICMOHCTPUPYET ropasfio My4LIyio MPOM3BOAUTEND-
HOCTb Kak Ha TPEHPOBOYHOM, TaK U, YTO Hauboree BaXKHO, Ha TECTOBOM Habope.

# 3arpy3ka HaGoOpOB HaHHHX
current path = os.getcwd()
file = os.path.sep.join(['', 'datasets', 'ucr_time series_data', ''])
data_train = np.loadtxt (current path + file + \
"ECG5000/ECG5000 TRAIN", \
delimiter=",")

data test = np.loadtxt (current_path + file + \
"ECG5000/ECG5000 TEST", \
delimiter=",")

data_joined = np.concatenate((data_train, data_test), axis=0)

data_train, data_test = train_test_split(data_joined, \
test_size=0.20, \
random_state=2019)

X train = to_time_series _dataset(data_train[:, 1:])
y_train = data_train(:, 0].astype(np.int)
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X _test = to_time series_dataset (data_test[:, 1:])
y_test = data_test[:, 0].astype(np.int)

Uccnenyem umeroimitcs Habop JaHHBIX.

# CymMmapHas CTaTMCTMKA
print ("KommuecTBO BpeMeHHHX panmos:", len(data_train))
print ("KoauuecTBO yHMKaJbHHX kjaccoB:", \
len (np.unique (data train[:, 0])))
print ("OnuHa BpemenHoro pama:", len(data train(0, 1:]))

Hwke npuBeneHa 6a3oBast cBOAKa IO TPEHUMPOBOUYHOMY Habopy. OH copepxut
4000 3amuceit, KOTOpbI€ CTPYNINMPOBAHDI B IIATh Pas/INMYHBIX K/IACCOB, a [TIMHA KaX-
HOTO0 BpeMEHHOro psAfa paBHa 140.

KonmuuecTBO BpeMeHHHX psanoB: 4000
KonmmuecTBO YHMKAJbHEIX KJIACCOB: 5
InnHa BpeMmeHHOTO psama: 140

ITpoBepuM, kakoe KOMYECTBO 3AMMCE OTHOCUTCA K KOXKAOMY K/Iaccy.

# BruMCIIeHMe KOJIMYEeCTBA 3amuceit Ha Kjacc

print ("KoanuecTBO BpPEMEHHHX PANOB B kjacce 1.0:", \
len(data_train[data_train[:, 0]==1.0]))

print ("KoanuecTBO BPEMEHHHX PANOB B kjacce 2.0:", \
len(data_train[data_train(:, 0]==2.0]))

print ("KonnuecTBO BpPEMEHHHX PANOB B kjacce 3.0:", \
len(data_train(data_train([:, 0]==3.0]))

print ("KonuuecTBO BpEMEHHHX PANOB B knacce 4.0:", \
len(data_train[data_train(:, 0]==4.0]))

print ("KonuuecTBO BpEeMeHHHX PAOOB B kjacce 5.0:", \
len(data_train[data_train(:, 0]==5.0]))

KonmuecTBO BpeMEHHHX pAnoB B knacce 1.0: 2327
KonmnuecTBO BpeMeHHHX pAJoB B kiyacce 2.0: 1423
KonmnuecTBO BpeMeHHHX pagoB B kyacce 3.0: 75
KonmnuecTBO BpeMeHHHX pamoB B kynacce 4.0: 156
KonnuecTBO BpeMeHHHX psAnoB B knacce 5.0: 19

Bonbias yacTb 3anmces MomagaeT B K/acc 1, 3a KOTOPBIM C/IeAyeT Kacc 2. 3Ha-
YUTE/IbHO MEHbIIIEE KOMMMYECTBO 3aIIMCEN OTHOCUTCA K KaccaM 3,4 n 5.

[na nony4enns 6omnee MOTHOTO NPEACTABIEHMA O CBOCTBAX Pa3/IMYHbIX K/Iac-
COB pacCYUTaeM CpefHME 3HAYEHNSA BPEMEHHBIX PANOB [I/IA KaX/IOTO U3 HUX.

# OrobpaxeHue XapaKTEepPUCTUK KaxOOTO Kjacca
for j in np.unique(data_train(:, 0]):
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dataPlot = data_train[data_train[:, 0]==j]
cnt = len(dataPlot)

dataPlot = dataPlot(:, 1l:].mean(axis=0)
print ("Knacc", j, " Cuerumk", cnt)
plt.plot (dataPlot)

plt.show()

Kracc 1 (puc. 13.5) xapakTepusyeTcs pe3KuM CIIafioM, 32 KOTOPBIM CTIEAYIOT pe3-
KMit TIO'bEM M CTabuMM3anms. 1o Haubonee TUNMYHBINA CIydail.

Knacc 1.0 CueTumk 2327
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Puc. 13.5. Habop ECG5000, xnacc 1

T M Y T

X 4 @ 8 100 120 140

Knacc 2 (puc. 13.6) xapakTepuayeTcsl pe3KiM CIajioM, 32 KOTOPBIM C/IefyeT BOC-
CTaHOBJ/IEHMeE YPOBHA, a 3aTeM ellie 607ee ITTy6OKMIt CIIaj] C YaCTUIHBIM BOCCTAHOB-
neHueM. DTO BTOPOI! 10 pacCIpOCTPaHEHHOCTH CITyYail.

Kracc 2.0 CueTumk 1423
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Puc. 13.6. Ha6op ECG5000, xnacc 2
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Knacc 3 (puc. 13.7) xapakTepusyeTcs pe3KuM CIIafioM, 3a KOTOPBIM CTIE{yeT BOC-
CTaHOBJIEHMeE, a 3aTeM elle 6onmee rmy6okuit cian 6e3 BoccTaHOB/IeHNuA. B Habope
AaHHBIX TAKMX MPUMEPOB HEMHOTO.

Knacc 3.0 Cuerumk 75

T M T T

0 4 6 8 100 120 140

Puc. 13.7. Ha6op ECG5000, knacc 3

© 4

Knacc 4 (puc. 13.8) xapakTepusyeTcs pe3KuM CIIajioM, 3a KOTOPbIM C/IEAyeT BOC-
CTaHOBJIEHME, A 3aTeM He3HAYMTE/IbHbII CIIafi ¥ cTabunusaums. B Habope maHHbIX
TaKMX IIPMMEPOB TOXE HE OYE€Hb MHOTO.

Knacc 4.0 Cuerumkr 156
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Puc. 13.8. Ha6op ECG5000, xnacc 4

1

Knacc 5 (puc. 13.9) xapakTepusyeTcst pe3KuM CIafioM, 3a KOTOPbIM CIIEfyeT He-
paBHOMEpHOe BOCCTAHOB/IEHME M MOABEM, a 3aTeM HEYCTOMYMBBINA cnan B 6onee
MeKyIo BriafuHy. B Habope JaHHBIX TaKMX IPUMEPOB MEHDIIIE BCETO.
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Knacc 5.0 Cuerumk 19
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Puc. 13.9. Ha6op ECG5000, xnacc 5

TpeHnpoBKa W oLieHKa moaenu

Kak u npexpe, HopManuayeM faHHble TaKuM 06pa3oM, 4To6bI cpefiHee 3Have-
HMe OBUIO PaBHO HYJIO, @ CTaHAAPTHOE OTK/IOHEHMEe — efMHMIE. 3aTeM HacTpo-
uM anroputM k-Shape, 3aaB Ha 3TOT pa3 KO/IMYECTBO K/IACTEPOB PaBHBIM 5. Bce
OCTa/IbHbIE ITapaMeTPbl COXPAHAIOT NPeXXHME 3HAYECHUA.

# NMomroToBxa RaHHHX - MacurabupoBaHue

X_train = TimeSeriesScalerMeanVariance (mu=0., \
std=1.).fit_transform(X_train)

X test = TimeSeriesScalerMeanVariance (mu=0., \
std=1.).fit_transform(X_ test)

# TpeHMpOBKa C MCNONb30BaHMeM anropmurMa k-Shape

ks = KShape (n_clusters=5, max_iter=100, n_init=10, verbose=1, \
random_state=2019)

ks.fit (X_train)

OueHNM pe3y/bTaThl AJIs TPEHMPOBOYHOTO Habopa.

# CospmaHye mnpelCcka3aHuit Ojisg TPEHUMPOBOYHOTO Habopa

# ¥ BHUKMCIIEHME CKOPPEKTMPOBAHHOTO MHAekca Rand

preds = ks.predict(X_train)

ars = adjusted_rand_score(data_train[:, 0], preds)

print ("CkOppeKTMPOBAHHEIT MHAeKC Rand Ha TpeHMpoBouHOM Habope:", ars)

CkoppeKTHpOBaHHbII uHAekc Rand ans TpeHnpoBoyHOro Habopa CyluecTBeH-
HO BHIpOC ¥ cTan paBeH 0.75.
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CKOPpPEeKTMPOBaHHEN MHOeKC Rand Ha TpeHMpoBOUHOM Habope:
0.7499312374127193

O1eHMM Temepb pe3yNnbTaThI A/IA TECTOBOTO Habopa.

# CozpaHme mnpenckasaHuyt nns TecTtoBoro Habopa

# ¥ BHUMCJIEHME CKOPPEKTMPOBAHHOTO MHIeKkca Rand

preds test = ks.predict(X_test)

ars = adjusted rand score(data test([:, 0], preds_test)

print ("CxoppeKTupoBaHHEI MHIOeKC Rand Ha TecroBoM Habope:", ars)

CxoppekTnpoBaHHbI1 nHAEKC Rand 14 TecToBoro Habopa Taxoke 3Ha4UTENBHO
YAYYIINICA U BOCTUT OTMeTKM 0. 72.

CKOppEeKTMPOBaHHLIM MHIOeKC Rand Ha TecToBOoM Habope:
0.7172302400677499

YBennuuB pa3Mep TpeHMpOBOYHOro Habopa o 4000 BpeMeHHbIX PAROB (BMe-
CTO 23), Mbl IIO/TYYM/IM 3HAYUTENBHO 60/1ee 3¢ PeKTUBHYIO MOJe/Ib KIaCTEpU3aLiuu
BpPEMEHHbIX PAMOB.

[IpoBeneM AOMOTHUTENBHOE MCCNIEROBaHME NIPENCKAa3aHHbIX K/IACTEPOB, YTO6BI
BBISICHUTD, HACKO/IbKO OHM OHOPOAHBI. JIN1A KaXKI0ro ImpefcKasaHHOIo Kracrepa
MBI OLIEHMM paclpefie/ieHye UCTUHHBIX MeTOK. Ecu KmacTepnl 4eTko chopmupo-
BaHbI ¥ OHOPOAHBI, TO 6O/MBIIMHCTBO 3anKcelf B KOXKAOM K/IacTepe AOMKHO MMEThb
Of{HY ¥ Ty )K€ UCTUHHYIO METKY.

# OueHKa KayeCTBa KJIAaCTEPOB
preds_test = preds_test.reshape (1000, 1)
preds_test = np.hstack((preds_test, \
data _test[:, 0].reshape (1000, 1)))
preds test = pd.DataFrame (data=preds_test)
preds_test = preds_test.rename(columns={0: 'prediction', \
1: 'actual'})

counter = 0
for i in np.sort(preds_test.prediction.unique()):
print ("llpenckazaHHuit kyacrep”, 1)

print (preds_test.actual[preds_test.prediction == \
i].value counts())

print ()

cnt = preds_test.actual [preds_test.prediction == \

i).value counts().iloc[1l:].sum()
counter = counter + cnt
print ("CueTuMk HemepBMYHHX TOuek:", counter)
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Hpuneneuuax HMXKe CBOJKA OTpaXXaeT CTENEHb OAHOPOAHOCTHU K/IaCTEPOB.

llpenckasaxHent knacrep 0.0
2.0 29

4.0 2
1.0 2
3.0 2
5.0 1

Name: actual, dtype: int64

llpenckazaHHelt kjactep 1.0
2.0 270

4.0 14
3.0 8
1.0 2
5.0 1

Name: actual, dtype: inté64

[lpencka3aHHemt xyacrep 2.0
1.0 553

4.0 16
2.0 9
3.0 7

Name: actual, dtype: inté4

llpenckas3aHHelt kynacrep 3.0
2.0 35

1.0 5
4.0 5
5.0 3
3. 3

Name: actual, dtype: inté64

llpenckasanuent xknacrep 4.0
1.0 30

4.0 1
3.0 1
2.0 1

Name: actual, dtype: inté64

CyueTuyMK HENMepBMYHHX Todek: 83
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BonbIMHCTBO 3amuceit B Ipefenax Kaxmoro MpefckasaHHOTO K/IacTepa IpH-
HaJUIeXHUT TONBKO K OFHOMY K/IacCy, TOMEYEHHOMY MCTMHHON MeTKOi. 3TO CBM-
AeTEeNbCTBYET O Ha/IeXXHOM OIpefie/IeHMH K/IaCTEPOB M BHICOKOI CTETEHH MX OfJHO-
PORHOCTH.

Knactepusauus BpemeHHb/X pAAOB N0 MeToAy
k-cpeaHux npumeHuTenbHo K Habopy ECG5000

[ln1s TOMHOTBI KapTHHBI CPABHUM Pe3y/NbTaThl, NO/TyYeHHbIE C IOMOILBIO a/Ir0-
put™Ma k-Shape u no meropy k-cpennux. Kak u npexxpe, Mbl ncnonnayem 6mbmmo-
TeKy tslearn nst TPEHMPOBKM M OLIEHKM MOJE/N Ha OCHOBE CKOPPEKTMPOBAHHOTO
nHpaekca Rand.

KonnyectBo kacTepoB 3ajlaiuM paBHBIM 5, MAKCMMa/IbHOE KOIMYECTBO UTepa-
LM A1 OHOTO 3amycka — 100, KonmM4ecTBO He3aBUCUMBIX 3aITycKoB — 100, 3Haye-
HJe nepeMeHHon random_state — 2019, meTpuka paccrosuusa — euclidean.

# TpeHupoBka no MeTomy k-cpemHmx

km = TimeSeriesKMeans(n_clusters=5, max_iter=100, n_init=100, \
metric="euclidean", verbose=1, random state=2019)

km.fit (X _train)

# CospaHme npenckaszaHMit OJIS TPEHMPOBOYHOTO Habopa

# ¥ BHUMCJIEHME CKOPPEKTMPOBAHHOT'O MHIekca Rand

preds = km.predict (X_train)

ars = adjusted_rand_score(data_train(:, 0], preds)

print ("CxoppeKTMpPOBaHHEM MHOeKC Rand Ha TpeHMpPOBOYHOM Habope:", ars)

# CospmaHmMe mpenckKa3aHuil OJIs TeCTOBOTO Habopa

# ¥ BHUMCJIEHME CKOPPEKTMPOBAHHOT'O MHIOekca Rand

preds_test = km.predict (X_test)

ars = adjusted_rand_score(data_test[:, 0], preds_test)

print ("CxoppeKTMpOBaHHEM MHOEeKC Rand Ha TecroBoMm Habope:", ars)

B cnyyae mcrnonb3oBaHMA €BKIMAOBON MeTpuku anroput™ TimeSeriesKMean
paboraet 6bicTpee anroputMa k-Shape, Ho pe3y/IbTaThl OMY4aIOTCA XyXKe.

CKOppeKTMpOBaHHuM MHIOekC Rand Ha TpeHMpPoBOYHOM Habope:
0.5063464656715959

CxoppekTupoBaHHbIit MHAEKC Rand ans TpeHnpoBoYHOro Habopa okasancs pa-
BeH 0.506.
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CKOpPPEeKTMPOBAaHHHNM MHIOekc Rand Ha TecToBoM Habope:
0.4864981997585834

CkoppektnpoBaHHbIt nHAekc Rand s TectoBoro Habopa pasen 0. 486.

Knactepu3auun BpemeHHb/X paaoB no metoay HDBSCAN
npumeHuTenbHO K Habopy ECG5000

HaxoHeu, npumenum nepapxudeckuit anroputm DBSCAN (HDBSCAN), koTo-
Pblit MBI YK€ MCCTIER0BA/IN, U OLIEHUM €TO MPOM3BOAUTETBHOCTD.

3anycrum anroput™ HDBSCAN c napameTpamy, 3alaHHbIMY 110 YMO/TYaHMIO, U
BBIYMC/IMM CKOPPEKTUPOBaHHbII MHAEKC Rand.

# TpeHMpoBKa MOLEJM ¥ ee OlLEHKa Ha TPEHUPOBOYHOM Habope
min_cluster _size =5

min samples = None

alpha = 1.0

cluster selection_method = 'eom'

prediction data = True

hdb = hdbscan.HDBSCAN (min_cluster size=min cluster_ size, \
min_samples=min_samples, alpha=alpha, \
cluster_selection_method=cluster_selection_method, \
prediction data=prediction_data)

preds = hdb.fit predict (X_train.reshape (4000, 140))
ars = adjusted_rand_score(data_train[:, 0], preds)
print ("CkoppeKTMpOBaHHEII MHAeKC Rand Ha TpeHupoBOYHOM Habope:", ars)

CxoppeKTnpoBaHHbIit nHAeKc Rand a1s TpeHnpoBoYHOro Habopa okasancs fio-
BOJIbHO BIIEYAT/IAIOIMM U cocTaBun 0.769.

CKOPPEKTMPOBAaHH MHOekC Rand Ha TPEHMPOBOYHOM Habope:
0.7689563655060421

OueHnM pOM3BOAUTENILHOCTD a/ITOPUTMA Ha TECTOBOM Habope.

# CospmaHue npenckasaHmit Ha TeCTOBOM Habope M MX OLEHKa
preds_test = hdbscan.prediction.approximate_predict (hdb, \
X test.reshape (1000, 140))
ars = adjusted_rand_score(data_test[:, 0], preds_test[0])
print ("CxoppeKTUpOBaHHEDt MHOeKC Rand Ha TecToBOM Habope:", ars)
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CxoppekTupOBaHHbI MHAeKC Rand oka3anca B paBHOJ CTENMEHM BIEYAT/ISIO-
M u coctaBun 0. 720.

CKOpPpPeKTMPOBaHHbI MHAeKC Rand Ha TecToBOM Habope:
0.7200816245545564

CpaBHeHMe Tpex anropuTMoB Knacrepusauuu
BPEMEHHbIX PAAOB

Anroputmb HDBSCAN n k-Shape npogeMoncTpupoBany 0OfMHaKoOBO XOpOIIYIO
npoussoauTenbHOcTs Ha Habope ECG5000, Toraa Kak pesynbTarsbl, OMy4YeHHbIE
N0 MeTORy k-CpefHMX, OKa3amuch Xyxe. B To xe BpeMs HeNb3s He/aTb Kakue-TO
cepbe3Hble BbIBOJIbI, OLiEHMBasA MPOU3BOAUTENLHOCTD ITUX TPEX a/ITOPUTMOB TO/Nb-
KO Ha OffHOM Habope AaHHBIX.

[IpoBeneM pacIIMpEHHDI IKCIIEPUMEHT, KOTODBI/ MO3BOMUT BbIIIO/THUTH KOM-
I/TIeKCHOe CpaBHeHMe anroputMoB. [Ipexaie Bcero 3arpysum Bce Qait/bl M3 manku
ucr_time_series_data, 4T06b1 IPOTECTUPOBATD BCE 85 OCTYIHBIX HA6OPOB JAHHBIX.

# 3arpys3ka HaBoOpOB HOaHHHX
current path = os.getcwd()
file = os.path.sep.join(['', 'datasets', 'ucr_time_series_data', ''])

mypath = current path + file
d=[]
f=1
for (dirpath, dirnames, filenames) in walk(mypath):
for i in dirnames:
newpath = os.path.sep.join([mypath, i, ""])
onlyfiles = [f for f in listdir(newpath) if \
isfile(join(newpath, £f))]
f.extend (onlyfiles)
d.extend (dirnames)
break

Mlanee Mbl NIPUMEHNM KaX[blii U3 TPEX aTOPUTMOB K/IACTEPU3ALMM KO BCEM
MMeomMMcs HabopaM JaHHBIX. Mbl COXpaHMM CKOPPEKTHPOBaHHbIi MHAeKC Rand
U1 KOKAOTO U3 TPEHMPOBOYHBIX ¥ TECTOBBIX HAOOPOB ¥ M3MEPUM BPEMs, KOTOpOe
norpebyeTcs anropuT™MaM Ha MOMHBIA POXOJ, 110 BCeM 85 Habopam.
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MonHbIi NPOroH ¢ ucnonb3oBaHKeMm anroputma k-Shape

CHavasia BBIIIOJIHMM 3KCIIEPUMEHT ¢ anroputMoM k-Shape.

# SxcnepuMmeHT C MerofoM k-Shape - MOJHEDI NMPOTOH

# Cozsmanme obwexra DataFrame
kShapeDF = pd.DataFrame (data=[], index=[v for v in d], \
columns=["ARS a3rana TpenupoBku", "ARS 3Tana TectupoBaHua"])

# TpeHupoBka M oleHka Momenu k-Shape
class ElapsedTimer (object):
def init_ (self):
self.start_time = time.time()
def elapsed(self, sec):
if sec < 60:
return str(sec) + " c"
elif sec < (60 * 60):
return str(sec / 60) + " Mmun"
else:
return str(sec / (60 * 60)) + " u"
def elapsed_time(self):

print ("Npowno: %s " % self.elapsed(time.time() - \
self.start_time))
return (time.time() - self.start time)

timer = ElapsedTimer ()
cnt = 0
for i in d:
cnt += 1
print ("Habop maHHuX", cnt)
newpath = os.path.sep.join([mypath, i, ""])
onlyfiles = [f for f in listdir(newpath) if \
isfile(join(newpath, £f))]
j onlyfiles[0]
k = onlyfiles[1]
data train = np.loadtxt (newpath+j, delimiter=",")
data test = np.loadtxt (newpath+k, delimiter=",")

data_joined = np.concatenate((data_train, data_test), axis=0)
data_train, data_test = train_test_split(data_joined, \
test_size=0.20, random_state=2019)
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X _train = to_time_series_dataset (data_train(:, 1:])
y_train = data_train[:, 0].astype(np.int)

X test = to_time_series_dataset(data_test[:, 1:])
y_test = data_test[:, 0].astype(np.int)

X train = TimeSeriesScalerMeanVariance (mu=0., \
std=1.) .fit_transform(X_train)

X test = TimeSeriesScalerMeanVariance (mu=0., \
std=1.).fit transform(X test)

classes = len(np.unique(data train[:, 0]))

ks = KShape (n_clusters=classes, max_iter=10, n_init=3, \
verbose=0)

ks.fit (X train)

print (i)

preds = ks.predict (X_train)

ars = adjusted rand_score(data_train(:, 0], preds)

print ("CxoppeKTMpOBaHHEIY MHOEKC Rand Ha TpeHMpOBOYHOM Habope:", \
ars)

kShapeDF.loc[i, "ARS srama TpeHupoBku"] = ars

preds_test = ks.predict (X_test)

ars = adjusted_rand_score(data_test[:, 0], preds_test)

print ("CxoppekTVpOBaHHEM MHAeKC Rand Ha TecToBoM Habope:", ars)
kShapeDF.loc[i, "ARS 3rama TecTupoBaHua"] = ars

kShapeTime = timer.elapsed_time()

Ha BbinonHeHue 3TOro aIropuT™a yuuto 6onpure yaca. Mbl COXpaHMM 3Ha4YeHUA
CKOppeKTHpOBaHHOro uHAeKca Rand, yTo6pl MMeTh BO3MOXXHOCTb CPaBHMUTD IPO-
U3BOAUTENBHOCTD TPEX aTOPUTMOB K/IaCTepU3aLVM.

BpeMs BrimonHenus anropurma k-Shape 3aBUCHT OT ycTaHOBIEHHBIX
3HaYeHMit TMIleplIapaMeTPoOB, a TaKXKe XapaKTepUCTUK 06opyRoBa-
HMA, Ha KOTOPOM NPOBOAUTCA 3KcnepuMeHT. JIio6ble M3MeHEHUA JaH-
HOTO pofia MOTYT OKa3blBaTb 3HAYMTE/IbHOE BIMSAHME Ha KOHEYHbIE
pe3y/nbTaThl.
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MonHbiii NPOroH ¢ ncNoNb3oBaHUEM anropuTMa k-cpeaHux

WUcnonp3yeM Tenepb anroput™ k-cpegHuXx.

# 3kcrnepuMeHT C METOOOM k-CpeIHMX - MOJIHEIA NPOTOH

# CozspaHue ob6mexra DataFrame
kMeansDF = pd.DataFrame(data=[], index=[v for v in d], \
columns=["ARS arana TpenumpoBku", "ARS srana recrupoBanua"])

# TpeHMPOBKa M OLleHKa Momeau k-CpemHMxX
timer = ElapsedTimer ()
cnt = 0
for i in d:
cnt += 1
print ("HaGop mnaHHHX", cnt)
newpath = os.path.sep.join([mypath, i, ""])
onlyfiles = [f for f in listdir(newpath) if \
isfile(join(newpath, f))]
j = onlyfiles[0]
k = onlyfiles[l]
data_train = np.loadtxt (newpath+j, delimiter=",")
data_test = np.loadtxt (newpath+k, delimiter=",")

data_joined = np.concatenate((data_train, data_test),axis=0)

data_train, data_test = train_test_split(data_joined, \
test _size=0.20, random_state=2019)

X_train = to_time_series_dataset(data_train[:, 1:])

y train = data_train([:, 0].astype(np.int)

X test = to_time_series dataset(data_test[:, 1:])

y_test = data_test[:, 0].astype(np.int)

X_train = TimeSeriesScalerMeanVariance (mu=0., \
std=1.) .fit_transform(X_train)

X _test = TimeSeriesScalerMeanVariance (mu=0., \
std=1.).fit_transform(X_test)

classes = len(np.unique(data_train{:, 0]))

km = TimeSeriesKMeans(n_clusters=5, max_iter=10, n_init=10, \
metric="euclidean", verbose=0, random state=2019)

km.fit (X _train)
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print (i)

preds = km.predict (X_train)

ars = adjusted_rand_score(data_train[:, 0], preds)

print ("CkOpPpeKTMpOBaHHED MHAEKC Rand Ha TpeHMpoBOuYHOM Habope:", \
ars)

kMeansDF.loc[i, "ARS srana TpeHupoBku"] = ars

preds_test = km.predict (X_test)

ars = adjusted rand score(data test([:, 0], preds_test)

print ("CxoppexTupoBaHHeDt mHOeKC Rand Ha TecroBoM Habope:", ars)
kMeansDF.loc[i, "ARS 3Tana TecTupoBaHua"] = ars

kMeansTime = timer.elapsed_time()

IIns o6paboTku Bcex 85 HAGOPOB anrOpUTMY k-CpeaHNX MOTPe6OBANIOCH OKOTIO
IATH MUHYT.

MonHbiii NporoH ¢ ucnonb3osaHuem anroputma HDBSCAN

Hakonen, ucronsayem anroputm HBDSCAN.

# OkcnepuMeHT C MeromoM HDBSCAN - MOJNHEDA NPOTOH

# CozpaHue obwexra DataFrame
hdbscanDF = pd.DataFrame (data=(], index=(v for v in d], \
columns=["ARS srana TpeuupoBkm", "ARS 3Tana TecTuposaHua"])

# TpeHupoBka u oueHka Momemu HDBSCAN
timer = ElapsedTimer ()
cnt =0
for i in d:
cent += 1
print ("Habop nmaHHHX", cnt)
newpath = os.path.sep.join([mypath, i, ""])
onlyfiles = [f for f in listdir(newpath) if \
isfile(join(newpath, £f))]
j = onlyfiles[0]
k onlyfiles([1]
data_train = np.loadtxt (newpath+j, delimiter=",")
data_test = np.loadtxt (newpatht+k, delimiter=",")

data_joined = np.concatenate((data_train, data_test), axis=0)
data_train, data_test = train_test_split(data_joined, \
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test_size=0.20, random state=2019)

X train = data_train[:, 1:]

y_train = data_train[:, 0].astype(np.int)
X_test = data_test([:, 1:]
y_test = data_test[:, 0].astype(np.int)

X_train = TimeSeriesScalerMeanVariance (mu=0., \
std=1.).fit_transform(X_train)

X test = TimeSeriesScalerMeanVariance (mu=0., \
std=1.).fit_transform(X_test)

classes = len(np.unique(data_train(:, 0]))
min_cluster size =5

min samples = None

alpha = 1.0

cluster_selection method = 'eom'
prediction_data = True

hdb = hdbscan.HDBSCAN (min_cluster size=min_cluster_size, \
min_samples=min_samples, alpha=alpha, \
cluster_selection method=cluster_ selection_method, \
prediction_data=prediction_data)

print (i)
preds = hdb.fit_predict(X_train.reshape (X_train.shape[0], \
X_train.shape[l]))
ars = adjusted_rand score(data_train[:, 0], preds)
print ("CxOppeKTMpOBaHHHI MHAEKC Rand Ha TpeHMpoBOYHOM Habope:", \
ars)
hdbscanDF.loc[i, "ARS 3rana TpeumpoBku"] = ars

preds_test = hdbscan.prediction.approximate_predict (hdb,
X_test.reshape (X_test.shape[0], X _test.shape[l]))

ars = adjusted_rand_score(data_test[:, 0], preds_test[0])

print ("CxoppeKTUpoBaHHHIt MHAeKC Rand Ha TecToBOoM Habope:", ars)

hdbscanDF.loc[i, "ARS srama TecTmpoBauums"] = ars

hdbscanTime = timer.elapsed time()

Ilna o6pa6orku Beex 85 Hab6opos anroputvy HBDSCAN Toxe noHamo6unoch
okono 10 MUHYT.
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CpaBHeHHe Tpex NOAX0A0B K KNacTepi3aLuu BpeMeHHb/X pAA0B

Tenepb cpaBHMM MeXAY o601t Bce TPU aITOpMTMa K/IacTepU3aLuy, YTOOBI BbI-
SICHUTD, KaKOVl M3 HUX IPOABUI cebs mydie Bcero. OMH M3 IOAXOROB 3aK/II0Ya-
eTcs B BBIYMC/IEHMM CPeTHMX 3HaYeHMIt CKOppeKTUpoBaHHOro MHAekca Rand mnsa
TPEHMPOBOYHBIX M TECTOBBIX HAGOPOB B KOXXJIOM U3 a/ITOPUTMOB.

CoOTBETCTBYIOLLME OLIEHKM TIPUBEMEHbI HIDKE.

PesynbTaTe MeToma k-Shape

ARS 3Tana TPEHUPOBKM 0.165139
ARS sTamna TeCcTMpPOBaHUSA 0.151103

Pe3ynbTaTH MeTola k-CpemHMX

ARS 3Tamna TPEeHMPOBKM 0.184789
ARS 3Tama TecTMpOBaHMUA 0.178960

PesyneTaTh MeToma HDBSCAN

ARS 3Tamna TpPeHWPOBKU 0.178754
ARS 3Tamna TecTMpPOBaHMUA 0.158238

Pesy/nbTaThl OKa3anMCh NMpUMMEPHO comocTaBuMMbIMM. Hambonpumme 3sHadeHus
uHpaexcoB Rand nmonyyeHs! o MeToRy k-CpegHNX, 3a KOTOPBIM CTIEAYIOT a/ITOPUTMBI
k-Shape u HDBSCAN.

Jlns BamnpaLuy HeKOTOPBIX M3 3TUX OLIEHOK IMOACYMTAEM, CKONIbKO Pa3 KaXK/bIi
a/ITOpUTM 3aHMMaJl IIEpBOE, BTOPOE M TPEThe MeCTa o BceM 85 Habopam.

# TomcueT umMcyla 3aHATHX MeECT

timeSeriesClusteringDF = pd.DataFrame(data=[], \
index=kShapeDF.index, columns=["kShapeTest", \
"kMeansTest", "hdbscanTest"])

timeSeriesClusteringDF.kShapeTest = \
kShapeDF ["ARS 3Tana TecTupoBaHua"]

timeSeriesClusteringDF.kMeansTest = \
kMeansDF ["ARS sTana TecTupoBaHuaA"]

timeSeriesClusteringDF.hdbscanTest = \
hdbscanDF["ARS sTana TecTupoBarua"]

tscResults = timeSeriesClusteringDF.copy ()
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for i in range(0, len(tscResults)):
maxValue = tscResults.iloc[i].max()
tscResults.iloc[i] [tscResults.iloc[i]==maxValue]=1
minValue = tscResults.iloc[i].min()
tscResults.iloc[i] [tscResults.iloc[i]==minValue]=-1
medianValue = tscResults.iloc[i].median()
tscResults.iloc[i] [tscResults.iloc[i]==medianValue]=0

# BHBOX pe3ynbTaTOB

tscResultsDF = pd.DataFrame (data=np.zeros((3, 3)), \
index=["firstPlace", "secondPlace", "thirdPlace"], \
columns=["kShape", "kMeans", "hdbscan"])

tscResultsDF.loc["firstPlace", :] = \
tscResults[tscResults==1].count().values

tscResultsDF.loc["secondPlace", :] =\
tscResults[tscResults==0].count () .values

tscResultsDF.loc["thirdPlace", :] = \
tscResults|[tscResults==-1].count () .values
tscResultsDF

JlupepoM No KONMMYECTBY NEpBbIX MeCT oKa3ancs anroput™ k-Shape, 3a xoro-
pbiM cnepyet anroput™™ HDBSCAN. MeTon k-cpefHux yauie OCTa/lbHBIX 3aHMMa
BTOpBle MECTa, AEMOHCTPUPYA He HAMWIYYIIYIO, HO ¥ He HaMXyALIYIO IPOM3BOAM-
TE/IbHOCTD A/1s1 60NMBIIMHCTBA HabOPOB AaHHBIX (Tabn. 13.1).

Tab6nuya 13.1. Ce00xa pe3ynsmamoe cpasHeHus

kShape kMeans hdbscan
firstPlace 31.0 240 29.0
secondPlace 19.0 41.0 26.0
thirdPlace 35.0 200 30.0

Vicxops n3 pe3ynbTaToB CpaBHEHUA TPYAHO CKa3aTh, KaKO¥ U3 aiTOPUTMOB Off-
HO3Ha4YHO NPEBOCXOMAMT APyTHe B OTHOIIEHUM MpOou3BoAMTeNbHOCTH. HecMoTpA Ha
TO 4TO anroputM k-Shape vaie apyrux saHuman nepeble MecTa, OH paboTaeT 3Ha-
YHUTE/IbHO MefiTIEHHEE IBYX OCTa/IbHBIX a/ITOPUTMOB.

B 0 e Bpemsa anroputv HDBSCAN 1 MeTop k-CpefHMX OAMHAKOBO XOPOLIO
TIpOSIBU/IN Ce6s1, 3aHAB NEPBOE MECTO A/IA 3HAYMTENBHOTO KOMNYeCcTBa HabopoB.
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Pe3iome

B 37011 I71aBe MBI MCCIEAOBANM BpeMeHHble PAMABI U YOEMUINCh B TOM, YTO 06-
ydeHue 6e3 yuuTens mosponAeT 3¢PeKTMBHO rPyNNMpOBaTh MIA6IOHHBIE TIOCTIE-
[IOBATE/IbHOCTY Ha OCHOBaHMM MX CXOACTBA, IpuyeM 6e3 Kakux-m6o MeToK. MbI
NOAPOGHO paccMOTpeny paboTy ¢ TpeMs anropuMTMaMy KnacTepusaumu: k-Shape,
Metop k-cpeprux 1y HDBSCAN. Ha ceropuAImHAMiz leHb Ty4YIIMM U3 HUX CIUTAETCA
anroput™m k-Shape, Ho 1 ocTanbHBIE ABa aITOPUTMa TOXE JAIOT HEIIOXME Pe3y/b-
TaThI.

CaMoe r71aBHOE TO, YTO Pe3yNbTaThl, MOMyYeHHbIe ANA 85 HA6OPOB MAHHBIX,
NpOAEeMOHCTPUPOBAMM BaXXHOCTh NPOBENEHMA SKcrepuMeHTOB. Kak 3T0 wacto
6bIBaeT B MAalIMHHOM OOy4YeHUM, HU OFHOMY M3 aiTOPUTMOB HeNb3s OTAATH fAB-
HOe IpefnoYTeHue. Bbl JOMKHBI IIOCTOAHHO MCKATh HOBBIE ITyTH M 3KCIIEPUMEH-
TUPOBaTh, YTOOBI BHIACHUTD, KaKOif U3 aITOPUTMOB Jy4YIlle BCETO TMOAXOAUT A/
pellleHNsI KOHKPETHOI! 3ajjauy. YMeHMe BHIOpaTh caMblit 3 PeKTUBHBI! aNropuT™M
AB/AETCA K/II0YEBBIM HaBBIKOM CIIEL[a/MNCTa B 00/1aCT MHTEN/IEKTYaIbHOI 06pa-
60TKM JaHHBIX.

Haperocn, Bbl Teneps y4ile FOTOBBI K pEIIEHMIO MPAKTUYECKMX 3a/1a4 C MCIIONb-
30BaHMEM Pas/IMYHbIX TOAXOMOB Ha OCHOBE 06ydeHNs 6€3 yduTens, 0 KOTOPBIX BbI
y3Ha/I1 Ha IPOTAXXEHUM KHUTH.
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FMABA 14
3aKnyeHue

VIcKycCTBEHHBII MHTENTEKT NEPEXXMBAET HACTOALIMI O6YM, KOTOPbIN He Habmo-
JaJICcs ¢ MOMeHTa NosBNenus ViuTepHera B cepenune 1990-x rogos. M y aToro 6yma
€CTb CBOM NPMYMHBL.

B mpenbigymme gecaTMneTMs paspaboTku B 06/1aCTM MCKYCCTBEHHOTO MHTEN-
JIeKTa ¥ MaLIYHHOTO 06yYeHMsA HOCUIM TIPEUMYILECTBEHHO TEOPETUYECKNUIT U aKa-
AeMUYeCKMI1 XapaKTep, a IPMMEPOB YCIEIIHBIX KOMMEPYECKMX pellleHnit 6b10 He
Tak MHoro. Ho 3a nmocnenHue rogpr cuTyauus noMeHaAnach K rydmemy. TexHonorun
npuo6peny 6onee NPUKIAAHYIO HAIPABIEHHOCTD, OPMEHTMPOBAHHYIO HA TPOMBILI-
JIeHHOE MIPUMeHeHMe, MpyuyeM ¢rarMaHaMy IpOoLiecca CTau TaKue KOMIIAHNM, KaK
Google, Facebook, Amazon, Microsoft u Apple.

CMelieHne aKLEHTOB Ha pa3paboTKy NPHIOXKEHUI MAIIMHHOTO OOy4eHNs WA
y3KOoCneLann3upoBaHHbIX 3aad4 (cnaboiit M) BMecTo 60/ee aMOMILMO3HBIX IPO-
extoB (cunpHblit VIN) cpenano sty obnactb uccnegoBanmit 6onee npuBieKaTenb-
HOJ JI/11 MHBECTOPOB, PACCUMTHIBAIOLIMX C IMXBOM OKYTIUTb BIOKEHHbIE CPEACTBA
B TedeHMe 6mnkanumx 7-10 net. B cBolo oyepenb, IPUTOK MHBECTUIIMI TTO3BOMNIT
JOCTHYb Cepbe3HbIX YCIIEXOB He TONbKO B pa3paboTke cmaboro VN, Ho u B mocTpo-
eHuy GpyHAaMeHTa ans 6yaymmx cucreM cumbHoro VIN.

KoneuHo xe, Bce f1eN0 He TONbKO B MHBeCTULMAX. HelaBHMe ycrexu B paBHOM
CTeTIeHM CBA3aHbI C HaYa/IOM 3MOXM 60/MBIIMX AaHHBIX, JOCTYDKEHUAMM B annapar-
HbIX TEXHONOTUAX (B 0COGEHHOCTU MMeeTcs B BUAY MOSBNIEHME MOLIHBIX rpadu-
deckux npoueccopoB Nvidia, npumeHsAeMbIX Ipyu 06ydeHMM ITy6OKNX HeifPOHHBIX
ceTei1), a TaKKe pa3paboTKOI IepefOBbIX AITOPUTMOB.

Bcs 3Ta MapKeTMHroBas IIyMyuXa BIIO/THE MOXKET NMPUBECTH K Pa30o4apOBaHUAM
B 6yay1ieM, HO ITOKA YTO AOCTUTHYTHIN IPOrPecC OLIETIOM/IAET, TpUB/IeKas BHUMa-
HMeE LIMPOKON ayAUTOPUMN.

06yueHue cyyutenem

Ha ceropHsIHmMit feHb» 60NBLINHCTBO YCIIEX0B B 06/1aCTH MalIMHHOTO 06yye-
HMA CBA3aHO C O6Y4YeHMeM C yuMTeleM. YCIeIHble IPOEKThI MOXHO pa3buTh Ha
C/IefyIolye KaTeropuu 1o TuIry 06pabaThiBaeMbIX JaHHBIX.



o Mso6paxenns. B 3Ty kaTeropuio BXOAAT T€XHONIOTMM ONITUYECKOTO PACIIO3-
HaBaHMs CMMBOJIOB, KacCUUKALMY M306paskeHNIt i pacIIO3HaBaHMUA NINLL.
Hamnpumep, Facebook aBTOMaTyecky TerupyeT nuia Ha HOBBIX pororpadm-
SIX, UCXOMIS U3 CTETIEHH MX CXOACTBA C paHee TETMPOBaHHBIMM TULIAMH B 6a3e
[aHHBIX CyLIecTBYIoOWMX pororpadmit.

o Bupeo. K 3roit kaTeropum OTHOCATCA 6eCIMIOTHBIE ABTOMOOM/IN, MOAB/IE-
HJMe KOTOPbIX Ha OpOrax He 3a ropaMu. VIHBeCTULIMM B JaHHYIO 06MacTb fie-
/AlOT Takue KoMmaHuy, Kak Google, Tesla u Uber.

o Peus. 310 cuCTEMBI pacriO3HaABaHUA pedM, IPEACTABIEHHbIE TAKUMM TO/IOCO-
BbIMM [IOMOLLIHMKaMH, Kak Siri, Alexa, Google Assistant u Cortana.

o Texcr. KnaccuyeckuM npuMepoM MOXET CIY>XUTb GMIBTpaLMsA CIama B
3/MeKTpOHHOI moyTe. CIofia >Ke BXOJAT TaKue TEXHONOIMM, KaK MAIIMHHBII
nepeBop (Hampumep, cucteMa Google Translate), ceHTMMeHT-aHaMM3, CUH-
TaKCUYECKMI aHa/u3, pacClio3HaBaHMe A3bIKa ¥ BOIIPOCHO-OTBETHBIE CUCTe-
Mbl. CBU/IETENBCTBOM YCIIEXOB CY>KMUT IIMPOKOE PacIpoCTpaHeHMe YaT-60-
TOB B IIOC/IEHIE TOABL.

Kpome Toro, obyyeHue c yuuTeneM XOpOUIO CIpPaB/AeTCA C MpeAcKasaHneM
BpPEMEHHbIX PSAMIOB, YTO HAXOUT MHOXECTBO IPUMEHEHNMIt B TAKMX 06/IAaCTAX, KakK
¢uHaHCBI, 3paBOOXpaHeHMe ¥ PEKTAMHBIE TEXHONOIMM. PasyMeeTcs, OAXOABI Ha
OCHOBe 00yYeHMA C yUMTeNleM He OTpaHMYEHBI paboToit TONMBLKO C OHUM TUIIOM
maHHbIX. Hanpumep, B TexHOMOrnax o6paboTky BUAeo pacnosHaBaHue uobpaxe-
HMI B COYETaHUM C 06pabOTKON €CTECTBEHHOTO A3bIKA MPMMEHAETCS LA MalINH-
HOro 06y4eHMs: CUCTeM reHepUPOBaHNUsA CYOTUTPOB.

06yueHue 6e3 yuurens

O6yu4eHne 6e3 yuuTe/NA IIOKa YTO He MOXKET IIOXBACTATbCA TAKMMI XKE yCIIeXaMHu,
Kak ¥ o6ydeHye C y4MTeNeM, HO ero MOTEeHLMan BCe PaBHO OrpoMeH. Bonbmu-
CTBO AOCTYTIHBIX B VIHTepHeTe JaHHBIX He pa3MeyeHo. YToOb MMETh BOSMOXHOCTD
IpUMEHATh MalIMHHOE 06yYeHMe 1A pelieHus 6omee MacIITabHBIX 3a/1ad, YEM Te,
KOTOpBIE YKe PellleHbl C IOMOILbI0 06y4eHMsA C yuuTeNeM, HaM npuseTcs paborarb
KakK C pa3MeYeHHbIMU, TaK ¥ C Hepa3MeYeHHbIMM HaHHBIMM.

O6yuenne 6e3 yunTens o4eHb XOPOLIO CIIPAB/IAETCA C 06HAPY>KEHMEM CKPBITBIX
3aKOHOMEPHOCTel myTeM 06y4eHNns 6a30B0it CTPYKTYpe Hepa3MEUeHHBIX JAHHBIX.
BhIABMB 3TV 3aKOHOMEPHOCTH, CHCTeMa 00y4eHNs 6€3 YUUTeNA MOXET CTPYTIIIMpO-
BaTh HaiifleHHbIe CKPbIThIE LIa6/IOHbI HA OCHOBAaHMM MX CXOXECTH.
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Kak TO/MBKO TaKoe IPynmMpoBaHMe BBHITIONHEHO, ONEPATOp CUCTEMBI (T.e. de-
JIOBEK) MOXET BbI6PaTh HECKONBKO WIAGMIOHOB M3 KaXMAON I'PYIIIBI M CHAOAMTD MX
NOHATHBIMM MeTKaMM. Ecnu rpyninbl onpepeneHsl ROCTaTOYHO YeTKO (T.e. MX 37e-
MEHTBI OFHOPOAHHI ¥ OTYET/IMBO OT/IMYAIOTCA OT 3/IEMEHTOB APYTHX IPYII), TO Ha-
3HaYyeHHbIE Y€/IOBEKOM METKM MOXXHO NPUMEHMUTD K APYTUM (OCTaBIIMMCSA Hepas-
Me4eHHbIMM) 37eMeHTaM rpynmnsl. Takoit noAxox obecneunBaeT oYeHb ObICTPOE U
a¢pdexkTMBHOE MapKUPOBaHMe paHee Hepa3MeYeHHBIX JAHHbIX.

Jpyrumu croBaMy, obydeHue 6e3 y4MTeNs MO3BONAET YCNEUIHO NMPUMEHATD
meTtoabl 06y4enus ¢ yunteneM. [logobHas cuHeprus obydeHus c yuntenem u 6e3
y4uTens, Ha3biBaeMas 00yueHUEM C YACMUYHBIM NPUBTIEHEHUEM YHUMENA, MOXET
MOpPOAUTD HOBYIO BO/THY YCTIELIHBIX IIPOEKTOB MAIIMHHOTO 06yyeHus.

Scikit-learn

JlaBaifTe KpaTKO BCIIOMHMM, O KaKMX TeMax II/Ia pedb B MPebIYIIMX I/aBax.

B rnaBe 3 Mbl paccMaTpuBaiu, Kak IPUMEHATb METO/BI CHYDKEHMUSA Pa3MEPHOCTH
nyTeM o6ydeHus 6a30BOI CTPYKType JaHHBIX C COXpaHeHMeM TONbKO Hanboree cy-
IeCTBEHHBIX IIPU3HAKOB, KOTOPbIe TPAHCIMPOBAMMCH B IIPOCTPAHCTBO MEHbIIEN
Pa3sMepHOCTH.

ITepeHOC laHHBIX B MPOCTPAHCTBO 6o/ee HM3KOM Pa3SMEPHOCTU 3HAYUTENBHO
yrpoiiaeT o6Hapy><eHMe CKPBITBIX 3aKOHOMepHOCTell. B rmaBe 4 Mbl IPOfIEMOH-
CTpUpOBaM 3TO, IOCTPOMB CUCTeMY OOHapyXXeHNA aHOMa/Nii, KOTOpas OTAe/NANa
HOPMaJIbHBble ONepalyy ¢ 6aHKOBCKMMM KapTaMy OT MOIIEHHIYECKHX.

B npocrpaHcTBe 6onee HM3KONM Pa3sMEPHOCTM Jierye IPYNNUPOBATH CXOXMeE
TOYKM JaHHBIX, BBIIIONIHAA K/IaCTepU3aLMIO, KOTOPYIO MBI MCCNIEfOBA/N B ITIaBE 5.
B kayecTBe NpMMepOB YCIENMHOTO NPMMEHEHNA KIaCTePU3aIMi MOXHO IIPUBECTH
CerMEHTMPOBaHMe TPYI, T.e. pasfeNieHMe 0ObeKTOB Ha OCHOBAaHMM CTENEHM MX
B3aMMHOIO CXOACTBA. MbI IpMMeHN/M cerMEHTHPOBaHMe B I/1aBe 6 K 6a3e JaHHbIX
3asBOK Ha Io/ry4eHye 3aitmMa. Ha 3ToM MBI 3aBepInIi 4acTh KHUTH, IOCBAIIEHHYI0
ncnonb3oBaHuio 6ubmoreku Scikit-learn B 06yyenmn 6e3 yunrens.

B rnaBe 13 MBI paciumpnnn KacTepu3alumio Ha BpeMEHHbIE PAMBI ¥ MCCIIEAOBAIM
pa3nuyHble METOABI MX K/IacTepu3aLmu. Mbl IpOBeNM PAJ SKCIIEPUMEHTOB, BbLAC-
HMB, HaCKO/IbKO Ba)XXHO Pacro/araTb IIMPOKMM apCeHaIOM METONOB MAIIMHHOTO
006yueHMs, MOCKO/MbKY HY OAMH M3 a/ITOPUTMOB He MOXXET OfIMHAKOBO XOPOLIO pa-
6oTath /11 Bcex HA6OPOB JAHHBIX.
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TensorFlow u Keras

B rmaBax 7-12 MbI nepekmounnuchk Ha 6ubnmorexn TensorFlow u Keras.

B nepByio oyepesb Mbl IO3HAKOMM/IUCH C HEVIPOHHBIMM CETAMM U KOHLIENLMeN
o6yyeHns mpusHaKaM. B rmaBe 7 Mbl y3Hany, YTO TaKOe aBTOKOAMPOBIUMKM M KaK
OHM 06y4al0TCA HOBBIM, 60/ee CXKAThIM IPeACTaB/IEHNAM, CO3JaBaeMbIM Ha OCHOBE
OPUTMHABHBIX JAHHBIX. ITO elle OfUH cr1ocob 06yyeHus 6a30BOI CTPYKTYpe AaH-
HBIX C L[€/IbI0 BBISB/IEHUSA CKPbIThIX 3aKOHOMEPHOCTEN.

B rnaBe 8 MbI IpMMEHM/TM aBTOKOAMPOBLIMKY K HAGOPY JaHHBIX 06 onepauusx
6aHKOBCKMMY KapTaMy M IOCTPOM/IM TIPU/IOXKEHHE, CTIOCO6HOe 06HAPY>KMBATh MO-
IIEeHHMYEeCKHe TpaH3aKuuu. Y, 4ro eie 6oee BaXXHO, B I/IaBe 9 MBI YIYYIIMIM 3TO
pellenne, NOAKMOYMB 06ydeHe 63 yUNTeNA M TeM CaMbIM IPOLEMOHCTPUPOBAB
BO3MOXXHYIO CMHEPTMIO IBYX IIOIXOOB.

B rmase 10 MBI BBenM NOPOXKAAIOLIME MOJiE/M, Ha4aB C PaCCMOTPEHMSA OTPaHu-
YeHHOM MaluHbl bonbiiMana. Mbl Mcronb3oBany AaHHBIN TUI HEPOHHOM CeTH
/1S pa3paboTKM PEeKOMEHATENbHOM CHCTEMBI QUIBMOB, KOTOpast OTAA/IEHHO Ha-
IIOMMHAET aHa/llornuHbIe cucTeMbl KoMmnanuit Netflix 1 Amazon.

B rnase 11 Mbl epemIn OT MEKMX HEfPOHHBIX CeTel K ITTyOOKMM M peantn3oBa-
1 6onee IPOBMHYTYIO TIOPOXKAAIOIYI0 MOJeNb, OO'bEIVIHNB HECKONIBKO OTPaHM-
YeHHBIX MalIMH Bonb1iMaHa B OIMH KacKafl, Ha3bIBaeMBblit 271y60k0ti cembio 008epus,
YTO ITO3BO/IM/IO HaM CTeHepUPOBaTh CMHTETHYECKNUE U306paxkeHus 1udp, gonon-
HAloMe cymecTByloumit Habop MNIST, # MOCTPOUTB YycOBepLIEHCTBOBAaHHYIO
cHCcTeMy KmaccuuKanuy u3obpaxeHuit. ITo ellle pa3 MOAYEPKHYIO, HACKOMBKO
NepCIEeKTUBHO MCNONb30BaTh obydeHue 6e3 yumuTeNns A/ns yAydLIEHUs pelieHMmi,
OCHOBAaHHBIX Ha 06y4YeHMM C yIUTENEM.

B rmaBe 12 MBI nepenum K 06CyXEHMIO APYTOro K/Iacca MOPOXAAOILMUX MO-
Jie7ieit, KOTOPbIf B HAacTOsALIee BPeMs IO/Nb3yeTCs HaMOOMbILell MOMYIAPHOCTHIO:
2eHepamusHo-cocmsazamenvrvie cemu. C MOMOIIBIO 3TUX CETeN Mbl CTEHEPUPOBaIU
JOTIO/THUATENbHBIE CUHTETUYeCKMe N300pakeHUs UMQp, aHA/TOTUYHbIE TEM, KOTO-
pble copepxatca B Habope saHHBIX MNIST.

06yueHue c noaKpenneHunem

B 3T0it KHMre MBI He paccMaTpyUBany 06y4deHNe C OAKPEIUIEHMEM, HO B IIOC/EN-
HMe TOfIbl OHO TIpMBIEKaeT K cebe Bce 6o/bllle BHMMAaHNUA, 0COOEHHO BBUAY HelaB-
HUX yCIEXOB B TaKMX 06/1aCTAX, KaK HACTO/bHBIE ¥ BUAECOUTDBI.

Heckonbko neT Hasaji NpoM3oIIo 3HaMeHaTebHOe coObITHe: KoMnanus Google
DeepMind npencTaBuna cBolo MpOrpaMMy Ans urpsl B ro, AlphaGo. Vicropuuec-
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Kas nobena aToit mporpaMMsl Haji YeMIIMOHOM Mupa 1o ro JIu Cemonem B MapTe
2016 ropa — pesynbTaT, OXMAABLIMIACA CNELMaTUCTaMM He paHee 4eM depes 10
JIeT, — MO3BO/IN/IA TPOAEMOHCTPUPOBATh BCEMY MUPY IIPOTpecc, KOTOPOTO YAanoch
nobutbcs B obnactu UN.

YyTb nosxe komnanus Google DeepMind npumennna kombunanmio o6ydyeHns
C MOfIKpenIeHneM M 06yueHns 6e3 yuuTens ansa pa3paboTku yTyqIIEeHHO! Bepcun
nporpammsl AlphaGo, nonyunsiest HasBanue AlphaGo Zero, B koTOpOIt Boo611e
He MCII0/Tb30Ba/IUCh fAHHbIE UTP, CHITPAHHBIX MEXX/Y MIOAbMM.

ITogo6HbIe ycriexy, ABNAOLIMECS CTeACTBUEM 00beAMHEHM Pa3/IMIHBIX IIOAX0-
[OB K MalIMHHOMY 06y4eHuIo, MMLIb NOATBEPXAAIOT ETMOTHB JAHHON KHUIM:
C/lenyiollas BOTHA YCIMEXOB B MAIUMHHOM 0oOy4yeHuy OymeT cBA3aHa C HAXOXJECHMU-
€M HOBBIX BO3MOXXHOCTel paboThl ¢ Hepa3MeYeHHBIMM JAHHBIMM /1A YTyqIIeHNA
CYIECTBYIOIMX PelleHNif, KOTOpble B HAIM JHU HY)XAAIOTCA B MHTEHCUBHOM MC-
HO/Ib30BaHUM Pa3MeYEHHBIX JAHHBIX.

Hanbonee nepcneKkTuBHbIe HanpaBneHNA 06yueHmns
6e3 yuntens Ha cerogHALHNA AeHb

B 3aBepiueHMe CTOMT MOrOBOPUTH O TOM, KaKOBBI O/yDKaifluye IepcreKTUBbI
TeXHO/MOTMM 06yyeHun 6e3 yunrens. Ha cerogHALIHMIL IeHb OHA YCIELIHO TIpuMe-
HAETCA B HECKONBbKUX 06/MacTAX, Hanbonee BaXKHbIe M3 KOTOPBIX — O6Hapy»keHue
aHOMa/INif, CHIOKEH)E Pa3MepHOCTH, KIacTepusauns, 3¢pPekTMBHOE MapKMpPOBa-
HMe Hepa3MeYeHHbIX HA6OPOB ¥ ayTMEHTALVSA fAHHBIX.

O6ydenne 6e3 yduTens nydllle BCETO CIpaBNAeTcA ¢ upaeHTHUKauMel paHee
He M3BECTHBIX WIA6/IOHOB, 0COOEHHO KOIAla HOBBIE IIAGMOHBI PE3KO OTIMYAIOTCA
OT CYIeCTBYIOLMX. DTO BaXHO B TeX 00/MacTAX, Ifie METKYM MPOIIIbIX UIa6/I0HOB
MaJIONIPUTOAHbI C TOYKY 3pEHMsA 3aXBaTa IPM3HAKOB HEM3BECTHBIX OyAymMx 11a6-
noHoB. HanpuMep, o6HapysxeHne aHOManuit IpUMEHSETCS 1A BbIABIEHUA danb-
cuukanmit moboro popa (HampuMep, MOLIEHHUYECKUX OMEPALMiA C KPEAUTHBIMM
KapTamy, e6eTOBBIMM KapTaMu, 6aHKOBCKMMMY NIEPEBOAAMM, OH/IalH-TI/IATEXXaMH,
CTPaxOBBIMM BBII/IATAMM M T.I1.), @ TAKOKe /I MApPKMPOBaHUA COOTBETCTBYIOIIMMM
MeTKaMy MOXO3PUTENbHBIX TPAH3aKLMIA, CBA3AHHBIX C OTMBIBaHMEM JieHeT, GpyHaH-
CHMpOBaHMEM TEPPOPU3MaA 1 TOPTOBIIEN TOAbMM.

O6Hapy>xeHMe aHOMa/Iuit TaKXKe 3aeiCTBYeTCA B CUCTeMaX KubepbesomacHo-
CTH [/Is TIPOTMBOAENACTBUsA KubepaTakaM. CycTeMbl, OCHOBaHHbIe Ha (UKCHPO-
BaHHBIX IPaBU/IaX, CTAMKMBAIOTCA C TPYAHOCTAMM IIpU NOAB/IEHMM HOBBIX BUJIOB
Kubeparak, oaToMy obydeHne 6e3 yIuTeNs HaYMHAET UTPaTh Bce 6onee BaXKHYIO
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pornb B 370l chepe. KpoMe Toro, o6HapyskeHMe aHOMauit OTIMYHO TOAXOAUT IIpU
peuieHuy mpo6eM, CBA3aHHBIX C Ka4eCTBOM JaHHBIX. VCTo/nb3ys 3TOT NMOAXOA,
MOXHO 6071ee 3¢ppexkTHO OTCeKaTh HeKayeCTBEHHbIE JaHHBIE.

O6yuenne 6e3 yunTens TakKe IOMOTAET CIIPaBUTBCA C OFHON U3 I/IABHBIX IPO-
6/1eM MalIMHHOTO OOydYeHMs: MPOKAATHEM pa3MepHOCTH. OObIYHO CHEIMaTMUCThI
B 00/1aCTM MHTE/IEKTYaIbHOTO aHa/IM3a JAHHBIX BbIHY>K/IEHbI OTPAHNYMBATh CBOV
BHIOOD HEKOTOPBIM ITOAMHOXECTBOM IIPM3HAKOB, KOTOPBIE GYAYT MCIIONMB30BaThCA
VIl TIOCTPOEHUs Mofeiell MALIMHHOTO 00y4eHMs, OCKONbKY pa3Mepbl MOTHOTO
Ha6opa NMPU3HAKOB 3aTPYAHAIOT BBHIMIOTHEHME HEOOXOAMMBIX BBIYMCIIEHMIA, @ II0-
poit AeNaloT MX MpaKTUYecky HeocyuecTBuMbiMu. Obydenne 6e3 yumurens nospo-
/ISeT aHa/IUTMKAM He TONbKO PaboTaTh C OPUIMHANBHBIM HA6OpOM IIPM3HAKOB, HO
¥ JOTIO/THATH €r0 CKOHCTPYMPOBAaHHBIMY TIPU3HAKAMM, HE ONacasch CTONKHYThCA C
TPYAOEMKMMM BHIYMCTIEHUAMY B IIPOLIECCE NIOCTPOEHUS MOJIEIN.

Pacnonarasi MOATOTOB/IEHHBIM Ha0b0OpOM, COCTOAIIMM M3 OPUIMHANBHBIX M
CKOHCTPYMPOBaHHbIX IPU3HAKOB, AHAIMTUK MOXET IIPMMEHUTD CHIDKEHME pa3-
MEPHOCTH A/IA TOTO, YTOOBI MUCKTIOYNTD U36BITOUHBIE IPU3HAKY, ONHOBPEMEHHO
coxpaHuB Hambonee CyliecTBEeHHbIE, HEKOPpPENTMPOBaHHbIE NPU3HAKMU [IA IIO-
C/eRyIoLLero aHanM3a ¥ MOCTpoeHua Moaenu. Takoro posa c>kaTue AaHHBIX MOX-
HO pacCMaTpyMBaTh KaK IIOJIE3HBIN 3Tall NIpeABapUTENbHO! 06pabOTKM MaHHBIX
B CUCTeMax o6ydeHus c yuureneM (ocob6eHHo npu paboTe ¢ M306pakeHUAMM U
BUJEO).

O6byyeHne 6Ge3 yumrens obnerdaer aHaIMTMKAM ¥ MEHeIKepaM BbIABIEHME
II0/Ib30BaTe/Nei C HETUIIMYHBIM NOBEflEHUEM, KOTOPOE 3aMETHO OT/INYAETCA OT I10-
BefleHus 6O/BIIMHCTBA APYTUX KIMEHTOB. ITO CTAHOBUTCA BO3MOXHBIM 6rmarosa-
PA K/IaCTepU3aLIMMU CXORHBIX TOYEK, YTO TMO3BO/IAET BHINOMTHATD CETMEHTUPOBaHME
rpyn. VineHTnHUIMpOBaB OTYETNMBbIE TPYTIIBI, CIELMANCT MOXET IIPOaHa/IN3M-
poBaTh, B 4€M MMEHHO 3aK/TIOYaI0TCA 0CO6EHHOCTH KaX/0if KOHKPETHOM TPYIIIHI,
OT/IMYAIOLYE ee OT OCTA/NbHBIX TPYMIL. B cBolo 0uepens, 3TO HaeT MeHemKepaM BO3-
MOXXHOCTb /Ty4llle pa306paThcs B MPOMCXOMALIMX MPOLIECCAX M COOTBETCTBYIOLMM
06pa3oM CKOPpPEKTUPOBATh KOPIIOPaTUBHYIO CTPATETHIO.

Knactepusaums 3HauMTenbHO MOBbIAET 3 PeKTMBHOCTD MApPKUPOBAHNUSA He-
pasMeyeHHBIX AAHHBIX. BBMAY TOro YTO CXOAHbBIE AaHHbIE OOBEAUHAIOTCA B IPYTI-
1bl, onepaTopy (T.e. YeNIOBEKY) AOCTATOYHO CHAGAUTH METKaMM /IMLIb He6ombIIOE
KO/IMYECTBO TOYEK B KaXAOM KiacTepe. [Toc/ie MapkuMpoBaHUA HECKONIBKMX TOYEK
B KOX/JOM K/1acTepe ApyTMe TOYKM, OCTABIIMECS HEMAapPKMPOBaHHBIMM, NOMYYAIOT
METKM y>Ke pa3MeYeHHBIX TOYeK.

HakoHel, nmopoxpaolue MOJeny IMO3BO/MAIOT I€HEPUPOBATb CUHTETUYECKUE
AaHHbIe /1A KOMOTHEHMS CYLIECTBYIOLMX HaOOpOB JaHHBIX. MBI NpOeMOHCTpH-
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poBany 310 Ha puMepe Habopa MNIST. Cioco6HOCTb TaKMX MOJi€e/ielt TeHepUpo-
BaTb HOBble CMHTETHYECK)e JaHHbIE Pa3/TMYHOTO THIIA, B TOM YMC/Ie U306pakeHns
Y1 TEKCT, OTKpbIBaeT HEOObIYai{HO LIMPOKKE TIePCIIEKTUBDI, KOTOPbIE TNIIb HEJIABHO
CTaNy NpeAMETOM CEPbE3HBIX MCCNIEAOBAHMNM.

byayuwiee TexHonoruu obyuenus 6e3 yuutens

Mb1 Bce eine Ha rpe6GHe BONMHBI MHTEpeca K MCKYCCTBEHHOMY MHTENNIEKTY. Mbl
CTanu CBUAETENAMM OONMbIIMX yCNEXOB, JOCTUTHYTBIX B 3TOM HaNpaB/IeHUM, HO
MHoroe B Mupe VY noka 4to cTpouTCcs Ha 3HTy3na3Me u obemanuax. Ilorenuuan
TEXHOJ/IOTHII MCKYCCTBEHHOTO MHTE/IEKTa OTPOMEH, HO €ro TONIbKO MPEACTOMUT pac-
KPBITb.

Ycrexu B OCHOBHOM KacalTCA y3KOCTIELMA/TM3MPOBAHHbIX 3a/1a4, PEIaeMbIX C
noMolubio o6ydenns 6e3 yunrensa. Ho ectb Hajexxpia, YTo 10 Mepe pa3BUTHUSA TeX-
HOJIOTMIA MBI TIepeiifieM oT 3afay cnaboro MM, Takux Kak Kmaccuouxanmsa usobpa-
KeHMI1, MalIVHHBII TIEPEBOJ, Pacro3HaBaHye peun 1 JaT-60Thl, K 6omee ambuIm-
O3HBIM IpOeKTaM cunbHoro MU: 4aT-60Thl, CIOCO6HbIE MOHMMATD YeTOBEYECKMI
A3BIK Y BECTM CBOOOAHBIN AMATIOT C YEOBEKOM; PO6OTBI, KOTOPbIE OPMEHTHPYIOTCA
B IPOCTPAHCTBE U AENCTBYIOT, He NO/Iarasch Ha pa3MeyeHHbIe JaHHble; 6ecnMIoT-
Hble aBTOMOOM/IH, CTIOCO6HBIE CaMO06y4aThCs BOXK/EHUIO Ha YPOBHE, IPEBOCXOMA-
IeM BO3MOXXHOCTY 4€/I0BeKa; MHTE//IEKTya/IbHble areHThl, YMEIOLIMe 3aHNMaThCS
TBOPYECTBOM Ha 4Ye/IOBEYECKOM YPOBHe.

MHorue 5KCTIepThl CYUTAIOT, YTO KIIIOYOM K pa3paboTke cunbHoro VIU aenserca
obydyenne 6e3 yuutens. IIpu mo6oM fpyroM MOAXO/Ee MCKYCCTBEHHBIA MHTEMNNIEKT
OymeT cKOBaH OrPaHMYEHNAMHY, 3aBUCAILMMU OT KOMMYECTBA MMEIOIIMUXCS pasMe-
YeHHBIX JaHHbIX,

B 4eM 4enoBeK OCTaeTCs HeNpeB3ONAEHHBIM (IIpHYEM C POXKJEHMA), TaK 3TO
B CIIOCOGHOCTYM 06Y4aThCs BBIMOHEHMIO Pa3HOOOPa3HbIX 3ajia4, He Tpebys MHO-
XecTBa puMepoB. K npumepy, pe6eHok B paHHeM BO3pacTe COCO6eH OTIN4UTD
KOTa OT co6aKku, yBUAEB UX INIIb CYUTAHHOE YUCIO pa3. COBpeMEHHbIE CUCTEMBI
MCKYCCTBEHHOTO MHTE//IEKTa TPeOYIOT MHOXeCTBa IpUMepoB/MeToK. B upeane cu-
CTeMa JIO/DKHA YMETDb pa3mnyaTh u306paxkeHNs, OTHOCAIIMEC K Pa3HBIM K/accaM
(HanpuMep, KOTbI ¥ cO6akm), 06XOAACH MMHMMATIBHBIM KONMYECTBOM METOK, BO3-
MO>XXHO OFHOI1 M/ BooO1ie 6e3 Hux. Peanmusanus o6ydeHns TaKOro TUIa BO3MOX-
Ha JIMIIB 32 CYET Ja/IbHel1ero nporpecca B o6macty ob6ydennus 6e3 yaurens.

Kpome Toro, coBpeMeHHble CHCTEMbl MCKYCCTBEHHOTO MHTEN/EKTa IO 607b-
1Iej1 YaCTH /IUILEHbI TBOPYECKMX CrIoco6HOCTelt. OHM MPOCTO MONAralTCA Ha Of-
TUMM3ALMIO PAaCNIO3HABAHMA IIA6G/OHOB Ha OCHOBAHUM METOK, PEOCTAB/IAEMbIX
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uM B nponecce 06ydenns. YTobbl cospaTh cucTeMy, 06/TafalOIYI0 MHTYMIIMENR U
TBOPYECKMMM HaBBIKaMM, MCC/IE[OBaTeNM AO/DKHBI HAafieMUTh €e CIIOCOGHOCTBIO
aHa/IM3MPOBAaTh MHOXXECTBO HEpa3MEYeHHBIX JAHHBIX M BBIABIATH WA6/MIOHBI, OC-
TaBIIMeC He3aMeYEHHbIMM [iaXe JTIObMU.

K c4acTnio, HabmofaloTCA IPU3HAKYM TOTO, YTO MbI TOCTENEHHO NPOABUIAEMCS B
HamnpasneHuu cunbHoro YIN.

Nmeerca B Bupy mporpamMa AlphaGo, paspaboranHas kommanueint Google
DeepMind. IlepBas Bepcus nmporpaMMBl ofiep>kana nobenqy Haj podeccoHanb-
HBIM UTPOKOM B ro (B oxTa6pe 2015 roga), onupasch Ha AaHHbIE NPeAbIAYLINX
UTp, CHITPAaHHBIX MEXAY /TIOAbMU, M TaKMe METOAbl MALIMHHOIO 06yd4eHMs, Kak
oby4eHMe C MOAKpPENIEHUEM, YTO NTO3BOIMIIO €/f IPOCYUTBHIBATD UTPY Ha MHOTO
XOfIOB BIlepeN U BBIAB/IATDH XOABI, KOTOPbIE CHM/IbHEE BCETO IMOBBIIIAIOT IIAHCH! Ha
nobeny.

ITo6ena asToit Bepcun mporpammsl AlphaGo Hap ofHuM M3 myqumx mpodec-
CMOHaNbHBIX UrpokoB B ro JIu CepfoneM B MaTye U3 IATH MAPTHIL, KOTOPbIit OBIT
nposefeH B Ceyne B mapTe 2016 rofa, mponsBsena orpoMHoe Bnevarnenue. OHako
nocnenusasa Bepcua AlphaGo nmpogeMoHcTpupoBana elie Ty4uIyio Mpou3BORUTENb-
HOCTb.

OpuruHanbHas nporpamma AlphaGo monaranmace Ha MMeOLIMeCs NaHHbIE U
onbIT Apyrux urpoko. Hoseitmas Bepcus nporpammsl, AlphaGo Zero, obyyanach
VTPe ¥ BBIMTPLILIHBIM CTPATErMAM C YMCTOTO JINCTA, UTpast caMa ¢ coboit’. ipyrummu
ClIoBaMy, IPOrpaMMa He ONMPanach Ha HaKOIUIEHHbIE TIOAbMY 3HaHMUA, HO 3TO He
TIOMeLIaJIo eyl AOCTUYD CBEPXYE/IOBEYECKOTO YPOBHS, MM06ENUB MpPEAbIAYLIYIO Bep-
cuto AlphaGo co cuerom 100:0.

CoBepliIeHHO HUYETO He 3Has 06 urpe ro, mporpamma AlphaGo Zero 6yksans-
HO 32 HECKO/IBKO J{Helt puoOpena OMbIT, AN HAKOIUIEHNUs KOTOPOTO MIOASAM II0-
Hagobumch ThicsyeneTusa. Ho mporpamMa mnounia eme fasblie, IPOAEMOHCTPU-
pOBaB pe3y/lIbTaTUBHOCTD, IPEBOCXOAALLYI0O BO3MOXXHOCTH 4YenoBeKa. IIporpamme
yAanochk 06Hapy>XMUTb HOBblE 3HAHUA U pa3paboTaTh HOBbIE, paHee He U3BECTHBIE
crparermu Bhurpbiia. Tem caMbiM nporpamma AlphaGo Zero nposiBuna TBopde-
CKMe crioco6HOCTH.

Ecny TeXHONOIMM MCKYCCTBEHHOTO MHTE/IEKTa IIPOJIO/KAT Pa3BUBATHCA B flaH-
HOM HaIpaBJ/IeHUH, IEMOHCTPUPY# CHOCOOHOCTD K 06y4eHNI0 Ha He6ONbIIMX 06be-
Max MMEIOLIMXCA 3HaHMIA MY JaXKe B YC/IOBMAX MOTHOTO MX OTCYTCTBUA (T.e. ¢ uc-
NO/Nb30BaHMEM HEOO/IBIIOrO KONMMYECTBA pasMeYeHHbIX AAHHBIX MM BooOuie

! Onucanne crparerun obydenus nporpammnol AlphaGo Zero npuseneto B cratbe AlphaGo Zero:
Learning from Scratch, goctymHoit mo appecy https://deepmind.com/blog/alphago-
zero-learning-scratch/.
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6e3 HUX), TO MBI TTOTYYUM MCKYCCTBEHHBI! MHTE/IEKT, CTOCOOHBI TBOPUTD, pac-
CY>XaTb ¥ IIPMHUMATD C/IOXKHBIE PEIEHN, T.e. MHTE//IEKT, Hale/IeHHbI KayecTBa-
MM, focerie IPUCYIIMMM TOMBKO JIIOAAM?,

Pe3iome

Mb!I OrpaHUYM/INCD TULIb IOBEPXHOCTHBIM PacCMOTPEHMEM TeXHOIoruy obyye-
HUA 6e3 yunTena U ee BOIMOXXHOCTEIA, HO 5 HafleloCh, YTO Terepb Bl 6yneTe my4ue
MIOHMMATh, KaKye IIMPOKUeE MePCIEeKTHBbI OTKpBIBaeT 00ydeHye 6e3 yamTens u Kak
MIPUMEHSTB €T0 A/IA TOCTPOEHUS CUCTEM MALIMHHOTO O6ydeHNA.

Kax MuHMMYM, BbI TONy4n/u 6a30Boe NIpeNCTaB/IEHNE O TOM, YTO Takoe obyye-
HMe 6e3 yuuTena M KaK CO3[aBaTh MPUIOKEHMUsA, CIOCOOHbIE 0OHAPY>KMBATh CKPbI-
Thle 3aKOHOMEPHOCTH B JaHHBIX, BBIAB/IATb aHOMA/IMY, BBITIO/THATD K/IACTEPU3ALINIO
M CETMEHTMPOBAHMeE TPYIII, aBTOMATUYECKH BBIENATb IIPU3HAKM U T€HEPUPOBATh
CHMHTETUYEeCKME faHHbIe Ha OCHOBE Hepa3MeueHHbIX HaGOpOB JaHHBIX.

Y TeXHOMOrMit UCKYCCTBEHHOTO MHTENIEKTa OrpoMHoe Gynymee. [apalite mpu-
6mmu3um ero BMecre!

2 Komnanua OpenAl npofeMOHCTpypOBaia 3aMeTHbIE YCIieXy B IpUMeHeHMM obydenus 6es yuu-
TeNA IIA MOHMMAHUA ECTECTBEHHOTO A3bIKA, YTO AB/IAETCA BXHBIM LIATOM Ha IMYTH K CO3AAHMIO
cunbHOro VM. O COOTBETCTBYIOLMX AOCTIDKEHMAX MOXHO NMpPOYMTaTh B CTaThix Unsupervised
Sentiment Neuron (https://openai.com/blog/unsupervised-sentiment-neuron/) u
Improving Language Understanding with Unsupervised Learning (https://openai.com/blog/
language-unsupervised/).

3akniovenne | 419



A
Adam, 252; 317
AlphaGo, 414
Anaconda, 64
ARS, 391
auROC, 87

C
CNN, 365

D

DBN, 55; 329; 342
oby4enne, 349

DBSCAN, 51; 203
uepapxmdeckui, 206

DCGAN, 365; 370
reHeparop, 371
AMCKpUMMHATOP, 373

E

ECG5000, 393
ECGFiveDays, 385

F
Fastcluster, 197
FPR, 87

G
GAN, 55; 363
Git, 63

H

HDBSCAN, 206; 227; 401; 406

[IpeameTHbIN yKa3aTenb

ICA, 48; 146
obHapy>eHue aHoManui, 173
Isomap, 48; 122; 139

J
Jupyter Notebook, 66

K

Keras, 65; 237; 414
KNN, 42
k-Shape, 385; 393; 403

L

LDA, 49
LightGBM, 65; 97; 293; 355
LLE, 122; 141

M
MDS, 122; 140
MNIST, 118; 184; 375
MovieLens, 309
MSE, 314

N
NaN, 71; 212
Netflix, 308

P

PCA, 46; 123; 185
MHKpEeMEeHTHBbIN, 130
o6Hapy>xeHye aHOManui, 154
paspexxeHHsIi, 130; 160
AnepHbIn, 133; 163



Rand, 391

RBE, 133

RBM, 54; 306; 319; 332
ReLU, 249; 285
RMSprop, 374
ROC-kpusBas, 87

Scikit-learn, 413
Sequential, 250
SGD, 252
Softmax, 250
SVD, 47; 122; 134
SVM, 45

T

tanh, 249
TensorFlow, 64; 236; 414
TPR, 87

tslearn, 387
t-SNE, 48; 122; 143
X
XGBoost, 65; 94
A

ABTOKOAMPOBINMK, 52; 237; 245
BapMallMOHHbIN, 241
ABYXC/IOMHBIiA HETOMHBIIL, 257
KOMITOHEHTHI, 248
HE/TMHENHbIN, 264
HEIOo/MHbINA, 238
paspexeHHbIN, 240
CBepXIONHbIN, 239; 267; 270

Ppa3speXeHHblit, 273
LIyMOMOAABAOLINIA, 241; 279
Arenr, 57

ArnomepaTuBHas
Knactepusanus, 50; 197
AHnanus
I/TaBHBIX KOMIIOHEHT, 46; 122
He3aBUCUMBIX
KOMITIOHEHT, 48; 122; 146; 173
Anomanus, 59
Ancamb6nb, 107
AHTaronucTMyeckas urpa, 363
Atom, 144

b

BunapHas knaccudukanms, 38
Bycrunr, 44
Byrcrpsn-arpernposanmue, 43
Barrunr, 43

B

BanupaunoHHslit Habop, 30; 78
BapuanoHHbI/1 aBTOKOAMPOBILMK, 241
BepoaTHOCTB Kacca, 41

Bec y3na, 235

BapeiBHOI rpapueHT, 53

Bupumberiit cnoit, 306

Brnoxxenue cnyvaiHbIX fepeBbeB, 122
BHyTpuknacrepnas Bapuanms, 186
BpemenHnbsie psappl, 383

BxopgHoii cnoit, 234

Bri6poc, 37; 59

Brienenne npusHakos, 233
BeixopHoit cnoit, 234

r

layccoBckan cnyvaitHas
npoexuus, 136; 165

[enepaTuBHO-COCTA3aTeNbHAA
ceTb, 55; 363

Teneparop, 55; 363

[nep6ommyeckuit TaHTeHc, 249

[unepnapamerp, 267

422 | NpepmeTHbIA yKa3aTenb



[naBHbIE KOMITOHEHTHI, 123
Diry6okasn cetb goBepus, 55; 329
[ry6okoe o6y4yenne, 303
6e3 yunrens, 53
IpanuenTHBI 6YCTHHT, 65
LightGBM, 97; 293; 355
XGBoost, 94
IpapuenTHsI ciyck, 252

it

HexonupoBiuk, 248; 251
HexonBomonus, 371
Henpporpamma, 50; 196; 198
HepeBba pewennit, 43

JleTeKTOp IIpU3HAKOB, 55
JMckpuMuHaTUBHAA Mofienb, 305
Huckpumunarop, 55; 363

Opeitd paHHbIX, 38

HpomayT, 270

3

3aBucumMas nepeMeHHas, 29
3aTyxaloLmii TpafueHT, 53

)74

WUrpa ¢ nynesoit cyMMoit, 55; 363
Uepapxmnyeckas

Knacrepusauus, 50; 196; 223
WNs6prTouHOE cCeMnupoBanue, 295
W3BneyeHne npy3HaKos, 51
UsoMmeTpuyeckoe oTobpaxkeHne, 139
Nnepums, 50; 187; 220

K

KavecTBenHbIl1 aHaNMN3, 38

Kiacc, 29

Knaccudnxanms, 38

Knactepusanus, 49; 66; 183; 209
HDBSCAN, 227
arziomMeparuBHas, 197

BpeMeHHBIX pAMIOB, 383; 402
uepapxmyeckas, 50; 196; 223
MEeTOf
HDBSCAN, 401
k-Shape, 385; 393
k-cpennux, 400
Kopuposumk, 248; 250
KonnyecTBeHHblit ananmus, 39
KonnmabopatusHas
¢unvrpanus, 43; 307
¢ ucnonb3oBaiueMm RBM, 319
Konnuueaprocts, 40
Konctpyupopanue
IIpU3HAKOB, 37; 74; 215
Koadduument sapuanuu, 256
Kpusas omnbok, 87
Kpocc-mposepka, 78
Kpocc-antponnus, 77

) |

JlatenTHOe pasmelenue [upuxie, 49
JlemMa JI>koHCOHa —
JInnpenmrpayca, 136
Jlennsoe oby4enne, 42
JIuneitnas perpeccus, 40
JInneitHO€ MpoeLMpOBaHue, 46; 122
Jloructmdeckas perpeccusd, 41; 79
JlokanbHO-NMMHENHOE
BNIOXeHMe, 122; 141

M

MapkoBckas MOfienb, 56
Marpuua HeToYHOCTEI, 83
Marpuynas ¢axropusanms, 316
Mamnna
BonbuMana, 305
orpaHmuveHHas, 306; 332
rpajieHTHOro 6ycTyHra, 44
Mertka, 31

MpeameTHbii yKa3aTenb | 423



Mertop TpefiBapUTENbHOE, 54

k-Shape, 385; 393; 403 MHOTOKpaTHoe, 139

k-6mmxaitmmx coceneit, 42 Ha MHOroo6pasmusx, 47

k-cpennux, 50; 186; 220; 400; 405 Ha npuMepax, 42

TOYHOCTb, 190 IIpU3HaKaM, 233

aHcamb6neit, 44 ClIoBapHoe, 48; 122; 144; 171

OIIOPHBIX BEKTOPOB, 45 C TIOAKpenIeHueM, 57; 414

Yopna, 198 ¢ yuutenem, 31; 38; 293; 411
Merpuxka, 251 C YaCTMYHBIM IIPUB/ICYEHUEM
MHoroxnaccoBas Knaccudukanus, 38 yuurens, 58; 289; 298; 413
MHorokpaTHoe 06y4enne, 122; 139 OrpanuyeHHas MallyHa
MHoromepHoe BonbiMana, 54; 306; 332

MacuTabupoBanue, 122; 140 OnruMmusarop, 251

OnTyMMU3anys runepnapamMeTpos, 267

H Or6op npu3Hakos, 74
Hepoo6yuenne, 39 Ouenumux, 90
HesaBucumas nepemenHas, 29 Oumbka
Heiiponnas cetp, 45; 234 3a npepenamu Bbi6opku, 30; 77
ray6okas, 303 o606wenns, 30; 76
€MKOCTb, 267 PEKOHCTpPYKIMH, 240
CBepTOYHasd, 365
Hexontponupyemoe o6ydennue, 31 I
Henuneitnoe cHM>keHne [TaHenbHBIE AaHHbIE, 383
pasMepHOCTH, 46; 122 I[TepexpecTHble fanHbIE, 383
Henapamerpuueckuit MeTop, 42 [TepeHOoCHMOE 06y4eHnme, 54; 183
Henonupiit aBTOKOAMpPOBIIMK, 238 I[Tepeobyyenne, 36; 39
ABYXCTIOMHBI, 257 [ToBblnaomas auckpeTm3anms, 372
Hopmanusaumus, 70 [TonHoTa, 83
0 [Topoxparomas Moaens, 305

I[IpenBaputensHoe o6y4enne, 330
Ob6uapyxenue anomamuit, 59; 117,149 TIpequkrop, 29

c nomouisio ICA, 173 IpusHak, 29

¢ nomomsio PCA, 154 IIpononbHble AaHHbIE, 383
O6parHas cBepTKa, 371 IIpoknsTHe pasmepHOCTH, 37; 117
06pamoe pacrnpocTpaHeHMe Hy;n,ﬂ.{r 110 MaKCMMAaJIbHOMY

oum6xu, 321 3HaYeHMIo, 366

O6yyarommit Habop, 30
Ob6yyenne P

6e3 yunrens, 46; 294; 412 PaguanbHo-6a3ucHas ¢ynkims, 133

ray6okoe, 53; 303 Pasmep sanpa, 366

424 | MpeametHblil yka3atenb



PaspexxenHocTs, 273
Pa3pe>xeHHbIT aBTOKOAMPOBILMUK, 240
Paccrosinmne Kynp6aka —
Jleit6nepa, 321

Perpeccus, 38

NMuUHeNHas, 40

JorucTUdeckas, 41; 79
Perynapusanmus, 36; 235
PexoMeHpaTenbHas cucreMa, 307

C

CseprKa, 365

obparnas, 371
CBepTOoYHas HENPOHHAA ceTb, 365
CBepxmonHblit

aBTOKOMPOBILMUK, 239; 267; 270
Cermenrtuposanue rpymn, 60; 209
CemnnupoBanue no In66cy, 321
Curmonpa, 249
Curnan nopkpennenus, 57
CuHrynapHoe pasnoxxenue, 47; 122; 134
Cucrema ynpaBneHus Bepcusamu, 63
CkpuoIThiit cnioi, 234; 263
CnoBapHoe oby4enne, 48; 122; 144; 171
Cnosaps, 144
CnyyvaitHoe
nmpoenypoBaHue, 47; 122; 136

paspexxeHHoe, 137; 167
CnyuaitHbiit nec, 44; 90
CHimxeHme pasMepHOCTH, 36; 46; 117

HeNMHestHoe, 47
CocencTBo TOYEeK JaHHbBIX, 41
Crieumpu4HOCTSD, 85
CpenHexBagpaTuieckas oumbka, 314
Cranpgaptusauus, 70
Crexunr, 107
Cynepunrennexr, 22

T
Tema, 49
TecroBbiit Habop, 30
ToxxmecTBeHHOE

oro6paxeHnne, 238; 254; 267
ToynocTs, 83

Yy
Y3en cmelenus, 235

D

Ounprpanus no copepxumomy, 43; 307
Oynkuus

aKTHBaLum, 234; 249

3HayeHud, 30

noteps, 30; 77; 239; 251

1
Lenrpoun, 50; 187

k|
YacroTa omn60k, 30
YyscTBUTENBHOCTD, 85

111

Ilar punstpa, 366

llITpadoBanme paspexxeHHOCTH, 240

[ITymonoaaBnA0LmMit
aBTOKOAMPOBILMK, 241; 279

S
noxa, 251; 320

A
Anepnbiit meTog, 133

MpeameTHblil yKasaTenb | 425



O'REILLY"

MpuknagHoe MaWMHHOE 06y4YeHne 6e3 yuntens

¢ ucnonb3oanuem Python

[1o MHeHMI0O MHOTMX OTpacneBbIX IKCNepToB, 0byyeHwve He3
yuntena — nepefoBon pybex TeXHONOrMI NCKYCCTBEHHOTO
nHTennekTa (M) n, BO3MOXHO, KNoY K CO3aHMI0 cunbHoro V.
[MockonbKy nogaBnAoLWan YacTb HAKOMNEHHbIX B MUPE AAHHbBIX HE
pa3mMeyeHa, K HUM Henb3A NPUMEHATb TPaaULMOHHOe 0byuyeHne

C yuntenem. B 1o xe Bpema 0byueHvie 6e3 yuntens nossonser
ycnewHo paboTaTb ¢ Hepa3meyeHHbIMU Habopamm JaHHbIX

1 BbIABNATD 3aN10XKEHHbIE B HAX 3aKOHOMEPHOCTH, 06HaAPYXMNTb
KOTOpble Yenoseky He Nog cuny.

ABTOp KHUIV NOKa3biBaeT, Kak peann3osaTtb 0byyeHue be3 yuntens
Ha ocHoBe AByx nnatdopm Python: Scikit-learn n TensorFlow/Keras.
Mcnonb3ya rotoBbiid KOA U NPaKTUYECKe NPUMEPDI, CNEeLManuCTb
no paboTe ¢ JaHHBIMW CMOTYT BbIABAATL CKPbITbIE 3aKOHOMEPHOCTH
B MHPOPMALIMOHHbBIX MaccuBax, bonee rnyboko aHanu3mposatb
Aenosble AaHHble, 06HapyKMBaTb aHOMaNUK, BLINOMHATL
aBTOMAaTU4ECKOe KOHCTPYMPOBaHWE NPU3HAKOB W FeHepUpPOoBaTh
CUHTETUYeCKMe Habopbl AaHHbIX. Bce, uto notpebyetcs ot
ynTaTens, — 3HaHWe NPOrPaMMMUPOBAHUA U NPEABAPUTENbHBIN
onbiT paboTbl B 061aCT MaWMHHOTO 06yyYeHwA.

OCHOBHbIE TeMbl KHUTK:

] CpaBHeHue CUNbHBIX 1 Cnabbix CTOPOH pPa3nnyHbIX NoAxo[08
K MalWWMHHOMY O6y‘{EHIMOZ cyuutenem, 6e3 yuuTtena
ncnogkpenneHnem

= 3anyCK roTOBOro NpoeKkTa MalnHHOro O6yHEHVIﬂ

B Co3paHue cucTembl 06HapYKeHMA aHOManui Ans BbiABNEHUA
NONbITOK MOLWEHHNYeCTBa C 6aHKOBCKUMM KapTamu

B Knactepusaumsa nonb3osatenem nytem pasbmeHus ux Ha
OTYETNNBO Pa3NnnynMMbie OLHOPOAHbIE FPynMbi

B O6yuyeHMe C YaCTUYHBIM NPUBNEYEHNEM YuuTENS
B [locTpoeHne pekomeHAaTeNbHOM cUcTeMbl GUNbMOB
€ UCnonb3oBaHWEM OrpaHNYeHHbIX MawuH bonbuymana

B [eHepupoOBaHMe CUHTETUYECKNX N306paXKeHni C NOMOLLbIO
reHepaTUBHO-COCTA3ATENbHbIX CeTen

“KHura HanucaHa NoHATHbIM
A3bIKOM U COAEePXUT
npaKTU4ecKkue npumepbi
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